arXiv:2006.01513v1 [gr-qc] 2 Jun 2020

Spherically symmetric loop quantum gravity: analysis of
improved dynamics

Rodolfo Gambini!, Javier Olmedo??, Jorge Pullin?

1. Instituto de Fsica, Facultad de Ciencias,
Universidad de la Repblica, Montevideo, 11400, Uruguay
2. Department of Physics and Astronomy,
Louisiana State University, Baton Rouge, LA 70803-4001
8. Departamento de Fisica Tedrica y del Cosmos,
Universidad de Granada, Granada-18071, Spain

We study the “improved dynamics” for the treatment of spherically symmetric
space-times in loop quantum gravity introduced by Chiou et al. in analogy with
the one that has been constructed by Ashtekar, Pawlowski and Singh for the ho-
mogeneous space-times. In this dynamics the polymerization parameter is a well
motivated function of the dynamical variables, reflecting the fact that the quantum
of area depends on them. Contrary to the homogeneous case, its implementation
does not trigger undesirable physical properties. We identify semiclassical physical
states in the quantum theory and derive the corresponding effective semiclassical
metrics. We then discuss some of their properties. Concretely, the space-time ap-
proaches sufficiently fast the Schwarzschild geometry at low curvatures. Besides,
regions where the singularity is in the classical theory get replaced by a regular but
discrete effective geometry with finite and Planck order curvature, regardless of the
mass of the black hole. This circumvents trans-Planckian curvatures that appeared
for astrophysical black holes in the quantization scheme without the improvement.
It makes the resolution of the singularity more in line with the one observed in
models that use the isometry of the interior of a Schwarzschild black hole with the
Kantowski—Sachs loop quantum cosmologies. One can observe the emergence of ef-
fective violations of the null energy condition in the interior of the black hole as part
of the mechanism of the elimination of the singularity.

I. INTRODUCTION

Over the last two decades, loop quantum gravity inspired quantization techniques have
been applied to situations with high degree of symmetry. Initial investigations concentrated
on homogeneous cosmologies (see [1] for a review), but progress has also been made in the
case of spherically symmetric space-times (see [2H5]), space-times with two Killing vector
fields [6], [7] and even dilatonic black holes [§]. Considerable parallel efforts to derive effective
models from the full theory are on going [9-I3]. In all these situations an important element
in the quantization is the procedure known as “polymerization”. In it, some variables get
replaced by exponentiated versions of them including a parameter. In the limit in which
the parameter goes to zero one recovers the classical expressions. This procedure is inspired
in the nature of the loop variables used in loop quantum gravity. For instance, one can
approximate the curvature of a connection by considering the holonomy along a loop that
shrinks to a point. However, in full loop quantum gravity we know that areas are quantized:



there is a minimum quantum of area. Therefore one cannot take the limit in which an
infinitesimal loop shrinks to a point. More precisely, in the Hilbert space of loop quantum
gravity holonomies are well defined but connections and curvatures are not. Inspired by this
observation, one proceeds in a similar way in the symmetry reduced models. One keeps the
parameter in the variables that one polymerizes finite. In initial explorations such parameter
was taken to be a constant. Later however, it was observed that the value of the quantum of
area is dependent on the canonical variables. In the context of homogeneous cosmologies this
had important implications. Quantizations with the fixed polymerization parameter (known
as “po” schemes) had a significant drawback: one could make non-trivial departures from
classical general relativity occur at arbitrarily low curvatures. This was clearly undesirable,
as one does not expect quantum gravity effects to appear at low curvatures. It was observed
that if one made the polymerization parameter dependent on the canonical variables (known
as t scheme) such a pathology was corrected. Other pathologies as the dependence of results
on the “fiducial cell” in some models were also resolved. This “improved quantization”
scheme [14] has become the standard of quantization in the context of cosmology ever since.

Up to present, most investigations done directly in spherical symmetry (there were other
investigations that exploit the isometry of the interior of Schwarzschild to Kantowski—Sachs,
see [I5] and references therein) were done with a fixed polymerization parameter. In spite
of that, there was no analogue of the pathologies that emerged in the homogeneous case.
The spherically symmetric space-times see departures from the behavior in classical general
relativity in regions where curvatures are very large (close to the singularity), but this
departure is suitably tamed. However, the values of curvature that were achieved were, for
macroscopic black holes, trans-Planckian. This is not in line with what happens in loop
quantum cosmology, and therefore with treatments of the Schwarzschild interior based on
the isometry with Kantowski—Sachs.

It is therefore of interest to explore what implications there are in spherically symmetric
space-times if one uses the generalization to that context the “i” style quantization. In the
context of inhomogeneous spherically symmetric space-times these ideas have been discussed
in some detail in Ref. [I6] from the point of view of an effective description (and motivated
by a detailed kinematical analysis). However, a detailed implementation in the quantum
theory of Ref. [2] and a detailed derivation of effective semiclassical geometries have not been
studied. This will be the purpose of this paper. We will construct a suitable generalization
of the technique and apply it to spherically symmetric space-times. We will see that the
technical aspects of the resulting quantization differ very little from the one constructed with
a fixed polymerization parameter. Physically, on the other hand, the main effect is to limit
the upper bounds in the curvature to Planck scale in the region that replaces the classical
singularity. In the pg style quantization much larger trans-Planckian values were present
in macroscopic black hole cases. In that sense the new scheme aligns better with what
has been observed in singularity elimination in loop quantum cosmology and in spherically
symmetric treatments that exploit the isometry between the Schwarzschild interior and
Kantowski—Sachs loop quantum cosmologies. We also explore these and other geometrical
properties of the resulting space-time by constructing an effective classical metric out of
suitable semiclassical physical quantum states. Moreover, we characterize the departure
of the effective metric from classical GR in an effective stress-energy tensor and discuss
its properties. One very naturally sees the emergence of effective negative local mass and
violations of the energy conditions as part of the elimination of the singularity.

The paper is organized as follows. In Sec. [[I] we introduce the classical setting. The



kinematical aspects of the quantum theory and the improved dynamics scheme is described
in Sec. [T Sec. is devoted to the physical Hilbert space and observables. The main
properties of the effective metric are discussed in Sec. [V We conclude in Sec. [VI Besides,
we added Appendices [A] [B] and [C] for the sake of completeness.

II. CLASSICAL THEORY

The classical theory (see [2] for details) consists of a spherically symmetric spacetime
metric given by

E¥)?
ds* = —(N? — N,N*)dt* + 2N, dtdz + (|EI)| da® + | E*|dw?, (2.1)

where dw? is the line element of the unit 2-sphere, N and N, are suitable lapse and shift
functions, with N* = ¢**N,, and E¥ and E® triad variables, conjugated to K, and K, with
Poisson brackets

{K.(z),E*(2")} = Gé(x — o),
{K,(z), E?(2")} = Go(x — o). (2.2)

We take the Immirzi parameter v = 1. The dynamics of these phase space variables are
subject to the total Hamiltonian

Hy = /dx(NH + N*H,), (2.3)
with
H, = G’l[E“”K; — (E*)'K,], (2.4)
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the diffeomorphism and the scalar constraints, respectively.

However, we will consider a redefinition of the shift and lapse functions. This redefinition
makes the constraint algebra a true Lie algebra (see [2] for details) and allows to complete
the Dirac quantization. It is given by,

N K VE* - 1 E% 7’
N*:=N*—oN—£2*—" N:=—— IN—| .
(E7) Ee | (B7)

such that the total Hamiltonian is

m@/mmﬁ+mmy (2.7)



with

~oo 1 < e | 2 [(E7)? 2GM

H(N) = & /d:vN\/E_E {Kw o (1 ﬁ) } . (2.8)
Here, M is the ADM mass, which, in absence of matter, completely determines solutions
to the equations of motion and the constraints. Each constraint eliminates one phase space
variable (per spacetime point). But one still needs to specify, if one wishes a fully gauge fixed
theory, the radial coordinate and the spatial slicing (or equivalently lapse and shift func-
tions). Nevertheless, different choices yield solutions that are diffeomorphically equivalent,
and therefore their physical content is the same.

When we set to define effective metrics, we will restrict ourselves to the set of solutions
for which N* = 0 and N = 0. This amounts to stationary slicings. In this situation, one can
easily solve the theory and express the basic phase space variables in terms of two functional
parameters g(z), h(z) and the ADM mass observable,
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where h(z) and g(z) (such that g(z) > 0 and ¢'(x) # 0) are arbitrary functions that represent
the choice of coordinates for stationary spacetimes. Notice that it is common to make mass
dependent coordinate changes (e.g. the “tortoise” coordinate) and in that case g, h become
functions of the ADM mass as well. Moreover, we require that the resulting spacetimes
are asymptotically flat. This restricts g(z) = 2? + O(z™!) and h(z) = O(z™') in the limit
x — o0. These conditions allow us to determine

N? =14 i) — 2GM e MOV sy 2GM (2.10)
g9() g'(x) g9()

up to an irrelevant constant of integration for the lapse N that is fixed by the condition
N(z) =1+ O(z™') in the limit z — oo.

One can check that this identification of phase space variables is equivalent to imposing
the gauge fixing conditions ®; = E*(z) — g(z) and ®3 = K,(z) — h(x). In many situations
of interest, the gauge functions might depend on the canonical variables and M as well, as
it is the case, for instance, of the well-known Eddington—Finkelstein coordinates, discussed
explicitly in Appendix [A]

III. QUANTUM THEORY: KINEMATICS AND IMPROVED DYNAMICS

Following [2], the basic mathematical building blocks of our quantum theory are 1-
dimensional oriented graphs, each containing a collection of consecutive edges e;, each one



ending in a vertex v;.! The algebra of holonomies along the edges of these graphs (and

the intertwiners on their vertices) provides the natural arena to construct the gravitational
sector of the kinematical Hilbert space Hp,.' of the theory, characterized by a basis of states

|l§, fi). Here, k; € Z and p; € R are valences of edges e; and vertices v;, respectively. On
this basis, kinematical operators corresponding to triads (and their spatial derivatives) are

E*(2)|k, ) = Gk k. 0),  [E°(@)]|E,7) = G(kjemy1 — kyio) K, 7). (3.1)

(notice that the derivative is with respect to a dimensionless coordinate) where j(z) is
understood as the index corresponding to the edge e; going towards the vertex v; located
at z;, and

E#(2)|k, fi) = ()Y 6w — ) |F, ). (32)

Hi€g

Point holonomies /V,,J. := exp(ip; K,(x;)) of the connection K, defined on a vertex v; have
a well defined and simple action on this single-vertex, state basis of H2". Concretely,

Nojlus) = s + ps)- (3.3)

There are also well-defined operators corresponding to holonomies of the connection compo-
nent K,. However, in the Abelian Hamiltonian constraint there are no components of the
curvature proportional to K. Thus, it is not necessary to construct explicitly the operator
corresponding to the holonomy along edges e;.

We will now consider the improved dynamics scheme introduced by Chiou et al. [16].
For spherically symmetric spacetimes on homogeneous slicings there are several schemes pro-
posed in the literature [I5, 17H31]. For inhomogeneous Gowdy models with local rotational
symmetry these ideas have also been studied in detail in Ref. [32]. We will adopt the main
aspects of this quantization and adapt it to black hole spacetimes.

The technical implementation of this scheme starts with the components of the classical
curvature (of the real connection) approximated by holonomies of finite closed loops along
suitable edges generated by the Killing vectors, such that the physical area enclosed by these
plaquettes equals the 1st nonzero eigenvalue of the full LQG area operator (known as the
area gap), and denoted by A.

In the Abelian Hamiltonian constraint there remains only one component of the cur-
vature, there is no dependence on K,. The closed holonomy that will approximate the
remaining component of the curvature in the quantum theory on each vertex v; is obtained
by considering a plaquette adapted to a 2-sphere, enclosing a physical area

ATl k;pl = A, (3.4)

where (3,k; is the eigenvalue of the kinematical operator E® (x;), defined in Eq. (3.1). Now,
point holonomies (3.3) of fractional length p; will produce a shift in a state |p;) which

! In the standard literature [2] one adopts the convention that the edge e; emerges from v;. We find more
convenient to adopt the opposite convention since the boundary conditions (due to the fact that we work
with finite graphs) simplify considerably in the most quantum regions where the spin network ends using

this convention.



depends on the spectrum of some kinematical operators. Concretely, |u;) — |p; + p;), and

given the above relation,
[ A
pi= 4| —5—- (3.5)
J 471'6%31]{?]'

Therefore, it will be convenient to adopt a more appropriate state labeling |v;) with v; =
VEip; /A, and A = A/4wlZ,. Point holonomies of the form N, := exp(ip; K, (z;)) again

have a well-defined and simple action on this new (single-vertex) state basis of Hp "

N lvi) = vy +1). (3.6)

For further details, see Ref. [32]. The basis of states is now denoted by |k, 7), and its

. P A A . . grav
elements are normalized to (k, V|K', V") = 0z 050 in H

On this basis, the set of basic kinematical operators defined above in Eq. (3.1)) remains
the same. However, it is more convenient to replace the kinematical operator E¥(x), defined
in Eq. (3.2), by the volume operator density

V(z)|k, 7) —/\EIZ(Sm—x] Vi |k ). (3.7)

vj€g
In total, a basis in Hy, is given by |E, v, M') with norm
(k, 7, M|K', 7', M) = 87,650 0(M — M), (3.8)

where we adopt a standard representation for M (and its conjugate variable ]5)2
The quantum operator corresponding to the scalar constraint is

N VSN PO (122 (9] s 2611
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where we define

(3.10)

and
1 ki
- =L (3.11)
[Ee(z)]  AMpi
i.e., a scalar version of the inverse of the triad density of Eq. (3.2)) in the v-representation.
The operator H(N) has a well-defined action on Hiin.2 It acts on each vertex of the kine-

2 Note that the Abelian Hamiltonian constraint is independent of P, it only depends on M.
3 Subtleties could arise when Vjz) = 0 in some vertex. Notice that at the kinematical level this problem

may be avoided by choosing superselection sectors for p; that do not include 0. See for instance Refs.

[2, 32H34] for alternative treatments of this issue. On the physical Hilbert space this issue will not affect
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matical states |k, /, M) as a difference operator with support in lattices £, of the label v;
such that v; = €; + 2m; with ¢; € [0,2] a collection of continuous parameters that label
each v-lattice and m; € Z a collection of integers, one for each vertex v;. Besides, the
Hamiltonian constraint operator is diagonal with respect to the labels k; and M.

In order to simplify the study of the solutions to this Hamiltonian constraint, we will
follow the ideas of [35]. Namely, on each vertex v;, we will restrict the analysis to the lattice
Lc,—o (such that v; = 2m; and m; # 0 for all 7),* and change the representation to the one
in which the trigonometric functions of K, (x;) act by multiplication, by means of a suitable
Fourier transform (see Ref. [35] for details). This is the representation originally adopted
in Ref. [2]. Then, one can easily identify physical states (out of an exact integration of the
solutions to the Hamiltonian constraint) and observables, and then construct the physical
Hilbert space of the theory. We will provide further details in the next section.

IV. PHYSICAL HILBERT SPACE AND OBSERVABLES

It is then not difficult to follow the quantization procedure of [2] and identify suitable
physical states and parametrized observables. More concretely, a basis of physical states is
provided by |M, k), normalized to (M, k|M', k') = 6(M — M")d; -

The basic relevant observables are the mass M , which has a well-defined action on physical

states . . .
MM, k) = M|M, F), (4.1)

and the collection of observables associated with E, which can be defined as a parametrized
observable (following similar arguments as those of Ref. [2]), namely,

O<2)’M7 E) = g%lklnt(Sz)’Ma ];>7 (42)

with S the total number of vertices, z € [0, 1] is a continuous parameter that allows us to
label the action of observables on states with any (finite) number of vertices and Int(Sz)
means the integer part of Sz. The physical meaning of this observable is simple: it just
codifies the (quantized) areas of the spheres of symmetry.

In what follows, we will work with spin networks with a finite but large number of vertices
S. For simplicity, we restrict the study to spin networks whose values of k; are associated
with a lattice with equidistant spacing such that,

zj = 0x(J + Jo), (4.3)

where jo > 1 is an integer that will be specified below and dx is the step of the lattice of the
coordinate = that we choose to be dz = fp; (other choices of dz are allowed provided that

2% < 6x < Ip1v/ko). This choice amounts to choose the function z(x) as z(z) = x/(Sdz),

such that z(z;) = (j + Jjo)/S.

our discussion since the physical operator representing [Ew(xj)]Q restricted to this physical sector has a

spectrum with no vanishing eigenvalues —see Eq (4.6) below.
4 We expect that, as in LQC, the restriction to other lattices will provide qualitatively similar results,

especially for the semiclassical states we are interested in here.



For instance, in this family of states, the triad E* and its spatial derivative can be easily
represented as physical parametrized observables as

E* ()| M, k) = O(2(x,)) | M, k) = (o, | M, k) = 23| M, k). (4.4)

. o (x4 0x)? — af

(B ()| M, k) = 5o L\M, k) = (2, + 6x)| M, k). (4.5)

Using the Hamiltonian constraint (2.8)), the (square of the) triad E¥ is represented by

2

[(E(ay)y] /4

(B% (1) = ———— —, (4.6)
| 4 S0@iKe(e) 26T
Pj |E® ()]

where K,(z;) can depend on M or O(z). For instance, for EddingtonFinkelstein coordi-
nates, consider (4.4)) in conjunction with (A1) in the appendix. This yields,

o O(z(x:)) 1 4+ —2GM__ ’
j (2(z5)) 14 )

Let us notice that a minimum requirement for £ to be a well defined self-adjoint operator
is that, in terms of eigenvalues, we have,

sin? (p; Ky (z;))  2GM
Pj E(x;)

This condition leads to a minimum eigenvalue of E*(x), £3,ko, and at this point the curva-
ture is maximum. Let us study in detail this situation. This implies both sin (p,; K,(x;)) = 1,
and p; given by (3.4). For a given mass M, the smallest area of the 2-spheres must be such

that Al k 2GM
(1 + 0) . > 0. (4.9)

A VKo

Assuming that ko > 1, we get

OGMANY? .
b = ( 403 ) = ko. (4.10)
Pl

Note that, since A ~ ¢3,, the limit ko > 1 implies M >> mp; (this corresponds to large black
holes compared to the Planck mass). Let us consider the first integer kq that is larger than
ko. For states with kg > 1, the minimum value of the smallest 2-sphere is®

ko ~ ko o< M3, (4.11)

5 This scaling with the mass is in agreement with the prescription proposed by Ashtekar, Olmedo and Singh
[15].



Therefore, we restrict the domain of definition of the Hamiltonian constraint operator
to states satisfying the conditions above, namely such that £* has a minimum eigenvalue
(% ko determined by the mass M through k. For states that involve superpositions of the
mass, this last condition is highly nontrivial since one would need to superpose several spin
networks. But, as we will see below, we can restrict the study to a family of physical
semiclassical states (actually it can be easily generalized to other families of semiclassical
states) with support in a single spin network.

In general one cannot restrict the domain of operators as we are doing. This is possible
here because we are in the physical space of states and there is no physical observable
that connects different spin networks. Notice that the restriction of the domain eliminates
the singularity. This makes possible to continue the manifold beyond where the classical
singularity used to be. We have discussed this in the context of the previous quantization
[2], but we will not concentrate on this point in this paper.

In general, once a choice for K, is made, in the classical theory it amounts to a particular
space-time slicing (we restrict ourselves to stationary, asymptotically spatially flat ones).
In turn, this specifies the lapse and shift functions that appear in Eq. —we must
recall that for the type of slicings under consideration N* = 0 = N. However, the classical
expressions must be promoted to quantum operators. Specifically, we choose
L(E(@)])? ¢ Er(x;) sin (20, K,(z;))

M) =T Gomy VN w2

(4.12)

Let us briefly comment that the classical expression for the shift involves components of
the curvature K, that must be polymerized. The choice we make is motivated as follows.
In the expression for the shift, components of the curvature do not appear all squared,
as in the Hamiltonian constraint. Then, if one adopts the same polymeﬂza\tion, namely

—

K, — sin(pK,)/p for it, the two kinematical operators sin(pK,)/p and sin*(pK,,)/p? will not
share the same lattices in v; (they are defined on lattices of step one and two, respectively).®

However, if the polymerization of the scalar constraint is given by sin(pK. »)/p?, the simplest

polymerization for the shift that is compatible with its v-lattices is given by sin(2pK,)/2p.
Hence, this operator will be well-defined on physical states provided by the scalar constraint
(see Ref. [2] for further details). 7

Physical states, in general, are superpositions of mass and spin networks (1D lattices).
However, we will restrict the study to a family of physical states that are sharply peaked in
the mass and a concrete spin network for simplicity. This restricts the expectation values
and dispersions of the mass, since they must be compatible with condition and the
restriction to a single spin network. This implies that the state in the mass must have
support in an interval M € [My— 0 My, My + 6 Mp), for some My, such that ko(My+ M) =

6 One could actually consider the restriction of the operator sin(pK,)/p to the domain (lattices) of its

square, but this requires extra consideration. It is for this reasson that we adopt a simpler option.
" There is a parallelism in homogeneous LQC when one constructs a physical operator related to the Hubble

rate. In Ref. [36] it was chosen to leave invariant the superselection sectors related to the Hamiltonian

constraint.
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]{Zo(MO - 5M0) = I{ZQ(M(]) with

2G MoA\*?
One can easily see that in the limit My > mp; this implies
3 (4mld \** —~
5Mo < 3 <%> MY? = AN, (4.14)

These nontrivial conditions are met, for instance, by the states

L [ e [FOL M) )
|Y) = NTA /dMe COS TN O(M—My+AMy)O(My+AMy—M)|M, ks, ... ko)
(4.15)

with My > mp; and AMO < Z\]\ZO. 8 On these states, the observable M and its conjugate
variable P (such that [M, P] = ih) satisfy

N 1 2
VY = My, AM =AMy~ — =
< > 05 0 3 7_‘_27

R hr
(Py=PF,, AP= SANML

(4.16)
These states fulfill AMAP = nh/2. Relative dispersions will be small if My > AM, and

Py > h/(2AM,) since
3 (4rl3\*?
AM, <2 I I VA 4.1

0= (2GA> 0 (4.17)
In summary, this choice guaranties that the support of the state (i.e. M € [My— AMy, Mo+

AMy)) requires only a single spin network compatible with (4.9)) since ko(Mo + AM,) =
kO(MO - AM()) - k’o(Mo)

V. EFFECTIVE METRIC

In order to further explore the physical consequences of this prescription, let us construct
the line element of the spacetime as follows. We adopt an Eddington—Finkelstein, horizon
penetrating slicing determined by the condition we considered before,

sin? (7, K, (7)) AG?M? 1
72 - A ~
p; Bo(ay) 1+ 20
) () o

(5.1)

Then, one can easily construct the operators corresponding to the components of the

8 If AMj is not sufficiently small, one should consider suitable superpositions on different spin networks,
each one respecting condition (4.9)).
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spacetime metric out of Eqs. (4.4), (4.5)), (4.6) and (4.12)). They are given by

—_— 2
. . E’x]’ .
. g A i . {[ } ( s
gu = — I = + — 2 )y YGaa = ~ I+ ~ )
\/ Bz 47 (Ea})3 1 n Pg 4F* \/ Bz
N
R 7 E’; A 72 - A
Gtz = — SZ[Ex] - 2 . 9o = E®,  ges = E¥sin*0), (5.2)

(1 )

after replacing condition (5.1). Here, 7 = 2GM. The effective metric is defined as G =
(9,), where the expectation value is computed on the state (4.15)). °
Quantum effects on this effective geometries are present in i) the cutoff in the expectation

value F*(z), ii) the discreteness inherited by [E#(z)], iii) polymer corrections due to the
representation of curvature components, and iv) superpositions in the mass M. However,
we will focus here in the effects due to i) - iii), since they are the most prominent ones. The
derivation of this effective metric and a discussion about the subleading effects due to iv)
can be found in Appendix [B] Hence in the limit in which AM, is small, we can write the
effective metric as g,, = ©) I + @ g AME + ... We will focus our analysis on © guv in the
following. For details about the subleadmg Contributions ) Guv, see Appendix |B| The lowest
order is explicitly given by

4

0 g% .= (O)QMle‘MdFEV =—11- :_S 43 LS 2 dt?

T+ X W(x—{—l‘o) <1+x+z0)
_T_s(Hé_x) _A S dtda
($ * IL’(]) 2(1’ + l’o) A (I‘ + IO) (1 + x—i—xo)
r ox 2
+ 1+ —2 1+ —) do* + (x4 30)%dw?. (5.3)
T + 3 2(x + o)

Here dw? is again the line element of the unit 2-sphere. The effective metric depends on

two parameters, My and dz (since both rg = 2GMj and g = (QGi” A)1/ are determined by
My). A is the area gap parameter that is determined by the full theory. Here, for simplicity,

we take the continuum limit j — x/dz € RT (see Appendix [C] for details) keepmg dx = lp

9 The effective metric can be obtained by other means. For instance, using quantum field theories on these
quantum spacetimes and deriving the corresponding dressed geometry or defining an appropriate Riemann
curvature quantum operator, computing the expectation values of its components and finally reading
the resulting effective metric. In these cases, one should expect qualitatively similar but quantitatively
different results. Moreover, further corrections will appear in those situations where superpositions of spin

networks become relevant.
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nonvanishing.'?
The main properties of these effective geometries, which we will discuss in detail soon,
can be summarized in:

e The effective spacetime metric has a Killing vector field X® that is time-like (space-
like) outside (inside) the horizon. Onme can easily see that the latter is located at

© goo(xg) = 0.

o O guw agrees very well with the classical metric until x ~ . A description by means
of a continuum effective metric is valid until x ~ dx.

e Curvature scalars (Kretschmann, Ricci scalar and Ricci contracted with itself) are
bounded above, and in the limit My > mp; the upper bounds are independent of M,
and 0x.

e Quantum corrections can be characterized as an effective stress-energy tensor (via the
nonvanishing Einstein tensor), characterized by an effective energy density, radial and
tangential pressures. It violates the null energy condition.

e For macroscopic black holes the Komar and Misner—Sharpe masses agree at spatial
infinity with the ADM mass. But in the most quantum region they differ from Mj.

Therefore, these effective metrics solve the classical singularity at high curvatures, and
agree very well with classical GR in the low curvature regime. This description is valid for
all black holes, including those with masses as small as My ~ 103. !

Interestingly, the classical limit corresponds to i — 0, which amounts to A — 0 (and
therefore g — 0) and dz — 0 (if in addition one considers corrections from fluctuations in
the mass this classical limit implies also AMy — 0). The resulting metric has a vanishing
Ricci tensor. Thus, by Birkhoft’s theorem, the effective metric in the exterior region is locally
diffeomorphic to the Schwarzschild metric. The extension of this metric to the interior finds
the usual future singularity in the strong curvature region.

A. Curvature of the effective spacetime

Let us now analyze several properties of the curvature of the effective metric (©) - We
consider the Kretschmann scalar K = R,,,,, "7, the Ricci tensor squared R, R*” and the
Ricci scalar R, g"” (Weyl scalar can be easily obtained out of these three scalars). We have

10" Other choices with dz € [£3,/(2x¢), 7] are available. Note however that dx < ¢%,/(2x) is forbidden,
otherwise the area gap of the 2-spheres determined by the spectrum of E® would be smaller than 03,

Besides, dx > zq is not allowed since this would involve jg < 1.
11 For smaller masses, one should solve exactly Eq. (4.9). Besides, effects due to the discreteness of quantum

geometry and fluctuations of both the mass and the quantum geometry are expected to be important and

must be analyzed all together.
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found the following asymptotic expressions at spatial infinity

2772 2
o 6(8G* My + 4C§M05x + ox?) O ),
T
L 30x(2G My + ox) 10 ,  302? .
R,,g" = 54 +O0(z™"), RLR" = 526 +O(z™"). (5.4)

As we see, the main deviations from classical GR are dominated by the parameter §z. On
the other hand, in the most quantum region (z < z) and in the limit My > mp; (and for
those situations where dx is independent of M), we obtain

B 144072 B
+OM;Y?), R, R™ = T Lo B,

A2
(5.5)

57607>

2471

K A

+ O(M()_l/3): Ruwg™ = —

As we see, in the most quantum region, macroscopic black holes show curvature invariants
that reach upper bounds independent to M, and are fully determined by the area gap A.
This is in contrast to previous treatments where the upper bounds grew with M, and become
trans-Planckian for large black holes. In Figs. [I] and [2] we show these scalars including the
most quantum region for different values of My. In the following, we adopt Planck units.
Then, A = 47/37y as it is usual in LQC (recall that here we adopt v = 1). Besides, we
adopt here dx = 1. As we see, all curvature scalars reach a similar Planckian magnitude.

My =10* 102 -
— T T T ] 100k

r

10(7 C

I N

31 N 1072
1073} N |

h |
1070L \\\ | .
6
1079} N\ \ | 1075}
| \ —8
| | 1075}
|

10-15) VN \ 10740

[ ‘ e 107120 1
10755 ] 10~

[ L \ 1
1072k 1 —16 M — 103
1072":7 — K | 10701 My = 10’;1 \\\\ i

: — Rug" 107" — My=10 ST

—27 5 5
10-27 ‘r R,WR‘”’ S 10-201 M, = 10° N
10730 ‘L — 10-22L
]0733:, i 10-24| d
10-361 . _ _ . i 1026 . . ‘_ . h
10° 10! 10% 10° 10* 10° 10° 10! 10% 10% 10* 10°
T T

FIG. 1: Left Panel: Curvature invariants for a choice of the mass parameter corresponding to
My = 10* and 6z = 1. Right Panel: Kretschmann scalar K for different values of the mass M
and éz = 1.

The scalars constructed with the Ricci tensor decrease fast away from the quantum region,
at least as fast as the Krestchmann scalar, in agreement with the analytical expressions
deduced in Eq. . Besides, we see that the Ricci scalar is negative and Planck order in
the most quantum region. It decreases and switches sign as one moves towards low curvature
regions. This is a consequence of the quantum corrections in these effective geometries and
their balance in the different regions of the space-time. We will discuss them in more detail
in the next section.
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FIG. 2: Ricci scalar R,,,g"” (left panel) and Ricci tensor squared R, R*” (right panel) for different
values of the mass My and éx = 1.

B. Effective stress-energy tensor

The novel properties of the effective quantum geometries (¥

effective stress-energy tensor

g can be codified into an

1
T/W = %G
where G, is the Einstein tensor. In turn, 7, is characterized by an effective energy density
p and radial and tangential pressures densities, p, and p)|, respectively.
In the exterior region, namely, the region where ©) 9w has a Killing vector field X* that

is time-like, the components of the stress-energy tensor are defined by means of

(5.6)

iz

Xt XY
=1,—, 5.7
p 14 (—Xpo) ( )
rhrY
e =T, —, 5.8
D w (5.8)
and Qg
=T,—, .
p” 122 Hpep (5 9)

where, in addition, r* and 6* are vector fields pointing in the radial and #-angular direction,
respectively. In the interior region, on the other hand, X* becomes space-like while r* is
now time like. Therefore, in this situation, the previous expressions are still valid but now
r# plays the role of X* (and viceversa).

The asymptotic behavior of these quantities at x — oo can be easily derived

1 oz
87 223

1 0x(8G My + 30z) 1 oz

-5 _ Loz —4 _
StG A4 O™, P = 87er3+O(x )P

O(z™%).

p:

This shows that the fall-off of the effective stress-energy tensor is sufficiently fast. Hence,
the effective metric will approach at spatial infinity the Minkowski metric in the (¢, z, 6, ¢)
coordinates with the standard fall-off conditions [37-39]. In addition, the asymptotic be-
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havior of the stress-energy tensor is dominated by the parameter dz (corrections due to the
area gap A of LQG are subdominant). On the other hand, in the most quantum region
(x < xp), and in the limit My > mp,, we have

B 1 12«
- 8rG A

_ 1 12« _
+ O(M, 1/3)7 Pe =~ AN + O(M, 1/3), D)=

1 24m
817G A
As we see, components of the stress-energy tensor reach upper bounds that, for macroscopic
black holes, become universal and completely specified by the area gap A of LQG.

In Fig. 3| we show the behavior of these quantities (as a function of the radial coordinate)
in the most quantum region, for different values of the mass. As we see, they reach upper
bounds that are order Planck and become mass independent for large M (universal upper
bounds). The behavior explains the observed properties in the curvature scalars associated
with the Ricci tensor, which also show mass-independent (universal) upper bounds. There-

fore, for the quantum states under consideration, these quantities capture the deviations
from classical GR.

p +O(M;?).

3
f — My=10° : | — My=10°
L | p
1()—1‘F — My= loil | “)71‘r — My= 10*
t My = 10° ; My =10°
{ i
= e e e — ] Y e e —— e
10 10" 10! 10% 10 10" 10! 10?
x xT

FIG. 3: Components of the stress-energy tensor for different values of the mass Mj.

However, since the energy density in the interior is positive, it is not guaranteed that the
strong or weak energy conditions are violated. Nevertheless, the energy condition in which
the singularity theorems by Hawking and Penrose are based is the null energy condition. We
have found null vectors for which the null energy condition in the interior region is violated.



16

Let us, for simplicity, consider a change of coordinates in which the metric in the interior
and exterior regions is diagonal. For the exterior region, let us introduce

0
It g (5.10)

dte = dt + ) Ed

On these coordinates, the effective metric takes the simple diagonal form
©gs? = Og, , dt? + Og,,da* + (x + x0)%dw?, (5.11)

which makes explicit that Vg, , = 0, and where

. . rs A re
it =g =—[1- o T > 2 |
0T o (14 2)
5 2
(0),2 <1 + —x>
~ Gz 2(z+wo)
(O)Q:m: = (0)9:1::): G 2 — . , (512)
it 1 re " A 7445
R e

In the interior region, the hypersurfaces x = const become space-like and homogeneous (we
should remember that in the exterior region they are time-like). Then, the coordinate ¢,
becomes a space-like coordinate, that we will denote by x;, while x is time-like and will be
denoted by t;. Then, the metric takes the form

052 = Og, , dt> + Og, . da? + (t; + z0)?dw?, (5.13)
with
(14 met)
1 + 2—x)
- (titwo)
(O)gtiti = . )
4
1]—rs 4+ A "'s
( bakro AT (4 g )6 (1+ti:’$0)2)
(0) = s A Té«
i z | (5-14)
P (ti + @0)° (1 - ﬁ_s%)

Now, it is straightforward to construct the null vector

1 ﬁ F
H= —(0) H (0) m
k \/_2(0)§titi (())gmlml < gtiti X + ng% T > 5 (515)

with X*# the Killing vector field that is space-like in the interior and r# the time-like vector
field normal to the space-like hypersurfaces. Then, we compute T, k*k”. In Fig. W we
see that for this null vector, the corresponding null energy condition is violated. We also
see that the violation of this condition weakens with the mass M,. Actually, in the most
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quantum region (t; < x¢) and for My > mpy, the violation of the null energy condition
reaches a maximum that weakens with the mass approximately as M, 13,

The emergence of violations of null energy conditions is in line with the elimination of
the singularity by loop quantum gravity and gives a hint of how negative energy effects
could play a role in other situations where singularities could be eliminated, for instance in

wormbholes.

1072

1075k — My = 103 i
— M, =10*
M, = 10°
_6 |
10 100 10 102

FIG. 4: Null energy condition for different values of the mass My and dz = 1.

C. ADM energy and quasi-local mass expressions
1. ADM energy

Let us now compute the ADM energy of the effective metric (9 Guv- 1t refers to an
asymptotic time translation symmetry related to the time-like Killing vector field in the
exterior region. It is defined as follows. From Egs. and , let us introduce the
spatial metric Vg, (where Latin labels refer to spatial indexes):

oz 2
<1 + 2(z+x0) )

da® + (z + ) dw?, (5.16)
4

1]—Is 4 4 s

( THTo AT 4 p0)e (1+x’+§:0)2>

(O)qabd:v“ dzb =
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Besides, the lapse ()N is defined as

A 4
ON=,/-Og,, = |1- s 2 Is . (5.17)

x + g 47T(I+x0)6 <1+T—S>2

x+x0

The ADM energy is then given by (see, e.g., [43]):

Eapy = lim -

1 1
s %dsd (det (O)Q) é (O)QQC(O)qbd [(O)Na[c((])qb]a - ((O)Qa[b - 5a[b) (ac} (O)N)] )

(5.18)
where partial derivatives refer to the spatial Cartesian coordinates of the obvious Minkowski
(O)UZV associated with (Vg,,,. Substituting for Vg, from (5.16) we obtain

: 3 ac bd 51:
M 162G j‘/;dsd (det®g)* @ g™ [ONO O gpe] = Mo+ 55, (5.19)
and
: 1 1 ac
M 162G f{dsd (det ©g)> @q O [ (Vgup — dup) (05O N)] =0, (5.20)

Therefore, the ADM mass agrees very well with M, except for a small correction whose
relative value is dx/(2G My). For macroscopic black holes, this correction is negligible (tends
to zero in the limit My — 00). We have also checked that expressions for the ADM mass in
terms of the three dimensional Ricci tensor (see for instance Eq. (3.4) of Ref. [44]) give the
same result, as one should expect from the fall-off properties of our effective metric.

2. Komar mass

We have also computed the Komar mass. The general expression is given by (see Ref.
[40, 417)
1
Mg =—— [ €V, X,(dQ),, (5.21)
& S2
where X* is the Killing vector field that is time like in the exterior region, V,, the connection
compatible with our effective metric, €,,,, the total antisymmetric tensor and (dS),, is the
(2-form) surface element of the 2-sphere §? where the integral is computed. The Komar

mass, for our effective metric in the (., x, 6, ¢) coordinates, takes a simple form

1 A SGEME 3+ G
My = Mo [ 1 -~ 8 o (etro) (5.22)
<1 * Q(xfxo)) " (x " IO) <1 + iﬁ%)

As we see, in the limit 6z — 0 and A — 0, the Komar mass reduces to M. This agreement is
also achieved in the limits x > xy. Thus, we can interpret M, as the Komar mass at spatial
infinity. Let us notice that the ADM mass and the Komar mass agree up to a correction
proportional to dx/(2GM,) at spatial infinity, which, in relative terms, is negligible for
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macroscopic black holes.
On the other hand, in the limit x < zy and M > mp), we obtain

My = —3M, (1 n O(Mgl/?’)) . (5.23)

This negative lower bound in the Komar mass can be explained by the positivity of the
effective energy density and the fact that the Komar mass approaches M, in the low cur-
vature region. Therefore, the Komar mass must be negative in the most quantum region
in order to compensate the positive contribution of p accumulated as one moves towards
spatial infinity. In Fig. |5| we show the Komar mass (normalized to M) for several choices
of My. As we mentioned, the Komar mass is negative when we approach the most quantum
region, i.e. x < xg, in agreement with the limit .

2
1k i
= OF 1
=
=
=
~— _1 I i
— M= 103
) — My= 10%
i My = 10° |
4 101 102 10

FIG. 5: Komar mass (normalized to the corresponding mass M) for different values of M.

3. Misner—Sharpe mass

Another interesting definition of quasi-local mass for spherically symmetric spacetimes is
the so-called Misner—Sharpe mass |41, [42]. It is defined as

3
r v
MMS == __SGR“VP’YEH e’ (524)



20

where €, = X PPVE pryyy With X*# and #* the normalized vectors normal to the 2-spheres of
constant radius r. The explicit form in the (¢, z, 0, ¢) chart is

4

1— 4 2 ( ERRY:
Tz 4+ T+x0 m (z+x0)6 1+z7‘5:;
Mys = — Z 11— — ) (5.25)
T T
2G (1 + 2(:r+zo)) <]' + 2(w+x0)>

It is straightforward to check that in the limit dx — 0 and A — 0, the Misner—Sharpe mass
reduces to My. Therefore, the ADM, Komar and Misner—Sharpe masses agree in the classical
limit. When quantum corrections are present, in the limit x — oo the Misner—Sharpe mass

equals

ox
lim Mys = My + —. 5.26
Jimn Mas = Mo+ 57 (5.26)

Hence, the Misner—Sharpe and the ADM mass agree at spatial infinity.
On the other hand, in the most quantum region, for x < xy and in the limit My > mp,

Mys = = (%)Ug (1 + O(M(;l/?’)) . (5.27)

™

In Fig. |§| we show the Misner—Sharpe mass (normalized with respect to M) for several

choices of My. As we mentioned, this mass grows as Mol/ % in the most quantum region.
Therefore, the ratio Mysg/My tends to zero there in the limit My > mp), in agreement with
what is shown in Fig. [6]

We conclude that these different notions of (quasi-local) energy, although they give results
that agree in the classical limit, this is not the case when quantum corrections are present.

VI. DISCUSSION

In this manuscript we have studied the loop quantization of spherically symmetric space-
times. Our treatment adopts the improved dynamics scheme of Chiou et al. [16], similar to
the ones typically adopted in LQC. We identify suitable physical operators for the space-
time metric components along with a suitable family of semiclassical physical states, derive
the corresponding effective geometries, and study their properties. We found i) the classical
singularity is replaced by a regular but discrete region where curvature is high, ii) in the
most quantum region curvatures reach universal upper bounds that are at most Planck-scale
and not trans-Planckian as in previous quantizations, and iii) at low curvatures the effective
space-time approaches the Schwarzschild geometry sufficiently fast. This is captured in part
in the agreement that we found between several asymptotic and quasi-local notions of mass
evaluated at spatial infinity. All of them give the same finite results (except for very tiny
quantum corrections).

These effective geometries share several properties with the recent proposal of Ref. [15].
The most obvious one is the universal upper bounds in the curvature in the most quantum
region. However, there are also a number of differences. Our effective geometries have not
been extended yet beyond the high curvature regions (although extensions are in principle
viable and will be studied in a future publication). They encompass simultaneously one of
the exterior regions and the trapped (interior) region all the way until curvature reaches a
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FIG. 6: Misner—Sharpe mass (normalized to the corresponding mass M) for different values of
My.

maximum magnitude. The stress-energy tensor of our model also violates energy conditions,
but in a weaker sense with respect to the corresponding one in Ref. [I5]. It also falls off
sufficiently fast at low curvatures. This considerably affects the behavior of the Komar
mass in the high and low curvature regions. Actually, our effective geometries approach the
Schwarzschild metric sufficiently fast at spatial infinity (see Ref. [45] for a recent discussion
about the asymptotic behavior of [15]).

The effective geometries studied in this manuscript have been derived from the quantum
theory for a suitable family of semiclassical states. However, more general states can be
explored within this quantization. We expect that additional phenomenological aspects,
like fluctuations of the mass and graphs, will contribute to the effective geometries. More-
over, it will be interesting in the future to explore slicings that allow us to extend our
effective geometries beyond the most quantum region, and construct the corresponding full
Penrose diagram. Besides, these ideas can be easily extended to other scenarios like Reissner-
Nordstrém black holes [4] or even dynamical scenarios of black hole formation [3]. All these
aspects will be a matter of future research.
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Appendix A: Eddington—Finkelstein (E-F) coordinates in classical GR

In order to describe spherically symmetric geometries in a horizon penetrating slicing, we
consider Eddington—Finkelstein (E-F) coordinates. They cover half of the Kruskal diagram,
including the exterior and the interior regions of either the (future) black or (past) white
hole.

In the canonical framework this amounts to the following gauge fixing condition,

1

s
o] =K, — , = =£1. Al
V E*(x)
It corresponds to either outgoing (n = +1) or ingoing (n = —1) E-F coordinates. The

dynamical preservation of this condition allows us to fix the lapse function. After solving
both @ = 0 for K, and the scalar constraint as

B - <[Ej'>2 (1 Lo ) | (A2)

the lapse function (squared) takes the form

1
N2= — — A
1+ s (A3)
E*(x)
After the gauge fixing, the reduced Hamiltonian is
iy = / doe N H,, (A4)

with H, still given by Eq. (2.4) but substituting £¥ by (AZ) and K, after solving ®7 = 0.
We now consider the gauge fixing condition

®y = E*(z) — g(x), (A5)

where g(z) is an arbitrary function but with g'(x) # 0 for all z (typically in E-F coordinates
one chooses g(r) = x?). Preservation of this gauge fixing, i.e. ®5 = 0, yields

2 nrs (](CC') 1
NT = — A6
Jg(xr) 1+ -—F=' (46)

V9(@)

with E*(z) = g(z) replaced everywhere and K, (easily) determined by the condition H, = 0.
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Appendix B: Superpositions in the mass

In order to understand the effects of fluctuations of the mass on the effective geometries,
let us consider the states

_ Y g [ TOM = M) N _
V(M) = AMoe cos SAM, O(M — My + AMy)O(My+ AMy — M). (BI1)
One can see that . )
(M) = My, (M?) = M2+ AM? (5 — —2) . (B2)
T

If we want to compute integrals of the form

/ AM|(M)? F(M) (B3)

for some well-defined function F(M) around M € [My— AMy, Mo+ AMj, |, it is convenient
to introduce y = (M — My)/AMy and Taylor expand F(yAM, + M) for AM, small.
Concretely,

1 d"F(M) .
F(M)=>" md—wAMoy . (B4)
n=0

Then, the integrals reduce to

Jarton ron = [ S ju@any+ MOPFOMyy+ M) (35)
d"F (M) !
_ Z L dMnO AM? /_ 1 dy% 1+ cos ()] 5" (B6)

These integrals are known for any finite n. However, here we are interested in the leading
and subleading contributions in AM;. In total, we get

[ anstwnp ) = Fom) + s (5 -2

) + O(AM). (B7)
where the primes denote derivatives with respect to the argument M of the function F(M).

We will adopt this expansion for the expectation values of the operators representing
components of the space-time metric defined by . Let us recall that the effective metric
can be expressed as g,, = © )g + (Q)gu AME + ..., where the leading order contribution
turns out to be given by Eq. - while the subleading contribution (%) guv to the effective

metric is given by
1 2\ d& 1 2 d2
@y, = (2_2) 2 O ()P
o (3 WQ) dr o rs—2GMy o (3 ) dr Vot

The other contributions Pg,, = 0 as well as Pggy = 0 = (2)g¢¢,. In Fig. we show
the components of the effective metric (V) gy studied in the main body of this manuscript,

together with the next to leading order contribution g, for My = 10* and AM, = AM,

(B8)

rg=2G My
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where, again,

— 3 [4Aml3 2/3
AMO—§(2G§) M, (B9)

is the largest dispersion in the mass compatible with the family of semiclassical states con-
sidered in our manuscript. These results confirm that contributions to the effective metric
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FIG. 7: Components of the effective metric without fluctuations of the mass and the next to leading
order corrections in presence of these fluctuations. Here we consider My = 10* and AMy = AM, =
7.9, both in Planck units.

due to AM, are small for the particular family of states under consideration. However,
less semiclassical states with larger fluctuations in the mass could modify considerably the
effective metric.

Appendix C: Continuum limit

In this appendix we compare the continuous and discrete second derivatives of the effective
metric components. For this purpose, we compare (95(0) g, With its discrete version

(0) N\ — 9(0) . 0) )
G (x;) =20 qg(x; + 0x) + g, (x; + 207)
Agm(o)gul/(xj) = P - ]5:132 — : (C1)

It is very easy to verify that this effective metric satisfies A2 (O ggy(z;) = 2 = 020 ggy(;).
Similarly, A2 @ g, (x;) = 2sin? 0 = 2O gy4(z;). In Fig. , we compare both second discrete
and continuous derivatives of the remaining metric components for dx = fp,.

We see that the error we make in approximating discrete derivatives by continuous ones
is around 10% in the most quantum region, but this (relative) error decreases as we move
to the low curvature region.
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