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ABSTRACT
Theoretical analysis typically involves imaginary-time
correlation functions. Inferring real-time dynamical response
functions from this information is notoriously difficult.
However, as we articulate here, it is straightforward to
compute imaginary-time correlators from the measured
frequency dependence of (real-time) response functions. In
addition to facilitating comparison between theory and
experiment, the proposed approach can be useful in
extracting certain aspects of the (long-time relaxational)
dynamics from a complex data set. We illustrate this with
an analysis of the nematic response inferred from Raman
scattering spectroscopy on the iron-based superconductor
Ba(Fe1−xCox)2As2, which includes a new method for
identifying a putative quantum-critical contribution to that
response.
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Spectroscopic probes provide a wealth of information about the dynamics of
quantum systems. Spectra are often very complicated. Sometimes, however,
individual spectral features are of less interest than the overall evolution of the
spectrum as parameters (such as temperature, pressure, doping, or magnetic
field), are varied. In this setting, it is necessary to condense the considerable
information in each spectrum into a few numbers. We propose a new method
for doing this based on the computation of correlation functions in the imagin-
ary time domain. The method is unbiased, numerically reliable and allows
unambiguous comparison with the results of state of the art numerical methods.

It goes without saying that laboratory experiments measure real-time corre-
lators. However, many theoretical methods that have been deployed to extract
non-perturbative results on strongly interacting quantum systems, including
various forms of quantum Monte Carlo studies, work exclusively in imaginary
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time. Given the uncertainties in analytic continuation, one reason to compute
imaginary-time correlators from laboratory data is that it transforms it into a
form that can be directly compared with this class of theoretical results.

The transformation from real frequency to imaginary time, discussed in further
detail below, discards much of the rich information present in real-time data. For
instance, a well defined normal mode (quasiparticle) with an energy e ≫ kBT
(with T the temperature) shows up as a sharp peak in an appropriate real frequency
response function, but the corresponding feature in the imaginary-time correlator
varies as exp [− et/h− ], and so makes no contribution to long-time properties.
On the other hand, the long-time relaxational dynamics of a system – the dynamics
that control its approach to equilibrium – typically dominate the long-imaginary-
time dynamics as well. Thus, using measured response functions to compute
long-imaginary-time behaviour of the corresponding correlators can be viewed as
a method of intrinsic and unbiased filtering, which extracts certain interesting infor-
mation from a complex spectral response.

In principle, it is possible to compute the real-time (or frequency, ω) fluctua-
tional dynamics of any system in equilibrium from imaginary-time (or Matsu-
bara frequency, vn) correlation functions and vice versa. In practice, inferring
real-time dynamics from imaginary-time data involves an analytic continuation
that can rarely be carried out without additional assumptions. This ambiguity
follows from the fact that the discrete Matsubara frequencies, vn, have
spacing Dv ; vn+1 − vn = 2pkBT/h− , making features which vary as a func-
tion of ω more rapidly than Dv difficult to discern in the imaginary-time
response functions. It is, however, straightforward to compute imaginary-time
correlation functions from measured real frequency quantities.

Here, we give explicit formulas for computing imaginary-time correlators
from response functions measurable in the laboratory. Building on the work
in Ref. [1–3], we treat explicitly the general case of linear response of
(bosonic) physical observables, as well as the electron spectral function (measur-
able in tunnelling and photo-emission spectroscopy). To illustrate what infor-
mation is emphasised and what is suppressed, we carry out this programme
for various simple and physically plausible assumed forms of a response func-
tion. Finally, to illustrate the usefulness of the approach, we take high resolution
Raman data measured on Ba(Fe1−xCox)2As2 in the B2g channel[4] and compute
the corresponding imaginary-time correlator, which yields a sharp diagnostic of
the structural transition in that channel.

1. Computing imaginary-time correlators from spectroscopic
measurements

1.1. Dissipative linear-response functions

For any observables Fa and Fb, it follows from linear-response theory and the
fluctuation dissipation theorem that there is a relation between the dissipative
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part of the linear response function, x′′ab(v), and the imaginary-time-ordered
correlation function, L̃ab(t):

L̃ab(t) =
∫
dv
2p

x′′ab(v)
exp (v[t− b/2])

sinh (bv/2)

[ ]
, (1)

where (in units in which kB = h− = 1) x′′ is the Fourier transform of

x̃′′ab(t) ;
1
2
〈[Fa(t), Fb(0)]〉, (2)

and, for 0 ≤ t ≤ b

L̃ab(t) ; 〈Fa(− it)Fb(0)〉, (3)

with b = 1/T . The relation between x′′ and the imaginary-time correlation
function in the Matsubara frequency domain is

Lab(vn) =
∫
dv
p

x′′ab(v)
v

v2 + v2
n

[ ]
, (4)

where vn = 2pnT . Because L̃ab(t) is a bosonic correlator,
L̃ab(t) = L̃ba(b− t). Thus, if we are interested in the ‘long-time’ behaviour of
L̃ab, we mean we are interested in the longest-possible times, i.e. t ≈ b/2.
The important point to note about Equation (1) is that for t ≈ b/2, the integral
is dominated by the range of frequencies |v| & T , so the long-imaginary time
dynamics can be computed from measurements of the response function in a
very limited range of frequencies.

As one important example, let Fa be a component of the electrical current
operator, whose associated susceptibility is proportional to the conductivity.
Let s′

aa(v) be the real part of the optical conductivity, and L̃aa(t) be the imagin-
ary-time ordered current-current correlator. Here a is a tensor index indicating a
spatial direction. The Kubo formula relates the conductivity to x′′, and conse-
quently[3]

L̃aa(t) =
∫
dv
2p

vs′
aa(v)

cosh [v(b/2− t)]
sinh (bv/2)

[ ]
. (5)

The other case we treat here is where Fa is an order parameter field. For
instance, Fa could be a component of the spin density at an appropriate order-
ing vector �Q, so that the resulting susceptibility (which has a singular response
near a magnetic transition) can be measured in inelastic neutron scattering. IfFa

is a component of the fermion quadrupole density in some symmetry channel
(B1g , B2g , etc.), then the resulting susceptibility (which has a singular response
near a nematic transition), can be measured in non-resonant Raman scatter-
ing[5].
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1.2. Electronic spectral function

Similar expressions relate the imaginary-time-ordered Green function, G̃(�k, t) to
the single particle spectral function, A(�k, v) ; −1/pIm(G(�k, v)), where G is the
real frequency (retarded) Green function[2].

G̃(�k, t) =
∫
dv A(�k,v) exp[v(b/2− t)]

2 cosh(bv/2)
[ ]

,

=
∫
dv I(�k,v) exp[v(b− t)],

(6)

where �k is the momentum (or Bloch wave-vector), we have assumed τ in the
range 0 ≤ t , b, and I(�k, v) ; f (v)A(�k, v) is the occupation-weighted spectral
function (as measured in ARPES), where f (v) = [ebv + 1]−1 is the Fermi func-
tion. Again, except at very short imaginary times, the imaginary-time correlator
can be readily computed from the experimentally measured response function
over a range of frequencies of order T about the Fermi energy.

In Appendix 1 we explicitly derive the transformations for a few special cases
relevant for correlated systems including the marginal Fermi liquid[6] and
power-law scaling close to a quantum-critical point.

2. The imaginary-time quadrapolar correlations in Ba(Fe1−xCox)2As2

Here we apply the proposed analysis to the experimentally measured tempera-
ture (T ) and doping (x) dependent Raman response of Ba(Fe1−xCox)2As2, with
particular focus on the critical electronic quadrapolar fluctuations in the vicinity
of the structural (nematic) transition at Ts.

2.1. The static susceptibility and L̃(b/2)

Raman scattering measures a dissipative response, and can therefore yield the
imaginary part x′′(v, T) of an appropriate susceptibility. The static value of
the real part of the susceptibility, x′(0, T), is related to x′′(v, T) by the
Kramers–Kronig transformation,

x′(0, T) =
∫
dv
p

x′′(v, T)
v

. (7)

Note that Equation (4) reduces to Equation (7) when vn = 0, so that
L(0) = x′(0, T). In practice, x′(0, T) can almost never be precisely determined
from Raman measurements, because the integrand falls off too weakly at large
frequency, necessitating an arbitrary cut-off procedure; this is a generic
problem with Kramers–Kronig analysis. As an alternative, one can use the
same data to determine the value of the imaginary-time correlator at time

2480 S. LEDERER ET AL.



b/2, via

L̃(b/2) =
∫
dv
2p

x′′(v)
sinh (bv/2)

. (8)

Since | sinh (x)| ≥ |x| for all x (with the inequality saturated as x 	 0), we have
the following inequality,

L̃(b/2) ≤ T
∫
dv
p

x′′(v)
v

= Tx′(0). (9)

Evidently L̃(b/2)/T is bounded above by the static susceptibility, with the
bound nearly saturated when spectral weight is concentrated at frequencies
v ≪ T . In fact, L̃(b/2)/T contains the same universal information as the
static susceptibility under a wide range of assumptions. For instance, at a con-
tinuous phase transition at nonzero temperature, L̃(b/2)/T has the same diver-
gent behaviour as the static susceptibility. This can be seen by writing the
quantity in Fourier transform:

L̃(b/2) = T
∑
n

e−innb/2L(nn)

= T
∑
n

(−1)nL(nn)

= Tx′(0,T) + . . . ,

(10)

where we have used the fact that L(0) = x′(0, T), and dots refer to the con-
tribution from nonzero Matsubara frequencies which, per Equation (4), are
insensitive to the asymptotically low frequencies at which critical behaviour
in x′′ is found. At a quantum-critical point obeying v/T scaling, L̃(b/2)/T
also has the same divergence as the static susceptibility in the low temperature
limit.

A key practical advantage of L̃(b/2)/T as a measure of low frequency fluctu-
ations is the fact that the sinh (bv/2) in the denominator of Equation (10) yields
an exponential cut-off at high energies the scale of which is given by tempera-
ture. This means that L̃(b/2)/T , unlike x′(0), is subject to essentially no error
due to a lack of knowledge of high frequencies. As we will show, it is therefore
a valuable and unambiguous method of analysis for Raman spectra.

2.2. Raman spectra of Co-doped BaFe2As2

We demonstrate now the effect of using the dimensionless imaginary-time cor-
relation function bL̃(b/2, T) for the analysis of Raman spectra and put it into
perspective with other methods for extracting properties in the low frequency
limit. In particular, we compare the results obtained for bL̃(b/2, T) with the
static Raman susceptibility x′(0, T).
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To this end we have extended earlier measurements[7, 8] of the Raman
spectra of Ba(Fe1−xCox)2As2 both to obtain data over a wider range of energies,
and to access a finer grid of temperatures. By extending the range of frequencies
up to 1000 cm−1 we ensure that the range is sufficient to unambiguously deter-
mine bL̃(b/2, T) even at room temperature, where 1000 cm−1 is 4.7 kBT . The
dense average grid of temperatures, �DT = 23 K, is needed to identify critical
behaviour in the neighbourhood of the structural transition temperature, Ts.

Figure 1 shows the Raman spectra of overdoped Ba(Fe0.915Co0.085)2As2 in the
A1g + A2g channel [essentially s-wave, panel (a)] and the B2g + A2g [ d-wave-
like, panel (b)]. The spectra are constant and temperature independent (to
within +5%) at energies above 700 cm−1. Below 700 cm−1 the intensity
increases upon cooling, with the B2g + A2g spectra (Figure 1 (b)) displaying a
slightly stronger variation. Figure 2 shows the same data, but now presented
as a function of scaled variables. Sufficiently close to certain quantum-critical
points, one expects critical response functions to exihibit v/T scaling, which
would mean that scaling the data at various T and ω as in the figure would col-
lapse the data onto a single curve. The data in the B2g channel shows an approxi-
mate version of such a scaling collapse; the A1g data somewhat less so.

Figure 3 shows bL̃(b/2, T) and x′(0, T) extracted from the B2g Raman data
of Ba(Fe1−xCox)2As2 using Eqs. (7,8) for a range of doping concentrations, x

Figure 1. Raw data of the Raman response Rx′′(V, T ) of Ba(Fe0.915Co0.085)2As2. We use a continu-
ous colour scale for the temperature (right scale bar). The (a) A1g + A2g and (b) B2g + A2g spectra
are measured in RR (R = (x + iy)/

��
2

√
) and xy polarisation, respectively, where x and y are the

axes of the 2 Fe crystallographic cell in the tetragonal phase as indicated pictorially.
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below (x ≤ 0.051) and above (x=0.085) a putative quantum-critical point at
xc ≈ 0.06. The scale on the left and right ordinates (for bL̃(b/2, T) and
x′(0, T) respectively) are chosen so that the two curves coincide at high T.
For x<0.085 the two quantities show a qualitatively similar temperature
dependence above the structural transition temperature, at which they both
have a cusp singularity. However, as x increases, the temperature dependence
of bL̃(b/2, T) weakens much more rapidly than that of x′(0, T). The two
measures show meaningfully distinct behaviour at x=0.085, where x′(0, T)
increases by nearly a factor of two upon cooling to 50 K, while bL̃(b/2, T)
remains constant.

It is important to stress that there is an unavoidable uncertainty in the
inferred values of x′. Specifically, since x′′(v, T) is essentially constant at high
energies (see Figure 1), to compute x′(0, T) one must cut-off the Kramers–
Kronig integral, in which case the result depends logarithmically on the cut-
off. A corollary of this is that the degree of temperature dependence of x′

depends strongly on the cut-off. In contrast, the weighting factor
[ sinh (bv/2)]−1 in Equation (8) decays exponentially, making the integral
unique so long as the spectra are measured up to energies of a few times the
temperature. In any case, as anticipated above, x′(0, T) and bL̃(b/2, T) have
near-identical singularities at the structural transition temperature Ts in under-
doped Ba(Fe1−xCox)2As2 with x & 0.06. The lack of a genuine divergence at the
transition is likely an effect of electron-phonon coupling[9].

Figure 2. Same data as in Figure 1, but now in terms of scaled variables. The y axis is
x′′(v, T ) · T/v and the x axis is v/T . Only data for T . Tc = 20.5 K is shown.
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Figure 3. Temperature dependence of two different measures of the low frequency Raman
response of Ba(Fe1−xCox)2As2 in the B2g symmetry channel. The doping concentration x deter-
mines the distance from a putative QCP at xc ≈ 0.06 between 0.051 and 0.085. Ts, Tm and Tc are
the structural, magnetic and superconducting transition temperatures, respectively. At x=0 Ts
and Tm coincide. Shown in black (right axis) is the static susceptibility x′(0, T ), computed
from the measured x′′(v, T ) using the Kramers–Kronig relation of Equation (7), integrated up
to a cut-off frequency of 1000 cm−1 (approximately 124 meV). In red (left axis) is the suitably
scaled imaginary-time correlation function L̃(b/2, T ), defined in Equation (8). Both quantities
capture the singular temperature dependence of the Raman response near the structural tran-
sition, but the imaginary-time correlator requires no manual cut-off procedure. The two quan-
tities differ most substantially near zero temperature, where L̃(b/2, T ) must vanish, since it
only captures the dynamics at frequencies of order the temperature. The Raman data for
x ≤ 0.051 are published in Ref. [8], while those with x = 0.085 are shown in Figure 1.
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3. Discussion

In this paper, we discuss a method to analyse experimental spectroscopic
data by transforming it to imaginary time. This method is applicable to
almost any experimental probe which measures response functions at fre-
quencies of order the temperature (for additional examples see Appendix
1). In particular, the appropriate response function at maximal imaginary
time separation, bL̃(b/2), can be computed without an arbitrary cut-off pro-
cedure, and is a quantitative measure of low frequency spectral weight. For
the optical conductivity, bL̃(b/2) is a physically motivated definition of a
low frequency ‘Drude weight’.[10] In inelastic neutron scattering, a drop in
bL̃(b/2) as a function of temperature can quantify the development of a
spin gap. In angle resolved photo-emission spectroscopy, bL̃(b/2) is a
proxy for the quasiparticle residue Z. [11] The experimental measurement
of imaginary-time response functions is a potentially powerful tool both
for the quantification of low frequency spectral properties, and for bridging
experiment and theory.

Framing the analysis in terms of bL̃(b/2, T) has three advantages: (i) This
quantity can be computed directly and unambiguously from the measured x′′;
(ii) it can be directly compared with theoretical predictions performed in the
imaginary-time domain [11]; (iii) it highlights asymptotic low-energy physics
by suppressing the effects of high energy spectral features.

This last point is vividly illustrated by considering the Raman data in Figure 3
(d) (Ba(Fe1−xCox)2As2 with x=0.085). A constant value of bL̃(b/2, T) indicates
that x′′ exhibits v/T scaling in a range of frequencies that extends to well above
v = T . Such scaling up to a microscopic cut-off scale, Ω, is a hallmark of the
‘marginal Fermi liquid’ phenomenology (see Sec. A.3). In this case, x′(0, T)
would be expected to have a weak (logarithmic) T dependence, while deviations
of bL̃(b/2, T) from a constant value would be small for T ≪ V. Accordingly,
the temperature dependence of bL̃(b/2, T) suggests an intermediate asymptotic
range of singular behaviour in x′′ in a range of frequencies and temperatures
Tc ≪ v, T ≪ V, while the temperature dependence of x′(0, T) does not
clearly manifest such behaviour. (The extent to which the indicated scaling is
actually obeyed is exhibited in Figure 2 ). Thus, the imaginary-time analysis is
particularly suited to reveal the emergent v/T scaling behaviour at low
frequencies.

Indeed, there is abundant evidence[7, 12–16] for nematic fluctuations near a
putative quantum-critical point (QCP) in Ba(Fe1−xCox)2As2 at x = xc ≈ 0.06.
This would imply the existence of a quantum-critical fan in the x−T plane
that is bounded by crossover lines, T∗(x) 
 |x − xc|y (where y is an appropriate
critical exponent). While these considerations are only precise asymptotically
close to the putative QCP, suggestive evidence of the existence of such a cross-
over scale is apparent in Figure 3. In particular, bL̃(b/2, T) for x=0.085 is
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approximately constant in the B2g channel (as indicated by the dotted line in the
figure) until it deviates downward below T∗ ≈ 60 K, while for x=0.051 it rises (as
‘classical’ critical fluctuations associated with the approach to the ordered phase
become significant) below T∗ 
 150 K. This, we feel, is a clear example of a way
in which the present mode of analysis can lead to new ways to interpret data;
whether what is at play is truly quantum critical nematic fluctuations can be
tested by obtaining data closer to criticality, both by studying samples with x
closer to xc and, by suppressing superconductivity with a magnetic field, follow-
ing the behaviour to lower T.
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Appendices

Appendix 1. Derivation of Equation 1

We begin with the expressions for x̃′′ab(t) and L̃ab(t) in Lehmann representation:

x̃′′ab(t) =
1
2Z

∑
n,m

Fa,nmFb,mn e−bEn − e−bEm
[ ]

, (A1)

L̃ab(t) = 1
Z

∑
n,m

Fa,nmFb,mne
−bEnet(En−Em). (A2)

Fourier transform x̃′′(t) with appropriate regularisation at t 	 +1, yielding

x′′ab(v) =
1
2Z

∑
n,m

Fa,nmFb,mn e−bEn − e−bEm
[ ]

eit(En−Em)

× 2 · 0+
(v+ En − Em)2 + (0+)2

= 1
2Z

∑
n,m

Fa,nmFb,mne
−bEn 1− e−bv

[ ]

× 2pd(v+ En − Em),

(A3)

with 0+ a positive infinitesimal. We can now write L̃ab(t) in terms of x′′ab(v)

L̃ab(t) =
∫
dv
p
x′′ab(v)

exp(−vt)
1− e−bv

[ ]

=
∫
dv
2p

x′′ab(v)
exp[−v(t− b/2)

sinh(bv/2)
[ ]

,

(A4)

recovering Equation (1).

Appendix 2. Example transforms

A.1. Nearly constant σ
The optical conductivity s′(v) is generically an analytic function of ω, in which case there is a
formal way to express L̃ as follows: Starting from Equation (1) for the current-current cor-
relator,

L̃(t) =
∫
dv
2p

s′(v)v exp[v(t− b/2)]
sinh(bv/2)

= s′(∂t)
∫
dv
2p

v exp[v(t− b/2)]
sinh(bv/2)

= pT2 s′ ∂t( ) sec2 pT(t− b/2)[ ],

(A5)

where s′(v) = x′′(v)/v is the real part of the optical conductivity, and s′(∂t) is obtained by
expanding s′(v) in powers of ω and replacing v 	 ∂t. If s′(v) varies slowly as a function of
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ω on the scale of T, then a low order Taylor expansion in ω is adequate. Then

L̃(t) = pT2 s′ 0( ) sec2 pT(t− b/2)[ ] × {1
+ a2 sec

2 pT(t− b/2)[ ][4− 2 cos 2pT(t− b/2)[ ]
+ . . .}

(A6)

where

a2 = (pT)2
∂2vs

′

s′

[ ∣∣∣∣
v=0


 pT
g̃

( )2

, (A7)

and we have defined g̃ as a measure of the ‘width’ of the conductivity, and the expansion is
reasonable so long as g̃ ≫ pT .

A.2. Sharply peaked σ
If s′(v) is negligible except for frequencies |v| ≪ T , the corresponding imaginary-time cor-
relator is nearly constant in τ, with polynomial corrections given by moments of s′(v). This
can be seen by Taylor expanding the integration kernel in the first line of Equation (A5) for
|vb|, |vt| ≪ 1:

L̃(t) = NT
p

1− g2

24T2
+ g2

2
[t− b/2]2 + . . .

( )
, (A8)

where the total optical weight is N ;
�
s′(v)dv, and the squared width of the peak is

g2 = N−1
�
v2s′(v)dv.

A.3. Marginal Fermi liquid
The Raman response of many strongly correlated electron fluids can be well approximated
(below a high frequency cut-off) by the ‘marginal Fermi liquid’ form

x′′MFL(v) = A tanh (bv/2). (A9)

This same form arises as the local susceptibility of a two-channel Kondo impurity and in
various other contexts. Transforming this expression to imaginary time yields

L̃(t) = AT
cos [pT(b/2− t)]

, (A10)

where the divergences as t 	 0 and t 	 b are cut-off at short imaginary times of order the
inverse cut-off.

A.4. Quantum-critical power law
Near a QCP obeying v/T scaling, one expects order parameter correlations to have a power-
law form for imaginary times τ long compared to microscopic time-scales t0 but short com-
pared to the thermal time, β. To make the analysis simple, consider a pure power-law form

L̃(t) ≈ C
1
|t|x +

1
|b− t|x

[ ]
. (A11)

The divergences at t = 0, b would be regularised at an appropriate UV cut-off scale. This
can be done, e.g. by replacing |t|−x with (t2 + t20)

−x/2, where 1/t0 is a high energy cutoff,
and similarly for |b− t|−x .
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Working backwards, we see that for x<2, the corresponding expression in real-time is

x′′(v) = C
T1−x

F(bv), (A12)

where F is the scaling function

F(u) = pu
G(x)

1
u

∣∣∣∣
∣∣∣∣
2−x

1− e−|u|[ ]
, (A13)

with the gamma function G(x) = �1
0 yx−1e−ydy.

Even precisely at a QCP, one expects pure power-law behaviour of L̃ only for times
t0 ≪ t ≪ b. More generally, L̃ near a QCP reads

L̃(t) ≈ Txf (t/b), (A14)

where f is a scaling function, and the scaling form holds as long as t ≫ t0 and b− t ≫ t0.
For example, the marginal Fermi liquid form in Equation (A10) shows the same power-law
behaviour for t ≪ b/2 as does Equation (A11) with x=1, but differs from this expression for
τ near b/2.

If L̃(t) obeys Equation (A14) in the regime t0 ≪ t ≪ |b− t0| then x′′(v) has the same
scaling form as in Equation (A12), but the scaling function F depends on the behaviour of
L̃(t) when t 
 b/2. While the above expressions are pleasingly explicit, in the more
general case, if v1 is a low frequency scale that measures the distance to the QCP
(at which v1 would vanish), then the essential aspects of this analysis can be restated as

x′′(v) 
 v

|v|2−x

[ ]
× b|v| for v1 ≪ |v| ≪ T

1 for T ≪ |v| ≪ t−1
0

{
(A15)

determines the frequency dependence of x′′ both in the range T ≪ v ≪ t−1
0 , and in the

range v1 ≪ v ≪ T , but does not by itself give the relative value of the amplitudes.
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