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Abstract—New usage patterns of computing for research have
emerged that rely on the availability of flexible, elastic, and highly
specialized services, that may not be well suited to traditional
batch HPC. A new approach that updates and evolves the re-
search computing ecosystem is needed to respond to these needs.
This new model, a Kubernetes-based “Community Composable
Platform”, builds upon Purdue’s Community Cluster program to
provide cost effective, highly responsive, and customizable com-
posable computing solutions for domain science and education
in a variety of communities.

Index Terms—containers, kubernetes, rancher, composable,
cloud

I. INTRODUCTION

The scientific community powered a revolution in super-

computing by leveraging high performance, low cost com-

modity hardware and open source software to build “Beowulf”

[1] clusters - an architecture that is now ubiquitous. In 2004,

Purdue University established the Community Cluster Program

[2] with a sustainable model of incentives, reliable facilities,

and highly skilled central support for “Beowulf” style HPC

clusters. The Community Cluster Program incentivized re-

searchers to collectively contribute to building a centralized

campus high performance computing (HPC) community in

place of creating isolated laboratory level clusters. The Purdue

program is highly successful, with 210 faculty active in the

program and those faculty earning over $289 million (56% of

Purdue’s total) in research awards in fiscal year 2020.

Although the cluster program has been successful, capability

gaps remain in the campus research computing ecosystem.

Growing domain science demand for interactive [3] machine

learning and data analytics not reliant on batch HPC often

requires additional supporting services such as databases, web

servers, file shares, scientific notebook systems, and other

custom cyberinfrastructure services, delivered in such a way to
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support heterogeneous workflows requiring both services and

batch computing.

Composability is one such method of delivering these

capabilities. “Composable infrastructure treats compute, stor-

age, and network devices as pools of resources that can be

provisioned as needed, depending on what different workloads

require for optimum performance.” [4]

The campus research computing ecosystem must evolve

beyond batch to incorporate composable and elastic cloud

infrastructure that can be customized for the unique needs of

diverse domain science communities.

II. CURRENT ENVIRONMENT AND GAPS

The core of Purdue’s cyberinfrastructure strategy, Purdue

has operated a world-class Community Cluster Program [2]

since 2004 - each year deploying an HPC system on the order

of 550 nodes, with approximately 70 faculty groups investing

in each system. In total, over 210 faculty groups from 60

academic departments and every academic college invest funds

in the program, with over 1200 active users each year.

Information Technology at Purdue (ITaP) and the faculty

share the capital costs of the program, with faculty purchasing

compute nodes with grant or institutional funds; and ITaP

centrally funding shared network and storage infrastructure.

Professional administrative and computational science staff are

centrally funded.

The Community Cluster Program is currently built around

batch HPC architectures, with job queues, high-speed inter-

connects, and parallel filesystems. These architectures are well

suited to broad sets of usage patterns in modeling, simulation,

and data analysis.

However, increasingly, new demands from researchers re-

inforce that batch HPC is not as ideal for many emergent

usage patterns such as on-demand or interactive use, custom

or elastic software stacks, web applications, database servers,

or dynamic, heterogeneous workflows.



Cloud computing techniques provide a wealth of new ca-

pabilities and components that, like HPC clusters, could be

exploited and provided institutionally for the research com-

munity. Researchers are using virtualization and containers

today, and exploring the use of public and private clouds, but

experience reveals gaps.

• First, public cloud cost is prohibitive, and fails to lever-

age existing infrastructure investments already made by

academic institutions [5] [6] [7] [8].

• Second, academic research groups rarely have the finan-

cial means to truly benefit from the public cloud’s ability

to burst for short periods of time. Capital investments that

produce more total resources, even if over a long period,

are usually preferred.

• Third, unlike servers deployed by an IT staff, researchers

moving to the cloud must run their own security opera-

tions. The cost of not configuring services correctly has

often been highly visible leaks of data.

• Fourth, as with traditional clusters, the skill and effort

level required to install, operate, secure, support, and

manage private cloud systems is tremendous. It is often

beyond the skill level of graduate students or individual

researchers within a laboratory, and requires dedicated

expert staff leveraged at institutional scale.

III. GOALS

A. Define a New Approach

Significant collective amounts of computing capabilities

exist today across campuses. Tools to fully harness and exploit

this power for research use are limited to cycle harvesting

systems used for high throughput computing [9]. Increasingly,

systems in individual labs take advantage of what is now

commonplace virtualization solutions, or container technology

such as Docker [10]. Virtualization and containers provide

exciting capabilities for researchers with reproducible, pub-

lishable and shareable infrastructure artifacts.
The NSF “CI2030: Future Advanced Cyberinfrastructure”

report [11] describes “An integrated cyberinfrastructure that

reaches from university and college campuses to the national

centers is needed; this will require coordinated investments

by all of the stakeholders. . . .” where “. . . the vast majority

of capacity-class computing activities will be carried out on

campuses.” and “... communication and collaboration across

research silos offers the possibility of building and deploying

an integrated cyberinfrastructure that effectively and efficiently

supports a broad range of scientific and engineering research.”
NSF awards to the “Advanced Computing Systems Ser-

vices” solicitations in 2019 and 2020 guided proposers to

take “such considerations as ease of access to proposed

systems/services by new communities in S&E; new capabil-

ities that will enable new methods and paradigms for S&E

discoveries; and opportunities for leveraging the increasing

availability and capabilities at the network edge (including

campuses) and via commercial cloud services.” [12]
The Community Cluster Program provides a campus-level

solution for the usage patterns of today, using batch computing

- maximizing utilization, providing economies of scale, giving

researchers a solution to not have to “do it themselves”, and

providing their science problems a necessary avenue of growth

from their lab resources, to the campus level, and onward to

the national scale.

This pathway from lab to campus to national resources

does not yet exist on many campuses for cloud technologies.

Faculty use cloud or container technologies like virtualization

or Docker in their labs, national solutions like Jetstream

[13] or Chameleon [14] exist, and the public cloud provides

effectively unlimited scalability at the top end. Many campuses

operate administrative computing on shared enterprise virtual-

ization environments, but these systems are not engineered

with research use in mind. A new approach is needed to

effectively leverage these capabilities to create a coherent

campus ecosystem for cloud and container technologies.

Our approach creates new capabilities to empower scientists

to integrate cloud computing services into their work, and

practice “SciOps” [15] - building on top of DevOps principles

like infrastructure as code, automation, version control and

continuous integration to make better, more reproducible, and

more shareable science.

B. Adapt Community Clustering to a new Paradigm

The Community Cluster Program has successfully demon-

strated the value of a partnership between central IT and

faculty research groups to acquire, fund, operate, and retire

community computing resources to empower faculty in their

research and education efforts. We seek to explore the adoption

and evolution of this successful model for “Geddes” [16], the

Purdue composable community cloud. Our working hypothesis

is that is possible to apply the same financial, acquisition, and

operations model used for the Community Cluster Program to

a composable resource with minimal changes. Our objective

is to explore and validate financially and organizationally

sustainable models for operating a campus scale community

cloud that supports a path from lab scale resources, campus

central resources, and potentially external public clouds.

C. Develop the Cyberinfrastructure Workforce

According to “National Strategic Computing Initiative Up-

date: Pioneering the Future of Computing” report [17] (Nov

2019), it is essential to “Create a diverse workforce necessary

to achieve the goals of the U.S. Strategic Computing Plan

and to support the broader U.S. innovation ecosystem at the

leading edge of computation.”. Informal anecdotes from the

national cyberinfrastructure community about difficulties in

recruiting highly skilled candidates for technical positions

in support of research projects echo the need described in

National Science Technology Council report. There is a need

to explore new models to develop a comprehensive training

program to increase the skill level and knowledge of the

national cyberinfrastructure workforce.

Undergraduate students, especially in STEM disciplines,

may not experience an adequate level of hands-on experience

with cyberinfrastructure tools and infrastructure to develop a





uses Extreme Cloud Administration Toolkit (xCAT) [30] and

masterless Puppet [31] within Git repositories for provisioning

and managing the infrastructure.
6) Monitoring and Alerting: Host level resource monitor-

ing is performed with Sensu Go [32]. All Rancher compo-

nents, including management and control plane nodes, Kuber-

netes nodes and workloads are monitored using Prometheus

[33]. Alerting is managed in Rancher, using tools built

on Prometheus Alertmanager. Alertmanager provides con-

figurable, granular alerting on Prometheus metrics, allowing

Purdue staff members to be notified for problems with overall

cluster health and allowing cluster users to be notified for

problems with their workloads executing in Kubernetes pods.

Prometheus metrics and time series data are accessible via

Grafana for visualization and reporting.

B. Authentication and Access Control

Users are given access to the Rancher UI via on premise

LDAP authentication and managed by Rancher’s unique role-

based access control policies. Each individual, project, or

research group, are assigned a project where they have the

ability to manage their own environments. Once users are

assigned to a project by an admin, an assigned user owner

can be specified. This owner can then manage individual

user permissions within their project, alleviating the need for

admins to step in for every change needed, unless additional

support is requested.

C. Services, Load Balancing and Ingress

Kubernetes provides multiple service types for exposing

ports and forwarding traffic to an application: ClusterIP for

internal access, NodePort for simple external access via host

IPs on a range of ports (30000-32767) and LoadBalancer for

directly exposing services via a dedicated IP address. When

running Kubernetes on bare metal the LoadBalancer service

type is not available by default. We deployed MetalLB [34],

a software based load balancing solution, to provide access

to LoadBalancer services in Geddes. Users can pick from

public and private IP pools depending on their application

requirements. An nginx Ingress controller is available for L7

load balancing and virtual hosting.

D. Docker Registries

A centralized managed Docker registry is hosted with

custom built and validated images that are commonly used

or requested by research computing partners at Purdue. These

images, along side Rancher’s use of catalogs, provide the end

users with the ability to easily and quickly deploy data analysis

tools such as Jupyter notebooks and Spark, alongside a wide

verity of databases and other data aggregation and enrichment

services such as KSQL, PostGIS, Kafka, and ElasticSearch

stacks.
A private Docker registry is also available for users who

have sensitive data or proprietary code they do not want

publicly accessible within their Docker images. This registry

is fully integrated and accessible from inside Rancher so that

users with UI access can reach and deploy their applications.

E. Security

With any new system, cybersecurity and user privacy is a top

priority. Geddes implements a comprehensive yet strict form of

typical security methods of firewalls and user access control

polices at both the system and application level, while not

compromising data confidentiality, integrity, and availability.

Additionally, Geddes supports two factor authentication, uses

periodic vulnerability scanning from inside and outside of

the Kubernetes infrastructure, and monitored by Purdue’s

PULSAR [35] system, a Zeek based IDS for networking

monitoring, logging and alerting. This IDS system monitors

all north/south network traffic in and out of the Geddes

composable subnets, and is built to expand for monitoring of

all east/west traffic as well.

V. PRELIMINARY RESULTS - SCIENCE USE CASES

Common use cases for Kubernetes include data ingest nodes

running Apache Storm or Kafka, message queue agents for sci-

ence gateways, and SQL or non-SQL databases for managing

datasets—all essential to continually acquiring and processing

streaming data from instruments, sensors, and social media and

supporting a wide variety of future data analytics applications.

A. RCHE-Hub

The Regenstrief Center for Healthcare Engineering (RCHE)

brings together multiple disciplines to collaboratively improve

healthcare delivery. This work involves the dynamic sharing of

healthcare data to support the refinement and development of

proactive and patient-centered healthcare. The tools necessary

to support this work include the full breadth of data science

capabilities, from Hadoop and NoSQL data stores to browser-

based notebooks and analysis applications. Additionally due

to the nature of the data, security and availability are key

considerations.

The Geddes platform allowed RCHE data scientists to

convert from a dedicated, physical infrastructure to establish a

dynamic, reproducible replacement where security and com-

pliance considerations were built in from the beginning. The

Geddes Rancher control environment is able to control both

the controlled cluster hosting the RCHE-hub, and the open

research one supporting the rest of campus.

B. Science Gateways

To support FAIR geospatial data, the NSF CSSI-funded

GeoEDF gateway [36] provides a cyberinfrastructure to effi-

ciently acquire, manage, and process this sensor data. A private

cloud is ideal to host stream processing frameworks like

Apache’s Kafka where high availability and fault tolerance are

important requirements. In order to support efficient retrieval

and spatial and temporal filtering, an indexed storage system

such as Elasticsearch, mongoDB, or InfluxDB is required.

This infrastructure will allow it to be paired with a calibration

pipeline that combines current weather data from repositories

such as NOAA, and use machine learning to recalibrate

imagery obtained at different times and weather conditions.

Currently, batch-oriented community cluster resources are not



capable of deploying processing frameworks, message queues,

or database infrastructure to provide underlying services to

science gateways.

Geddes provides the GeoEDF developers a flexible, self-

managed infrastructure on which to deploy these supporting

services for their science gateway. GeoEDF workflows can

utilize both batch HPC and composable steps, in a hybrid

model.

C. CoExplorer

One domain science that has seen an exponential increase in

demand for cyberinfrastructure is the life sciences. The afford-

ability of next generation sequencing technology has enabled

an ever growing number of biologists to generate genome-level

data to address their research questions. Applications for anal-

ysis and visualization of these data are primarily command-

line, but not all scientists wishing to analyze genome-level data

have the computer science training to effectively utilize these

applications. To overcome this limitation, assistant Professor

Jennifer Wisecaver’s research team built CoExplorer - a data

publication web application that lets users query, visualize, and

download gene expression data. CoExplorer is designed to be

flexible and applicable to a variety of biological systems. It

is written in Python and runs as a Jupyter notebook rendered

by Voila [37]. The code and data is packaged into a Docker

image for container hosting.

Beyond the specific example of CoExplorer, a Jupyter-

Viola-Docker-Kubernetes environment is broadly reusable to

allow researchers publish their data with a significantly less

developer and hosting overhead than with traditional science

gateway platforms. With limited guidance from a full-time

developer, investigators can turn their Jupyter notebooks into

interactive data publication applications, build images and

distribute them to be hosted and shared with their community.

D. High Energy Physics

Particle physics experiments have consistently produced

some of the world’s largest scientific datasets. Increases in

data volume make interactive analysis difficult due to the

tremendous time necessary for reading, transforming, and

filtering. In the future, new approaches are needed to analyze

the ever-growing datasets to continue exploring the nature of

the universe. Typical CMS user analysis workflows [38] apply

two C++ frameworks to central datasets: CMSSW, for CMS

specific analysis, and ROOT, an experiment agnostic toolkit

for object serialization and statistical tools. Recently, new

tools and systems for analyzing petabyte and exabyte scale

datasets based on interactive analysis with Apache Hadoop,

Spark and DASK have emerged in industry and proof of

concept studies show they also offer promise for analyzing

large particle physics datasets. [39]

Geddes is used by the Purdue CMS research team for large-

scale data analysis; evolving from traditional batch submission

towards interactive services for data analysis built on cloud

services [40]; and the use of virtual clusters for rapid devel-

opment.

VI. FUTURE WORK

This composable system is built in such a way that it can

be dynamically expanded by reallocating community cluster

HPC compute nodes into Kubernetes nodes using the research

computing team’s xCAT management tools. Future effort will

make this capability seamless rather than manual, and will

allow the composable platform to become truly dynamic.

A. Business Model

As the first researchers begin to achieve scientific results

from their use of the Geddes composable platform, a key

question to be answered - and best practices shared with the

national community - is a reusable business model for such a

resource.

There are several potential specific strategies under consid-

eration for a cost structure.

• Public cloud-like hourly charges for containers, GB, etc.

• Annual subscription prices for effectively unlimited ac-

cess to the system

• A model like the community cluster model where a

researcher may purchase a unit of capacity and run as

many containers, or GB of storage as they can fit

• Or a model that allows researchers to dynamically shift

their investment between (HPC) community clusters, and

the composable platform.

• Or, some hybrid of the above.

Feedback from Purdue researchers, cost accounting, and

experiences from other cloud operators such as RedCloud [41],

Jetstream [13], and Minnesota [42] will be critical in making

a successful business model.
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