
Morphosyntactic Patterns Follow

Monotonic Mappings

Sedigheh Moradi(B)

Stony Brook University, Stony Brook, NY, USA
sedigheh.moradi@stonybrook.edu

Abstract. Apart from being a system of structures, language is a sys-
tem of relations. Understanding the particular regularities underlying
these relations helps us predict both possibilities and gaps in linguistic
organization. This paper follows Graf’s work [13] in positing monotonic-
ity as a substantial underlying restriction on possible patterns in mor-
phosyntactic paradigms. This approach not only extends the notion of
monotonicity outside semantics, but also combines this formal explana-
tion with extralinguistic motivations. The tense hierarchy I propose for
syncretism in verbal paradigms is independently motivated by Reichen-
bach’s tense system [22]. The gender hierarchy used for gender resolution
rules is directly extracted from the organization of the linguistic data.
The restriction on both types of paradigms is readily explained by the
fact that they only allow monotonic mappings from a base hierarchy to
output forms.

Keywords: Monotonicity · Morphosyntax · Tense syncretism ·
Gender resolution rules

1 Introduction

It is generally accepted that language variability is not limitless and there are
common restrictions on the attestibility of patterns. Out of this view grew the
notion of universals in pursuit of explanations in linguistics [10]. Chomsky [8]
classifies linguistic universals as formal and substantive. Substantive universals
are the building blocks of grammar. These are particular regularities that the
formal rules express. A formal universal is the property of having a grammar
meeting a certain abstract condition.

The majority of linguistic work is concerned with formal universals, and
this holds in particular for work grounded in mathematics or computation. For
example, recent work on subregular complexity ([1,14–16] and references therein)
shows that many aspects of language—from phonology to morphology, syntax,
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and even semantics—are very limited in terms of their computational complex-
ity. These limits can be used to explain why certain intuitively plausible patterns
do not seem to occur across languages. However, this perspective cannot explain
why there is a process of intervocalic voicing, but not one of intervocalic devoic-
ing, since both processes would have exactly the same complexity. Here it is the
substance of the involved elements that matters, rather than the complexity of
this process. The central claim of this paper is that monotonicity can close this
gap as it provides a fruitful, formally rigorous perspective on linguistic substance.

Strictly speaking, monotonicity is a semantic notion. However, it has been
linked to many fundamental aspects of linguistic processing, reasoning, and
grammar [17]. Monotonicity, as explained in this article, is used to provide a for-
mal basis for certain morphosyntactic patterns. I present typological data map-
ping the attested variation in two morphosyntactic domains: tense syncretism
and resolved gender agreement. I then show that all the attested patterns follow
monotonic mappings.

Graf [13] proposes monotonicity as a formal universal of morphosyntax. The
general idea is based on two criteria: i) each morphosyntactic domain comes
with a base hierarchy (e.g. person: 1 < 2 < 3), and ii) the mappings from
a hierarchy to surface forms must be monotonic. This dual specification puts
this approach at a major advantage because it combines substantive universals
(linguistic hierarchies) and formal universals (monotonicity) to give a tighter
characterization of natural language.

This paper proceeds as follows. Section 2 outlines a brief description of the
notion of monotonicity. Section 3 provides an analysis of tense syncretism based
on verb paradigms. The interest in verb stem syncretism is three-fold: a) it is
problematic for the more restrictive *ABA generalization of Bobaljik [3], based
on which two forms cannot be identical to the exclusion of any forms between
them. b) the attested patterns all follow monotonicity. c) the observed hierar-
chy of morphological tense is independently motivated by the logical temporal
relations of Reichenbach [22].

Section 4 presents the typology of gender resolution rules. Here combin-
ing abstract algebra and the notion of monotonicity helps us understand the
restricted set of the attested patterns. This suggests that there might be exter-
nal ordering principles for gender, similar to what we see with tense. The crucial
finding is that even though masculine and feminine genders should be ordered
with respect to each other, the hierarchy does not favor one over another. In
other words, in a 3-gender system, both m < n < f and f < n < m can keep the
system monotonic. One way to look at it is that gender is assigned along a path
with two end nodes (masculine and feminine). You can equally use the nodes
to assign gender. Neuter, which means ‘neither’ in Latin, is always negatively
defined as neither feminine nor masculine.

Section 5 concludes the paper.
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2 Monotonicity

Monotonicity is a mathematical property that corresponds roughly to the intu-
itive notion of order preservation. Suppose an ordering relation ≤ over a set
{p, q, r, s, . . .} such that p ≤ r ≤ s. Then in a monotonic function, one cannot
map both p and s to some A without also mapping r to A.

Let us consider an intuitive example. Suppose A is a list of ordered numbers
and B is a list of names in alphabetical order. Then a function f from A to B
is monotonic iff it preserves the relative order of elements. If f maps 1 to Paniz
while 5 is mapped to Armina, f is not monotonic (this can be seen in crossing
branches). However, mapping all the numbers between 1 and 5 to Armina and
all the numbers from 5 to 10 to Paniz still preserves the original order and the
function is monotonic.

1 2 3 4 5

Armina Mehrad Paniz

1 2 3 4 5 6 7 8 9 10

Armina Mehrad Paniz

Now consider the *ABA generalization, which was proposed by Bobaljik [3]
as an explanation for the absence of certain patterns in morphological paradigms.
Suppose an order of positive-comparative-superlative in an adjectival paradigm.
For the paradigm of the English adjective bad, the first stem is A (bad), the
second stem is B (wors(e)), and the third stem is again B (wors(t)). Using this
notion of suppletion, one can abstract away from linguistic forms to see the
underlying structure, where the positive and superlative cannot share a root
distinct from the comparative, hence *ABA. If ≤ is a linear order, monotonicity
corresponds exactly to the ∗ABA generalization.

Another linguistically familiar example of linear monotonicity is the ban
against crossing branches in autosegmental phonology [12]. Autosegmental struc-
tures are usually presented in tiers, and within each tier segments are linearly
ordered. The ban on crossing branches assures that all mappings from tones to
segments follow the linear order of the two tiers.

But monotonicity is more general because it is also defined for partial orders.
Suppose that p ≤ r ≤ s as before, and q ≤ p, but q is unordered with respect to
r and s. Then a monotonic mapping could map p and r to A but q and s to B.

(1) Monotonic mappings in a partially ordered structure

p

q r s

A

B

Monotonicity has already been used as an abstract condition on morpho-
logical paradigms to explain typological gaps in adjectival gradation, case syn-
cretism, pronoun syncretism, Person Case Constraint and Gender Case Con-
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straint [13,19]. In this paper, as we will see, the tense hierarchy is a partially
ordered structure that is the same across all languages. But gender resolution
rules can form both linear and partial structures depending on the number of
gender values that are involved in resolution processes.

3 Tense Stem Syncretism

The ∗ABA generalization, introduced by Bobaljik [3], states that, given a fixed
order of cells in a morphological paradigm, two cells cannot be syncretic to the
exclusion of any cells between them. Bobaljik uses a specific notion of suppletion
based on the form of the stems in a paradigm. In 2, I briefly explained this
with an example from adjectival gradation: the positive and superlative cannot
share a root distinct from the comparative. English uses the ABB pattern for
the adjective bad (bad - wors(e) wors(t)), but neither English nor any other
language can ever use an ABA pattern here.1

Bobaljik accounts for *ABA in terms of feature containment. Within the Con-
tainment Hypothesis [3], this gap is due to the fact that a superlative morpheme
does not directly attach to the adjectival root because the superlative always
embeds a comparative. This means that if the positive form has the feature
[adjective], then the comparative form will be [[adjective] comparative]]
which is itself a subset of the superlative form [[[adjective] comparative]
superlative].

While Bobaljik is mostly concerned with the absence of ABA patterns in
adjectival gradation, he also briefly discusses tense syncretism in verb stems. He
draws on Wiese’s analysis [24] of ablaut in German verbs to explain German stem
alternations within the same framework. Bobaljik [3] extends this presentation
of verb stem alternations to English verbs. He notes that no verbs in English and
German display ABA patterns if one assumes an order of present-participle-past
(Table 1).

Table 1. Verb suppletion patterns in German & English

1 In adjectival paradigms AAB pattern, where positive and comparative share a root
distinct from superlative, is also missing cross-linguistically [3]. The absence of this
pattern does not concern us here.
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Wiese and bobaljik explain the gap in the data, i.e., the unattested identi-
cality of the present and the past to the exclusion of the participle, using the
Containment Hypothesis. Given the hierarchy present < Perfect participle <
past, the present tense is the default with no featural specifications ([]), the par-
ticiple is contained in the past sharing the [past] feature with it; and [[] past]
and the preterite, the highest in the hierarchy, contains the [finite] feature in
addition to its [past] feature [[[] past] finite] [3].

Based on Bobaljik’s approach, present and past are never syncretic to the
exclusion of participle and more generally all tenses can be linearly ordered
across languages so that no ABA patterns ever arise. The first assumption is
compatible with the fact that there are Germanic languages which lack the past
tense (preterite), which Bobaljik argues follows from its marked status. Further-
more, the participle can be used in constructions that are semantically related
to the present tense. This leads us to conclude that it may share present fea-
tures with the present, and past features with the preterite. “Such an intuition is
particularly amenable to an analysis with overlapping decomposition [6], which
could be represented schematically as [present], [present, past], [past]” [2].
In what follows, however, I show that Bobaljik’s second prediction is only par-
tially borne out once one considers a wider range of data: ABA patterns do arise
if one also considers the future. This is problematic for Bobaljik’s system, but
can be readily explained via a partial order of morphological tenses in the mono-
tonicity framework of Graf [13]. Crucially, this partial order is induced by the
tense system of Reichenbach [22] and thus arises from third factor principles [7].

3.1 Corpus of Tense Syncretism

In order to extract the following data, I have used an opportunity sample of tense
syncretism in the verbal paradigms of more than 20 languages. The languages
under scrutiny represent a typologically diverse sample belonging to the following
families: Altaic, Germanic, Indo-Iranian, Romance, and Slavic, among others.
For simplicity, I assume that two tenses have distinct stems if the stems differ
for at least one person/number cell. This may result in multiple patterns in a
single language. Also keep in mind that the criterion for stem change is the
specific notion of suppletion used by Bobaljik and introduced in the previous
section.

The variety of ways verbal stems are paradigmatically related vary a lot,
even within a language. The language sample I studied rendered the following
10 patterns of verb stem syncretism (Table 2) with an ordering of past-participle-
present-future.

In order to better understand the nature of the attested patterns and antici-
pate the kind of hierarchy we need, let’s take a look at the unattested patterns.
The total number of possible patterns for a paradigm with 4 cells is 15 (Bell num-
ber of 4), from which we already have 10. The remaining 5 unattested patterns
are given in Table 3.

Out of all logically possible patterns, only 5 are unattested: ABAX (where
future is A, B, or C), ABBA, and ABCA. The absence of ABAX patterns shows
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Table 2. Attested patterns of tense syncretism

Table 3. Description of Unattested Patterns with Pst-Prf-Prs-Fut order

Pattern Description Linear Order

(1) past = present; participle = future ABAB

(2) past = future; participle = present ABBA

(3) past = present = future; Separate root for participle ABAA

(4) past = present; Distinct roots for participle and future ABAC

(5) past = future; Distinct roots for participle and present ABCA

that syncretism of present and past to the exclusion of participle is not attested.
The behavior of future is problematic, though. While future is never syncretic
with past to the exclusion of either present or participle, AABA and ABCB vio-
late the ∗ABA generalization. But if one allows for partial orders, ABA patterns
with future can be accounted for in terms of the monotonicity constraint [13].

Note that there is no way of totally ordering all four tenses such that there
are no ABA configurations. Consider the attested pattern where past, participle
and future are syncretic to the exclusion of present, as is the case in Persian and
Serbo-Croatian. This pattern will be AABA with a Pst-Prf-Prs-Fut ordering
and ABAA with a Pst-Prs-Prf-Fut ordering, both of which violate the ABA
generalization. Our linear order won’t violate *ABA only if it posits present at
either end of the order. But any such order will be problematic for other attested
patterns leading to the violation of *ABA. Once a specific connection between
semantic and morphological tenses is made, the availability of some ABA pat-
terns is due to the fact that the semantic relations between morphological tenses
only induce a partial ordering.

Suppose that present ≤ participle ≤ past, and present ≤ future, but future
is unordered with respect to participle and past. Then future can be syncretic
with any one of the three tenses to the exclusion of others, allowing for a limited
range of what appear to be ABA patterns. This is illustrated in Fig. 1 for the
attested ∗ABA violations AABA and ABCB. The unattested ABAX patterns
do not obey monotonicity (crossing branches).
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B

A

Prs

Prtcp Fut

Pst

C

B

A

B

A

Prs

Prtcp Fut

Pst

Fig. 1. Monotonic (left) and non-monotonic (right) mappings in tense syncretism

This partial hierarchy might seem obvious given that the future and the par-
ticiple both are intuitively associated with the present. However, Reichenbach’s
tense relations [22] provides a logical framework to motivate this morphological
order.

3.2 Semantic Motivation: Reichenbach’s System

In Reichenbach’s system [22], tense denotes a three-way relation between speech
time (S), event time (E) and reference time (R). The introduction of the notion
of reference time is considered Reichenbach’s greatest contribution to the study
of temporal relations. The position of R relative to S distinguishes the three
tenses: ‘past’, ‘present’, and ‘future’. The present time is the default setting in
which S = E = R. Gradual shifts from this default point builds a partial hierarchy
of temporal relations. R is located before S in the past (R < S) and after S in
the future (R > S).

The position of E with respect to R distinguishes three further possibilities:
‘posterior’ (R < E, viewing the situation E from an earlier point – looking
forward), ‘simple’ (R = E, used for the coincidence of R and E) and ‘anterior’
(R > E, viewing the situation E from a later point – looking backward).

In the case of perfect, E is located before R. In past perfect, R precedes S (E
< R and R < S). In present perfect, R overlaps S (E < R and R = S). Likewise,
in future perfect, both S and E precede R (S < R and E < R).

All possible combinations involving a single time of speech (S) include three
simple tenses (where R = E), five anterior tenses (where E < R), and five pos-
terior tenses (where R < E). Thus, the temporal system of a language could
include up to 13 tenses. The actual number of tense realizations in each lan-
guage depends on the number of grammaticalized combinations [22].

Here I argue that in addition to absolute tenses (present, past, future), perfect
should also be part of the hierarchy of morphological tenses. Reichenbach and
Comrie agree that perfect cannot be viewed as a canonical aspect since it tells
us nothing about the internal temporal organization of the situation [9]. Perfect
is like tense in that it locates an eventuality relative to some reference point.
In the sentence Paniz has eaten the cake, there is an eventuality to the act of
eating: it is done in the past. This makes the present perfect very similar to
the simple past. In Reichenbach’s terms, the simple past expresses a temporal
precedence between the speech time and the reference time, while the perfect
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expresses a temporal precedence between the event time and the reference time.
Another point of difference between the present perfect and the simple past will
be apparent once we add a past-oriented adverb to our example: ∗Paniz has
eaten the cake yesterday. It is unexpected for an anterior temporal relation to
be incompatible with a past-oriented adverb (Klein [18] refers to this situation
as the “present participle puzzle”).

More in support of positioning perfect among tense relations is the fact that
perfect refers to a bundle of meanings that is maintained no matter what absolute
tense it is associated with. Generally, three main readings are associated with
perfects: The universal reading asserts that an eventuality holds for an interval
of time; in the experiential reading, the eventuality holds for a proper subset of
an interval; and finally, in a resultative reading the result of the eventuality holds
at the speech time [21]. These readings make different claims about the location
of the underlying eventuality, although in some languages only a subset of them
is allowed. For example, in Greek perfect participles are marked as perfective
and as a result the universal reading is not possible [21].

With these facts in order, I include perfects as part of the tense system
(though this should not deny their aspectual properties in some languages).2

Once one considers only those tenses that are morphologically realized across
languages, the partial hierarchy of tenses emerges clearly (Fig. 2).

Fig. 2. The hierarchy of morphological tense motivated by Reichenbach’s tense system

There are three reasons for identifying participle with present perfect. 1) The
present tense refers to the default situation from which other tenses represent
deviations [5]. Hence the past perfect and the future perfect follow from the
semantics of the present perfect, combined with an account of the past tense
and the future tense [20].

2) The claim in (1) is verifiable by comparing the frequency rates of the
perfects. The future perfect seems to be the least frequent among the perfects.

2 There is always a great danger resulting from terminology. It is likely that, in some
descriptive traditions, the term perfect is used for an aspectual rather than a tense
distinction. This is true in the Semitic tradition, for example, where perfect and
imperfect are used for what is likely perfective and imperfective. The -ive distinction
is usually aspectual.
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A corpus-based study of English perfect constructions show that the present
perfect is the most frequently used type of perfect in English [4].

3) The hierarchy of tense is an implicational hierarchy; if a language has a
past perfect or a future perfect, it is very likely that it also has a present perfect
(whereas the reverse does not necessarily hold). In this hierarchy, the present
perfect has the least distance from the default point (E = R = S) with only
one shift (E < R,S). The future perfect (S < R < E) and the past perfect
(E < R < S) both undergo two shifts from the default. This results in the
hierarchical ordering of the tenses.

In Sum, I have shown that the future tense does give rise to apparent ∗ABA
violations in verbal paradigms. But these are expected if one combines mono-
tonicity [13]—a more general notion of ∗ABA— with a partial order of tenses
in the spirit of Reichenbach [22]. This establishes a strong upper bound on the
range of typological variation, with the only permitted but unattested pattern
being syncretism of the past and future to the exclusion of other tenses.3

In the next section, I will introduce the variations of gender resolution rules
as yet another instance where monotonicity sets a boundary on the attestability
of certain morphological patterns.

4 Gender Resolution Rules

Resolved agreement is a term used to describe the predicate agreement with a
subject made up of coordinated elements. The rules that determine the forms to
be used are called resolution rules. Gender resolution rules are very diverse. This
is mainly because they do not always have a unified semantic justification [11].
In French for instance, if two nominal heads, one feminine and one masculine,
are conjoined, the resolved form is always masculine. Thus the resolution rules
in French favor masculine agreement as the default gender. This is different from
Icelandic or inanimate coordination in Romanian where neuter and feminine are
favored, respectively.

3 Like the absence of AAB patterns in adjectival gradation, this might be due to
independent factors [7].
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4.1 Possibilities and Patterns

Just like tense syncretism, resolved gender stands out for how small the number
of realized systems is relative to how many logically conceivable options there.
In order to fully appreciate this point, let us take a moment to look at the
combinatorics of resolved gender. Given k possible genders, there are k ways
for any two genders and kk2

resolution systems. Assuming that the order of
elements in a coordination does not matter, the number of resolution systems
equals kk(k+1)/2. This is explained below using triangular numbers.

Assume that (a + b) is our coordination and the number of gender values
in different languages are the exponents. In each line, the binomial expansion of
each expression is given. We then abstract out of the mathematical details and
replace them by a dot (•).

The number of dots in each triangular pattern is its Triangular Number. The
first triangle, a gender-less system (g = 0) has just one dot. The second triangle
(g = 1) has another row with 2 extra dots, making 1 + 2 = 3 dots. The third
triangle (g = 2) has another row with 3 extra dots, making 1 + 2 + 3 = 6 dots.
The fourth (g = 3) has 1 + 2 + 3 + 4 = 10 dots.

The rule for calculating any triangular number is as follows. First, we rear-
range the dots as below (Fig. 3):

Fig. 3. Triangular numbers are the number of dots in each triangular pattern.

Then double the number of dots, and form them into a rectangle which has
the same number of rows but has one extra column (to make this clear the two
triangles are shown in green and red) (Fig. 4).

Fig. 4. Doubling the number of dots in each triangular pattern to form a rectangle.
(Color figure online)
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Now it is easy to see that the number of dots in a rectangle is n(n + 1) and
the number of dots in a triangle is half that, i.e., n(n + 1)/2.

For languages with 2 genders, this yields 22(2+1)/2 = 26/2 = 23 = 8 possibili-
ties. Yet only two patterns are attested in our sample of seven 2-gender languages
(French, Spanish, Latvian, Hindi, Panjubi, Modern Hebrew and Romanian). The
same happens in 3-gender languages: out of 33(3+1)/2 = 36/2 = 36 = 729 pos-
sibilities only 6 are realized. The space of logical possibilities quickly becomes
quite large, as more and more genders are added: 8, 729, 1, 048, 576 (million),
30, 517, 578, 125 (billion), 21, 936, 950, 640, 377, 856 (quadrillion), etc.

By definition, if A is some algebraic structure, the set of all functions X to
the domain of A can be turned into an algebraic structure of the same type
in an analogous way. Let us assume an underlying hierarchy of f < n < m
and construct a pointwise algebra to represent various gender combinations.
At the top of the algebraic construction 〈m,m〉 stands for the combination of
two masculine genders. At the bottom, 〈f, f〉 represents the coordination of two
feminine noun phrases. All other combinations are ordered between these two
nodes. Since in a coordination the order of the coordinated elements does not
matter (i.e., 〈m,n〉 = 〈n,m〉), we remove all the symmetrically repeated nodes
from the previous algebra to arrive at a simplified hierarchy.

(6) The algebra of gender combinations

〈m, m〉

〈m, n〉 〈n, m〉

〈m, f〉 〈n, n〉 〈f, m〉

〈n, f〉 〈f, n〉

〈f, f〉

〈m, m〉

〈m, n〉

〈m, f〉 〈n, n〉

〈f, n〉

〈f, f〉

masc

neut

fem

Gender assignment lacks an overall semantic justification; thus the fact that
there is an overwhelming uniformity of hierarchies across the available data sam-
ple is quite impressive.

4.2 Gender Resolution Patterns

The resolution systems discussed here are primarily based on Corbett’s 1991
textbook on gender, which maps out the known variation in the gender systems
of the world. It includes a comprehensive survey of gender systems with data
from over 200 languages, which makes for a great typological study. I have filled
the gaps in data from other sources on individual languages. Here I present
five representative languages: French, Slovene, Latin, Tamil and Archi. French
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and Slovene are representative of languages that are argued to have syntactic
resolution rules. Tamil and Archi are examples of a semantic type resolution.
And finally Latin is described as a mixed type system where meaning and form
are both involved in the patterns of resolution [11].

French. Let us start with the simplest gender system we can consider. In French
there are two genders, feminine and masculine. If in a coordination the conjuncts
are of the same gender, then that gender will be used as the resolved form. If one
conjunct is masculine and another is feminine, then a masculine form is used.
Languages like French are quite common, e.g., Spanish, Latvian, Hindi, Italian,
Panjabi, and Modern Hebrew, etc (Table 4).

Table 4. Gender values and resolution in French

sg pl

msc msc
fem fem

msc fem

msc M M
fem M F

We start by building a hierarchical algebraic construction based on an under-
lying hierarchy of gender. Assuming f < m, we construct a pointwise algebra
to represent the possible gender combinations. At the top of the algebra 〈m,m〉
stands for the combination of two masculine genders. At the bottom, 〈f, f〉 repre-
sents the coordination of two feminine noun phrases. The two other combinations
are ordered between these two nodes. These two sets are the same, so we remove
one of them to arrive at a more simplified hierarchy.

(7) The gender hierarchy in French

〈m, m〉

〈m, f〉 〈f, m〉

〈f, f〉

〈m, m〉

〈m, f〉

〈f, f〉

msc

fem

Elements of this algebraic construction are then mapped into a hierarchy of
plural genders. As we can see these mappings are all monotonic. In languages
with a gender structure like French, it does not matter which gender is higher
in the hierarchy. If you flip this structure you get the same kinds of mappings
but in the reverse order.
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(8) Monotonic gender mappings in French

〈m, m〉

〈m, f〉

〈f, f〉

msc

fem

Slovene. Slovene has three numbers and three genders. The predicate agree-
ment forms are given below. In this table, bil is the past active participle of the
verb ‘be’ [11]. The dual forms will result only if the two conjoined noun phrases
are singular. The gender resolution works the same for both dual and plural
conjunctions. The gender system in Serbo-Croatian is similar, except that there
is no dual there (Table 5).

Table 5. Gender values in Slovene

sg dl pl

msc ∅ a i msc

fem a i e fem

neut o a neut

A masculine noun conjoined with a masculine will resolve in masculine. The
same way, a feminine noun conjoined with a feminine will resolve in feminine.
But a masculine noun conjoined with a feminine or with a neuter resolves in a
masculine predicate. If a feminine and a neuter are conjoined, you will still find
the masculine agreement on the predicate.

In order to explore the hierarchical structure of Slovene, once again we start
from an underlying hierarchy of f < n < m to construct a pointwise algebra
and represent the gender combinations. In the simplified structure, all repeated
nodes are removed.
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(9) The gender hierarchy in Slovene

〈m, m〉

〈m, n〉 〈n, m〉

〈m, f〉 〈n, n〉 〈f, m〉

〈n, f〉 〈f, n〉

〈f, f〉

〈m, m〉

〈m, n〉

〈m, f〉 〈n, n〉

〈f, n〉

〈f, f〉

(10) Monotonic mappings in Slovene

〈m, m〉

〈m, n〉

〈m, f〉 〈n, n〉

〈f, n〉

〈f, f〉

masc

neut

fem

In a sense, the resolved agreement in Slovene (and similar languages like
Serbo-Croatian) favors the masculine. Feminine is only used if all conjuncts are
feminine, and the neuter is not used at all. Interestingly, we will have the same
monotonic mappings if we flip over the structure along with the hierarchy. As
long as the neuter is in the middle, all the mappings are indeed monotonic.

Latin. There are three genders in this language: masculine, feminine and neuter.
Conjuncts of the same gender resolve in a form from the same gender. If con-
juncts are of different genders, though, the criterion is purely semantic. Here the
resolved form to be used depends on whether the nouns denote persons or not.

(11) Resolution Rules in Latin

a. Masculine is used if all conjuncts are masculine;
b. Feminine is used if all conjuncts are feminine;
c. Masculine is used if all conjuncts are human;
d. Otherwise, neuter is used.

The rules are ordered in this way because the masculine and the feminine
genders are not semantically restricted to humans. This means that a human
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feminine in conjunction with a human masculine resolve in masculine rather
than the default neuter (Table 6).

Table 6. Non-human and human resolution in Latin

Non-human msc fem neut

msc M N N
fem N F N
neut N N N

Human msc fem neut

msc M M M
fem M F M
neut M M M

In order to show these mappings, we divide the rules into two sets of human
and non-human rules. Within each sub-system, all the mappings are monotonic.

(12) Monotonic mappings in Latin non-human (left) and human (right)

〈m, m〉

〈m, n〉

〈m, f〉 〈n, n〉

〈f, n〉

〈f, f〉

masc

neut

fem

〈m, m〉

〈m, n〉

〈m, f〉 〈n, n〉

〈f, n〉

〈f, f〉

masc

neut

fem

Tamil. Dravidian languages are clear examples of semantic resolution. Tamil
has three genders: masculine (for nouns denoting male rationals), feminine (for
nouns denoting female rationals) and neuter (for non-rationals). The resolved
forms, however, result in two forms only: rational and neuter.4

Table 7. Gender values in Tamil

sg pl

msc rational

fem

neut neut

If, in a coordination structure, all conjuncts denote rationals, the rational
form is used. If all conjuncts denote neuters, the neuter form should be used.

4 The resolution rules in Telugu, another Dravidian language, is the same as Tamil.
This happens despite the fact that in Telugu, feminine and neuter are not distin-
guished in the singular.



162 S. Moradi

The combination of a rational (feminine or masculine) with a neuter is generally
avoided. But if ever allowed, the rational form is used (Table 7).

(13) Resolution Rules in Tamil

a. Rational is used if all conjuncts are rational;
b. Neuter is used if all conjuncts are non-rational;
c. Otherwise, rational is used, although an alternative construction is
preferred.

Over a hierarchy that places rational (including masculine and feminine) over
neuter, all the mappings from controller genders to target genders are monotonic.

(14) Monotonic mappings in Tamil

〈m, m〉

〈m, f〉 〈m, n〉

〈f, f〉 〈n, f〉 〈n, n〉

rational

neut

The resolution rules in Tamil are not based on formal gender values but
rather follow the two semantic values, rational and neuter. This means that
there are only two classes of nouns in the plural. Hence we can reconstruct a
hierarchy that only includes those two values in a linear order. The mappings
over this hierarchy are all still monotonic.

(15) Monotonic semantic mappings in Tamil

〈r, r〉

〈r, n〉

〈n, n〉

rational

neut

Archi. Caucasian languages are also famous for the semantic distinctions they
make. Archi is a North-East Caucasian language (Table 8).

(16) Archi gender system

I. male humans: God and other spiritual beings
II. females
III. most animals and some inanimate nouns
IV. some animals and most inanimate nouns
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Table 8. Gender values in Archi

sg pl

msc w b/ib rational

fem d

animate b ib irrational

inanimate t

(17) Resolution Rules in Archi

a. I/II is used, if there is at least one rational conjunct (R);
b. Otherwise, III/IV is used (IR).

If the rational gender (including masculine and feminine) resides higher on
the hierarchy relative to the irrational, then the mappings are monotonic.

(18) Monotonic mappings in Archi

〈m, m〉

〈f, m〉

〈m, a〉〈f, f〉

〈m, i〉〈f, a〉

〈f, i〉〈a, a〉

〈a, i〉

〈i, i〉

rational(I-II)

irrational(III-IV)

Even though this account seems to work, gender and animacy are not the
defining factors in Archi resolution. If we reduce the structure of conjoined noun
phrases to rational and irrational entities, then a simple pattern emerges.

(19) Monotonic semantic mappings in Archi

〈I, II〉

〈III, IV 〉

rational

irrational
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In Sum, I have shown that even though gender assignment in different lan-
guages greatly vary, the emerging gender hierarchies are substantially the same.
The distinction made between the syntactic and semantic gender systems boils
down to those gender values that are used in the resolved plural forms. In a
syntactic system, e.g., French and Slovene, resolution rules are based on formal
gender values. These systems mostly include feminine and masculine genders.
As we saw, the nature of mappings remains the same as long as the feminine
and masculine values reside on the two end nodes of the gender hierarchy. In a
semantic system, e.g., Tamil and Archi, resolution rules are based on semantic
values (rational vs irrational), which results in a condensed hierarchy of
gender that only includes those two values. Regardless of the hierarchy, in both
system types, the resolution rules follow monotonic mappings from the base hier-
archies to the output forms. Similarly, Latin, as a mixed gender type, combines
two subsystems based on a semantic feature (the property of being human).
Essentially for our account, both semantic sub-types use monotonic mappings.

5 Conclusion

In this article, we saw that the restrictions on morphosyntactic paradigms are
systematically formalizable and have extralinguistic explanations. I have used a
broad range of cross linguistic data to show this within two specific domains:
tense syncretism in verb paradigms and resolved gender agreement. To this end,
I have used the monotonicity account of Graf [13] that is based on an underlying
hierarchy and the simple requirement that the mappings from these hierarchies to
output forms are monotonic. I have derived the tense hierarchy from the logically
rigorous framework of Reichenbach [22], while the gender hierarchy is directly
motivated by typological data [11]. The findings reported in this article lend
further empirical support to the idea that monotonicity is a linguistic universal
that extends beyond semantics.

The major advantage of the presented account is that it combines substantive
universals (linguistic hierarchies) and formal universals (monotonicity) to give a
tighter characterization of morphosyntactic phenomena. Future research on this
topic will be pursued with two main goals. First is to expand the range of mor-
phosyntactic domains which requires careful treatment of typological data and
motivated hierarchies. And secondly to integrate monotonicity with notions of
subregular complexity in order to better understand the properties of attestable
linguistic patterns.
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