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Abstract

We discuss the electrolysis mechanism of colloidal ZnO NPs (10 nm diam.) in CH3CN. Stripping
the preconcentrated Zn(Hg) allows quantification of the ZnO electrolyzed during stochastic
interactions with the Hg surface. We model the mass transport taking the charged agglomerates
of ZnO NPs as ionic species to calculate their migration and diffusional contributions. In
unsupported suspensions, the mobility and positive zeta potential enhance transport towards the
Hg UME. The NP electrolysis generates ionic species, increasing the migration rate and allowing
lower detection limits compared to weakly supported suspensions, where the electrolyte modifies
agglomerate charge and colloidal properties. We determine the kinetic constant (k:, in cm/s) for
the ZnO reduction from the electrolysis transient model for destructive collisions of single entities,
corrected for the potentiostat time constant. While most reduction events happen within 100 ms,
the single entity model is consistent with mass transport studies over longer experimental times
(1800 s).

1. Introduction

We present a mechanistic study of the reduction of ZnO NPs suspended on a Hg UME. The time
scale of the experiments goes from diffusion or migration limited at minutes or longer, while at
short intervals (< 1s), we resolve the details of single entities colliding with the Hg surface. At
short intervals, the kinetics of ZnO reduction limit the overall reduction rate and we determine the
rate constant of electron transfer. At longer time scales, migration enhances the collision rate
significantly in the detection of ZnO nanoparticles, with the larger enhancement without the use
of supporting electrolyte. We discuss how the normally considered inert electrolyte plays a role in
the agglomeration of metal oxide suspensions, on how in turn, agglomeration can change the
shape of the concentration dependence. Since the seminal work by Lemay!" and Bard,/? single
entity electrochemical measurements is now an active area of research that includes investigating
reactions at metal nanoparticle.®! The work on nanoimpacts,® catalysis,'® electrocatalysis,?” is
motivated by the need to understand the particle by particle contribution towards the reactivity of
nanomaterials. We note that there are relatively few examples in the literature for discrete
electrochemistry of metal oxides and semiconductors. Our group has been interested in studying
the photoelectrochemistry of colloidal TiO,,® sensitized TiO. ") and other groups have studied
photoelectron injection from single entities.'®!! We propose that ZnO electrochemistry at the
nanometer scalel® is a model for metal oxides and other semiconducting materials used in energy
conversion and storage. For example, we are interested in expanding the ZnO reduction to
studies in aqueous systems related to Zn/air batteries (e.g., ref [10]).

Electrochemical studies of colloidal metal oxides have broad applications. Initial reports consisted
of ensemble measurements of particles colliding with an electrode.l'l These included
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incorporating particles from a colloidal suspension onto a metal deposit (composite materials).['?
Bard,["Il"l Kamat(' and Gratzel™™? used colloidal suspensions (slurries) to investigate the
photoelectrochemistry of particulate semiconductors., Heyrovsky et al. studied the polarography
and voltammetry of aqueous SnO,,["® TiO,,['! and TiO; colloids mixed with Fe3* precursors.!"®
The electrochemistry of colloidal Fe.O3; was also the object of investigations.!'”! Besides Fe,Os,
studies in the nanoscale include the electrochemical transformation of Ag to Ag-O and silver
halides.?® The electrodeposition of Ge nanowires from dissolved GeOx is another example of
the direct oxide reduction.?' However, in these earlier papers, the study focused on average
properties and our interest is in the electrochemistry of discrete NPs. Here we study the mass
transport and reduction kinetics of single entities that consist of agglomerates of ZnO. We
collected information on the transients observed in these conditions and we fit the transients to a
recently proposed model.??l We investigated the effect of the potentiostat time constant?®! given
the time scale of our measurements, and we propose a method to compensate for the potentiostat
response. To the best of our knowledge, we present the first example for measuring a kinetic rate
constant based on the direct nanostructure electrolysis under conditions limited by electron
transfer kinetics. Besides the elegant determination of the rate constant for Ag oxidation from the
random walk model,” based on a single NP getting sequentially oxidized during multiple
collisions, we are not aware of additional rate constant measurements from electrolysis of
nanostructures.

The kinetic model provides measurements of agglomerate size that are consistent with our
transport modeling of colloidal ZnO, once we account for the effect of migration. Migration is
important in single entity measurements on colloidal suspensions, in contrast to experiments in
solutions that are usually limited by diffusion.!" 2 The effect of migration in NP detection has been
the object of study?® and applications that rely on migration have been developed, including the
ultra-sensitive analysis of solution,?%@ the imaging of NPsl?%¢ 26kl gnd positioning NPs on a
substrate for the electrochemical study or catalytic?®?! properties. Here, we demonstrate that the
mass transport of unsupported solutions favors the detection of ZnO NPs. We study the effect of
migration in the stochastic detection of ZnO NPs of ca. 10 nm in diameter, and the interactions of
the NPs with the electrolyte complicates the expected effect of a low concentration (1 mM) of salt.

Theoretical Model

We consider two stages of the ZnO nano-impact experiments. First, the mass transport of a
particle on the surface of the UME. Second, the electrochemical transient recorded as evidence
of the collision and reduction of ZnO to Zn(Hg). In this study, the potential applied is enough for
the reduction of the zinc from the metal oxide phase, ZnO, to the amalgam-forming deposition
step according to:

Zn''(Zn0) + 2e - Zn(Hg) (1)

We study the reduction of the ZnO NP in a non-aqueous system, acetonitrile because the
potentials needed to reduce the NPs (-2.4 V vs Ag/AgCI(KCI=1M)) are negative of the standard
aqueous system. In these experiments, we reduce Zn?* on a Hg electrode to form the well-known
Zn(Hg) amalgam. The standard potential of reaction is —0.956 V vs. Ag/AgCl in an aqueous
system:[?"]

Zn?* +2e - Zn(Hg) (2)



Thus, the potential applied in the preconcentration step to reduce the Zn?* in ZnO is significantly
more negative than the Zn(Hg) amalgam formal potential, because ZnO is harder to reduce than
Zn?*:

ZnO +2e - Zn(Hg) + 0%~ » Zn(Hg)+ Y™ (3)

Where Y~ denotes a byproduct of the reduction of ZnO with a negative charge to account for the
negative charge in the oxide ion. Here we apply models to determine the rates of reaction (3) to
gain insight into the electrochemical process at the nanometer scale.

1.1 Electrolysis in Stochastic Collisions

We model the ZnO mass transport to predict the expected amount of Zinc reduced. We assume
that every collision results in the reduction of ZnO entities as in eq. (2). The collision frequency,
fo, will be given by the total flux, jr, times the electrode area, A:

fe=JjrA (4)
For a hemispherical Hg UME, eq (4) becomes (5) because of the hemispherical diffusional flux:
fp.po = 2nDypCppTwe ()

Assuming that every collision results in the electrolysis of the ZnO NP and its agglomerates, the
total charge recovered in the anodic stripping voltammetry will be given by the product of the
frequency of collisions, fp p, times the number of mol of electrons per NP, nyp:

Q = isst = nypFfppt = nypFt(2nDyNpCrpTwE) (6)

Where iss is the steady-state current, Dyp is the particle diffusion coefficient, Cyp is the NP bulk
concentration and ry, is the radius of the Hg hemisphere electrode, t is the time, F is Faraday’s
constant. We demonstrate that the stripping of Zn can be quantitatively accounted for when
migration is considered. For ionic solutions, the steady-state current increases in unsupported
systems because the migration contribution becomes significant with respect to the diffusion rate.
Oldham®?® and Amatore!?® studied the effect of migration on UMEs on weakly supported solutions.
B9 Here we use the expression of Amatore® as used by White et al.® For the simplest case,
the steady-state current (iss) of an unsupported solution will increase the diffusion current (ip) by
a factor km. When n = z, eq. (7),

lss/l_D =ky,=1+|n| (7)
For every other case, eq. (8) applies:

iy = o = 2 {1+ A 1D ) In (1~ ) ©

where the sign in eq. (8) is negative for n > z and positive for n < z. Thus, by multiplying the
expected diffusional current by the factor k,, we can calculate the expected total current,
accounting for migration.



1.2Electrolysis Current Transients

We model charge transfer transients during nano-impact events that result in electrolysis of single
entities. We address the electrolysis of individual ZnO agglomerates at the Hg interface using a
model first proposed for the electrolysis of Ag NPs. 2 321 First, the model implies entity/electrode
contact or a distance within tunneling from the interface. Second, the reaction is irreversible; this
assumption applies here because the ZnO reduction yields an amalgam at high overpotentials so
metal atoms in ZnO are incorporated into the mercury working electrode. Lastly, the model
assumes that the process is kinetically-limited, that is, that the kinetics of ZnO reduction limit the
rate of reduction and not mass transport. We base this analysis on the shapes of the models
derived by Katelhon et al.,??, Here, we rederived the model using different experimental
constants, adapting the nomenclature used previously.?? The limiting rate j;;n, xin Of the species
being electrolyzed eq. (9) is proportional to the projected area of the particle because the entity
has to be within tunneling distance of the electrode surface. *2

Jimkin = kCHo 9)

The details of the kinetic model derivation are in the Sl (section S7), and the final equation is:
. k kr 12
i(t) = nFr (é) [ro— Lt ] (10)

Where rp is the initial radius of the NP being reduced, and Vn is the crystallographic density. We
obtain the value of Vi, from the crystallographic data of ZnO because (the unit cell of the in-lab
synthesized NPs used in this work corresponds to zincite, see Figure S1 and S3).

2. Experimental Section

We previously reported the detailed procedure to electrolyze ZnO NPs.® Briefly, a Hg
ultramicroelectrode (working electrode, see Supporting Information, SlI, section S3), Pt wire
counter electrode and a reference electrode of Ag/AgCI (KCI = 1M) inside a fritted glass double
junction were used in a standard three-electrode cell configuration. All electrodes were dipped in
purified CH3CN, and Ar was bubbled through the solution for 15 minutes to purge O in solution.
CH3CN was purified to remove traces of metal ions.!?* Then ZnO NPs (SI, section S2 for synthesis
method) with zincite phase (Sl, section S4 for characterization) were injected and purged with Ar
was continued for another 5 minutes. The Hg ultramicroelectrode was inserted into the system
after making an Ar blanket on top of the solution. ZnO was reduced at a fixed potential of -2.4 V
vs Ag/AgCI(KCI=1M)//CH3CN// to form Zn(Hg) for 1800 s. Immediately after the collision
experiment, linear sweep voltammetry was carried out in anodic direction to oxidize any reduced
Zn(Hg) into Zn?', i.e., to strip cations of zinc back into the solution. In the graphs shown here,
cathodic currents are positive



3. Results and Discussion

The experimental data for the reduction of the ZnO NPs of ca. 10 nm diameter at different
concentrations is described in Figure 1. The current trace data for the reduction of ZnO NPs
shows discrete changes as well as spikes. To determine the frequency of collisions and the
stochastic models in this part of the work, we are interested in the accumulation of Zn(Hg) over
long periods of time (1800 s, 32 ms sampling interval). Figure 1 also shows the control experiment
for CHsCN blank (without NPs) under the same experimental conditions. Therefore, the transients
observed are the result of ZnO NPs collisions at the different concentrations of 5 nM, 10 nM, 20
nM, 40 nM, 60 nM, and 80 nM. For this experiment, the reduction was carried out at -2.4 V with
respect to Ag/AgCl. Both systems where tested unsupported (Figure 1a), without supporting
electrolyte, and supported (Figure 1b), with 1 mM of tetra-n-butylammonium perchlorate, TBAP.
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Figure 1. Current vs. time curve for the reduction of ZnO NP, ca. 10 nm in diameter at different
concentrations, where the blank is acetonitrile, neat or with TBAP, for comparison. (a)
Unsupported colloid, and (b) supported with 1 mM of TBAP. Eapp= 2.4 V vs. Ag/AgCl.

The shape of the current vs. time response is used to interpret the nature of the NP interactions
with the working UME. It is interesting to note that the data in Figure 1a and (b), although low
resolution, display two types of phenomena, step-wise incremental response and blips or



spikes, in the current density. Previous reports assigned spikes or “blips” in the current vs. time
response when the particles do not attach to the electrode surface,®® or in the use of Hg
indicating electrodes, the detection of Pt NPs under electrocatalytic amplification results in blips
because the Pt dissolves into the Hg.l*®! Therefore, we interpret the results in Figure 1(a) and (b)
as the transient response of the reduction of ZnO, and the larger currents are the result of larger
aggregates or the simultaneous reduction of several smaller single entities on the Hg surface.
The currents of the cathodic spikes correspond to several thousands of ZnO NPs based on the
charge it would take to reduce a single 10 nm NP (6.95 x10-'° C, vide supra) with the response
in these spikes being in the 10-° C range. For the step-wise increase, we propose that are due
to the change of properties of the Hg interface once partially reduced ZnO and the Zn from the
reduction process accumulate at the interface because, in the short time scale experiments
described in detail below, we observed spikes and not steps. Thus, in the longer-time study, the
reducing interface is modified by the step-wise increments in the /-t transient into Zn(Hg), which
is consistent with electrocatalytic reactions giving rise to the step-wise response.?® This result is
less noticeable in the supported system (Figure 2c) because the anodic sweep voltammetry
shows less amount of collisions when increasing the concentration of ZnO entities; because of
the lower collision rate, and lower electrolysis events, there is less of a change on the Hg
surface. Also, the low frequency of these cathodic events (Table 1) is not consistent with the
amount of accumulated Zn during the reduction process in the long-time experiments (1800 s).
As we will discuss below, the sampling rate of 32 ms per data point, is not fast enough to
resolve all of the events because most happen within 100 ms. Therefore, the Zn?* stripping
gives the expected total charge from the collisions even when the instrumentation cannot
resolve all the discrete reduction events. Beside instrumentation effects, the observed collision
frequency could be due to other complications (agglomeration, skewed Brownian motion, colloid
stability), but because of the amount of accumulated Zn correlates with the migration model it
follows that the differences observed here are due to the lower sampling rate and not having
enough S/N to resolve the Hg/ZnO collisions. Thus, we increased the sampling rate to improve
signal resolution, and we discuss the results below. Table 1. Frequency of reductive transients
for unsupported and supported ZnO suspensions and theoretical value of collision per second.
The instrumentation sampling rate and S/N limit the number of observed collision frequencies
(see text for details)

Observed reduction events observed in Figure 1 Expected
Figure 1 a) Figure 1b.40nMZnO o . 5)
40 nM ZnO, with 1 mM TBAP &
unsupported

382 205 9 x 10°

Figure 2(a), (b) and (e) show the detail of a 40 nM ZnO colloid i-t transients where the spikes
while Figure 2(c) shows the stripping of Zn?* during a potential scan in the positive direction. We
use the Zn?* redissolution peak to determine the amount of reduced ZnO. Figure 2e shows the
details of the i-t transient. Note that these data set have lower resolution, and therefore, we
provide higher resolution studies below by sampling at higher rates. In the faster sampling rates,
the effect of the instrumentation delay is the main factor that limits the shape of the response. For
the supported system, we did not obtain a linearly increasing calibration curve, so we focused our
analysis on the unsupported system. The concentration dependence studies confirm the stripping
peaks around -1.5 V are due to the oxidation of Zn(Hg). ! The stripping voltammogram is
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obtained immediately after the preconcentration step of 40 nM ZnO colloids for a time of 1800 s.
Figure 2(a) and (b) show a zoom-in of the spikes in the i-t transients for the unsupported and
supported suspensions, respectively. The observed current for the spikes of the unsupported
colloid are larger than those observed in the supported system (compare scale in Figure 2(a) and
(b)). These collisions are assigned to smaller agglomerates since the large ones will precipitate
based on the stability of the colloid, see Sl (section S5), and Table 2 for zeta potentials.
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Figure 2. Current transients for a ZnO suspension at Eap= —2.4 V vs. Ag/AgCI. (a) Detail of the
unsupported system, and (b) supported (1 mM TBAP). (c) Linear sweep voltammetry curve of the
two systems (——, black unsupported, —— red, + 1mM TBAP) and the blank (——, blue). (d) TEM
image of ZnO entities with an average diameter of 60 nm scale. (e) Detailed i-t transients of the
supported data in (b). Note the breaks of the x-scale.

Figure 3 shows the charge for the Zn?* re-dissolution in the anodic scan at different concentrations
of ZnO. The graph shows the results for unsupported suspensions (Figure 3a) and models of
diffusion and migration. Figure 3(b) is the comparison of the supported (1 mM TBAP) and
unsupported ZnO suspensions. The addition of TBAP results in a non-linear calibration curve that
decreases the charge at higher concentrations and that would not be useful for analytical
applications. Interestingly, the use of unsupported NPs yields a linear calibration curve.
Furthermore, these results are consistent with the low frequency of collisions observed for this
system (Table 1), compared to the supported system. We interpret these differences as the
results of greater agglomerationthat increases with the concentration of ZnO. This is an
unexpected result because solutions with small concentrations of electrolyte (e.g., 1 mM) like the
one used in this work, normally stabilize colloidal systems. ®”) To investigate these effects we
performed DLS studies of the two NPs suspensions (see Sl, section S5). Figure S4 shows the
characterization by DLS for two different cases of NP suspensions, (black) without supporting
electrolyte and (red) with the addition of 1 mM TBAP.



Note that this theoretical treatment in equations (7-8) assumes that the total current will be a
constant factor of the diffusional component, k. Based on the results of Figure 3, this assumption
holds for the unsupported suspension, but the addition of electrolyte changes the colloidal
behavior completely. There are several assumptions built into the model. Most significantly,
equations (7-8), were derived under the assumption that electroneutrality is conserved during the
electrolysis, an assumption that does not hold here at low concentrations when impurities in
CH3CN and colloidal properties limit the transport of NPs by migration. The model in equation (6)
yields the line in Figure 3 based on diffusion ( , yellow line) in Figure 3(a). The line is
calculated based on the measurements of diffusion coefficients obtained by DLS (SlI, section S5).
We note that the diffusion coefficients, and therefore, the model correspond to agglomerates that
are larger in diameter than the values expected for a ca. 10 nm diameter NP. Interestingly, the
number of NPs/agglomerate will cancel out of equation (6) if the number of NPs per agglomerate
is constant because it will divide the Cyp and multiply the nyp value (details in the Sl, section S6).
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Figure 3. Charge of Zn(Hg) stripping peak as a function of ZnO NP concentration. (a) in the
absence of supporting electrolyte and (b) with 1 mM TBAP. The lines in (a) show the linear
regression (——, red), the experimental data (e), the expected response based on the diffusion
model ( , yellow) and the migration model ( , blue). The lines in (b) show the experimental
data for unsupported (——, purple) and supported 1 mM TBAP (——, blue).

We were able to observe by TEM agglomerates (Figure 2d) that agree with the 52 nm diameter
entity detected by DLS. To account for the differences in mass transport, we measured the NPs
zeta potential, mobility and diffusion coefficients. Table 2 summarizes the NP properties and
includes transport properties for the supporting electrolyte in CHzCN for the TBA* and CIO4 ions
from ref B8, Based on the properties in Table 2 and the data in Figure S4, we now discuss the
transport properties and the expected slopes for the calibration curve of charge vs. NP
concentration (see below). Figure S6 (SI) shows a calibration curve for three different ZnO
batches; these different batches result in wide variabilities on the analytical signal due to the
significant differences in the colloidal properties (note the error bars). Although the experiments
follow the same trend, the variability is high) However, the data in this paper contains
experiments conducted with the same ZnO batch yield consistent results. The migration model
and the kinetic studies of ZnO electrolysis yield charges within 30% based on the DLS size
applied to the migration model, and the integration of the fast reduction transient.



Table 2. Transport parameters for the colloidal suspension in this work.

Parameter 40 nM ZnO 40 nM ZnO with1 mM Bu,N* @ clo; @
unsupported TBAP

Diffusion Coefficient [5.60 +0.03] x10® [1.91 +0.03] x 108

(D) [em? s

Mobility (i) [2.56 + 0.03] x 10* —[4.40 + 0.06] x 10°® 6.38 x 10~ 1.073 x 1073

[cm? V' s

Zeta potential 12.7+0.2 -22+03

[mV]

Absolute Charge 117.41 - 59.79

[C]

(@) BusN* and ClO4 data are form reference !

The migration behavior described above is also consistent with the data in Table 2. The zeta
potential for the unsupported suspension is positive which indicates that the NPs will migrate
towards the cathode. Upon addition of electrolyte, the NPs produce larger agglomerates (Figure
S4), and interestingly, the zeta potential becomes negative and small in magnitude, which
corresponds to the relatively low stability of the colloid (Figure S5). Therefore, based on the
observations described above, we can apply the “balance sheet” approach®* to the NP migration
for 40 nM NP concentration in the situations without electrolyte and with 1 mM TBAP, using the
data in Table 1 and with the calculations of transference numbers, £;,:

_ lzlewy

i 11
T TilzilCiy an

Where u; is the mobility of the charged species, and all other symbols have their usual meaning.
We note that this approach has been applied to metal NPs before; °! and we take the basis set
of a single ZnO agglomerate of ca. 52 nm reduction which will require 6x108 electrons, shown in
Figure 4. For the unsupported case depicted in scheme (a), mass transport limits NP reduction,
with the rate of migration being the main contributor to the total flux at potentials more negative
than -2.4 V vs. Ag/AgCI. Initially, the migration is limited by trace impurities that can balance the
movement of the positive particles towards the UME (cathode). As the electrolysis progresses,
charged byproducts aid in the transport and help maintain electroneutrality near the electrode
surface. This is consistent with our experimental observation that the reduction current tends to
increase at longer electrolysis times (Figure 1a), since we find larger spikes and current steps at
long experimental times.
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Figure 4. Balance sheets for ZnO NPs colloids (a) unsupported and (b)supported 1 mM TBAP.

The addition of electrolyte increases the size of agglomerates and reverses their charge, as
evident on the change on zeta potential sign (Figure S5). We explain the change to a negative
zeta potential by the preferential adsorption of Cl0, at the NP surface that modifies the original
charge at ZnO interface. Figure 4b shows the balance sheet for this case that is unfavorable for
the reduction of a negatively charged ZnO agglomerate. The positive charge causes the
agglomerate to migrate away from the working electrode and therefore, the NPs must diffuse back
to the electrode. A -2 mV zeta potential is not consistent with a stable colloid for the weakly
supported colloid, on the other hand, for the unsupported colloid we observed + 13 mV of zeta
potential, which is consistent with colloidal stability. The results of the supported case, which has
a lower negative —2 mV zeta potential give a nonlinear calibration curve that decreases the
stripping charge at higher ZnO concentration. This is consistent with the lower stability of the
colloid that increases the agglomerate concentration with higher ZnO concentration. The higher
agglomerate concentration, in turn, gives a lower collision frequency that results from the lower
diffusion coefficient of the agglomerates. The DLS data, including mobility measurements, and
the concentration dependence of the stripping of Zn(Hg) from the ZnO NPs This also explains
why the amount of NPs electrolyzed is larger in the unsupported case (Figure 3a) and adding
electrolyte decreases the charge (Figure 3b). Alsoln addition, the stability of the colloid isf a
function of the absolute value of the zeta potential; thus, agglomerates are likely to precipitate in
this weakly supported colloid.

High-resolution current transients. \We measured current transients to study the details of the
collisions in terms of the nano-impact electrolysis model.?’?l To avoid complications from
supporting electrolyte adsorption discussed above, we performed high-resolution experiments in
unsupported suspensions. Figure 5 shows the high-resolution data of a single element response
for two independent experiments; for (a), the sampling rate was 5 kHz and for (b), the sampling
rate was 781 Hz. These higher sampling frequencies allowed us to detect these single entity
reduction events. At low sampling frequencies, such as the ones used in Figure 1, we cannot
detect these faster events because the reduction decays to the baseline within 100 ms. Note that
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the noise in the system at 30 Hz (lower panels of Figure 5a and 5b) cannot be removed using
conventional low-pass filters because it is necessary to sample at a higher frequency rate, > 100
Hz. According to the theory, there should be a rapid increase of current followed by a quadratic
decay of the current to the baseline.[?? The experimental peaks show a relatively slow increase
in current, which to the best of our knowledge, current models cannot adequately describe,
although several reports point out that NPs can collide with an electrode surface multiple times,
and these could be convoluted into the rising part of the peak due to instrumental limitations
(discussed in detail below).?* 49 Because the total reduction charge is consistent with an
agglomerate of it is also possible that during the initial time of the aggregate or agglomerate could
bounce off the Hg surface before making contact or that the agglomerate itself reorganizes before
reaching a kinetically limited reduction rate. The details of these interactions will be the object of
future investigation. Additionally, after the current reaches its maximum, the decay fits the
quadratic eq (10) well, with R? > 0.99. Figure 5a) and b) show the quadratic fitting of two high-
resolution collisions to the expanded quadratic model from equation 12;

i_(nFT[){kf[ ] _( ) 0t+(f)[]} (12)

Interestingly, the coefficient in the quadratic term in eq. (12), depends on the kinetic constant, k:,
and, the molar volume or crystallographic density, 1;,,, which is available from crystallographic
tables, for ZnO, Vi = 11.805 cm3/mol “'I. The time-independent term and the linear term in eq.
(12), give the radius of the entity and we present these values in Table 3 for three independently
measured collisions. In summary, we determine k: from the quadratic term and we use the other
terms to check for consistency (r, in Table 3). Using a quadratic fit to the experimental data yields
values a coefficient with an experimental error of 10%. The error propagation of the fitting error
estimates the error in the rate constant, sk, as discussed in the S| (section S8). Table 3 shows the
results of ksobtained for the two peaks in Figure 5 and one additional peak (data not shown); the
values of and sy indicate the precision of the rate constant measurement.
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Figure 5. ZnO NPs electrolysis spike in high resolution transients.

Integration of the spike gives the electrolysis charge, Q; and assuming a perfect sphere being
electrolyzed, we solved for rq. Overall, the integration is consistent with the reduction transient
being due to agglomerates. One of the possible reasons is the sensitivity of the potentiostat used
for these measurements because the amount of charge for a single NP reduction would be 6.95
x 107" C. If the NP was reduced within 1 ms (the fastest we measured), the reduction current
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would be in the order of 1071 A, smaller than our current limit of picoamperes. However, the
integrated charge of the transients, ro measured from Q,, is in good agreement with the
electrolysis model ro. The charges measured are consistent with the charge for an
agglomerate of 52 nm diameter from DLS, which is expected in the order of 9.8 x10-* C. In
turn, these results are consistent with the mass transport studies described above and
provide additional confidence on the validity of the model used here.

Table 3. Electrolysis spike parameters at high-resolution transients. For a single ZnO NP, the
expected charge is 6.96 x107"° C.

Sample
a)
Trial Interval, Q,C Te ro, M k; cmisd
ms nm
1 (Fig 5a) 0.20 8.55x10™"®  24.85 17.53 [2.4 £ 0.1]x10*
2 (Fig 5b) 1.28 1.25x10°"2  28.17 40.63 [1.7 £ 0.1]x10*
3 (not 512
. 1.21x107"2  27.87 23.48 [2.1 £0.1]x107*
shown)

a) Calculated with the electrolysis charge
b) Error estimated from the error propagation of the fitting.

Instrumentation effects. Because the time scale of the reduction is within 100 ms, we discuss the
instrumentation response time and its effect on the shape of the decay®???> 421 and present a
method to compensate for the instrumentation effect when determining the rate constant. We
measured the time constant of our data acquisition by using a 10 MQ resistor and the same
sampling, sensitivity (1 nA/V) and filtering conditions (150 kHz) as in the collision experiments.
We applied a potential step to the resistor and we fitted the response to the step function (more
details in ref ['°]):

s(t) = k[1 —exp (=fot)] (13)

s(t) is the normalized repose to the step function, and k and f; depend on the overall gain of the
potentiostat. From fitting to the experimental data, fo = 352 Hz, which is the potentiostat cutoff
frequency modeled with a low-pass RC filter, where t = 1/fy = RC. The value for the time constant
of the potentiostat control is 1 ~ 3 ms, and we investigated the effect of instrumentation on
reduction events that are in the timescale of < 100 ms. Note that f, = 352 Hz for the potentiostat
amplification, corresponding to the rise time, is much smaller than the active analog filter of the
potentiostat (a Bessel filter with f, = 150 kHz), so we consider that the response is limited by the
potentiostat rise time. Kanokkanchana et al.”* proposed that for accurate peak height
measurement, the filtering time constant should be at least 5 — 10 times smaller than the pulse
width. The ZnO reduction process here is in the order of 100 ms, and the 3 ms time constant of
the potentiostat is within the recommended limits (10 — 20 ms).[?®! Overall, the potentiostat is fast
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enough to measure accurately the peak height but we need to discuss the filtering effect of the
potentiostat time constant on the shape of the decay. We modeled the effect using a digital
approach based on the Fourier transform of an RC filter, Y(w), similar to a previously reported,?
with the same time intervals of the data. Figure 6 shows the analysis of the fast reduction peak in
Figure 5a, where Y(t) is the output of the simulated RC filter with t = 2.84 ms. Figure 6a shows
the data and the fit to a model that includes the filter effect, Y(t). For comparison, Figure 6b shows
the theoretical response, assuming no filtering effects, and the result of filtering with fo = 357 Hz
that accounts for the rise time of the potentiostat; as expected the filtering effect is more
pronounced at lower times, but the shape of the decay still follows the quadratic decay. A
regression of the model including the filter fits the quadratic equation (R? = 0.9981) but yields k
that is significantly different from the raw data fit. Fitting the experimental data we obtained ki =
(2.4 + 0.1) x 10 cm/s, while considering the filtering contributions, ks = (1.8 + 0.1) x 10~ cm/s,
consistent with the expectation that the filtering effect of the potentiostat yields an apparently
slower rate constant.?®*@ The error bars from the error propagation of the fit to the raw data, where
o = 10% for the quadratic term. This correction of k: is consistent with the expectation that the
relatively slow potentiostat response results in an smaller value of k. The inset in Figure 6a shows
the analysis of ks = 2 x 10* cm/s within 5c for the fitting, that is ks=1 x 10%,2 x 10*and 3 x 10
cm/s, to illustrate the sensitivity of the fitting to a model including the filtering effect. These k:
values fit the experimental results in Figure 6a, although the extreme values will fit better the initial
or final parts of the decay. Therefore, we propose ki = (2 + 1) x 10~* cm/s for the reduction of ZnO
under these conditions (E = -2.6 V vs NHE in CH3CN).
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Figure 6. Electrolysis current transient in Figure 5a, with the effect of instrumentation
delay simulated as an RC low pass filter, Y(t). (a) electrolysis data (——, black) and
model for kr = 2 x 10~* including the filtering effect (——, red). The inset shows the

results for kr = 2 x 10~* + 5. (b) Comparison of the model in eq (10) without filtering
effects (——, green) and the effect of the RC low-pass filtering, Y(t) on the quadratic
model (——, red). All filtering was done with t = RC =2.84 s

4. Conclusion

We demonstrate that the models for ionic migration and diffusion are satisfactory in predicting the
mass transport of ZnO NPs and their agglomerates when the agglomerate size is constant over
the concentration range studied. This explains why the electrochemical reduction of ZnO
nanoparticles (NPs) on a Hg UME becomes more sensitive under conditions that favor the
migration contribution. Although diffusion is an important contributor to the overall transport,
controlling migration has the largest effect on NPs detection. Initially, migration to the UME is
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limited because in the absence of supporting electrolyte, trace impurities in the solvent limit the
migration of NPs. As the ZnO NP electrolysis progresses, the byproducts introduce ionic species,
increasing the migration rate and in turn, making ZnO detection more favorable. Overall, lower
detection limits for the experiments performed in the absence of supporting electrolyte are
achieved when compared to weakly supported solutions. Addition of supporting electrolyte,1 mM
TBAP, has the effect of reversing the agglomerate charge and causing migration away from the
working electrode. The diffusion coefficient also decreases because larger aggregates are formed
at higher concentration and these effects combine to give a calibration curve with a negative and
variable slope. For unsupported systems, we investigated the details of single entities collisions
at high sampling rates to resolve the current transient for the reduction of a single agglomerate.
The decay fits the quadratic dependence of the model of Katelhén et al. for the destructive
electrolysis nano-impacts. 22 The transients indicate that the reduction of a single agglomerate
happens within 100 ms, which is close to the limit of the potentiostat rise time with the trans-
impedance needed for current measurements in the order of picoampers. The analysis of the
spike yielded the kinetic constant for the electrolysis process of ZnO entities. However, to
determine the rate constant at these relatively fast rates, we had to take into account the
instrumentation effects. The potentiostat was modeled with as an RC circuit to simulate the
reduction data for ZnO agglomerates on a Hg UME, and we propose the rate constant for the
process is ki = (2 + 1) x 10 cm/s. Overall, the model for destructive electrolysis yields
agglomerate sizes that are consistent with the mass-transport analysis and with the sizes
obtained from the TEM and DLS measurements. The rate constant obtained for ZnO reduction is
significantly smaller than the Ag oxidation constant (ca. 5 cm/s) from stochastic measurements, 24
and from bulk Ag measurements (ca. 0.3 cm/s).?* 43 This large difference in electron transfer
kinetic constants could be because the reduction of Zn?* in ZnO would be a two-electron process
limited by the rate-determining step in the reduction mechanism that includes chemical steps. For
example, it is possible that the mechanism will be EC or ECE, however, further studies are
necessary to account for the significant rearrangement of the Zn?* environment from the solid-
state to the Zn(Hg) amalgam, and study the mechanism in detail. For example, it is of interest to
our group to investigate the electron transport through the agglomerate and its effect on the
reduction kinetics, and these issues will be object of future investigation.
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