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Abstract—With the fast advances in Internet technologies, social networks have become a major platform for social interaction,
lifestyle demonstration, and message dissemination. Effective community detection in social networks helps to assess public
sentiment, identify community leaders, and produce personalized recommendation. While different community detection approaches
have been proposed in the literature, the trust model based detection schemes model user interactions as trust transfer, which helps to
capture the implicit relation in the network. Unfortunately, trust model based detection schemes face a cold start problem, i.e., they
cannot accurately model newly joined users as these users have few interactions for a duration after joining the network. In this paper,
we propose TLCDA, a novel trust model based community detection algorithm. By enhancing the traditional trust computation with
inter-node relation strength and similarity in social networks, TLCDA detects communities through coarse-grained K-Mediods
clustering. Our evaluation on real social networks shows that the communities detected by TLCDA exhibit superior preference

cohesion while satisfying the topology cohesion.

Index Terms—Community detection, social network, trust, coarse cluster

1 INTRODUCTION

WITH the fast advances in Internet technologies, social
networks have become a major platform for social
interaction, lifestyle demonstration, and message dissemina-
tion. Effective community detection reveals not only the
behaviors of individuals but also their relationship in the net-
work. By exposing the hidden structures in the network, com-
munity detection enables the analysis of their functionalities
as well as the interactions with individuals, which support
better assessment of public sentiment, identification of com-
munity leaders [1]. In addition, effective community detection
helps to deliver advertisements precisely to potential clients,
construct reliable E-business recommendation systems, and
customize the results from searching engines [2].

The traditional community detection algorithms can be
divided into three types.

e Node-link-based algorithms [3], [4], [5], [6], [7], [8],
[9], [10]. By extracting nodes and links in the net-
work, such algorithms convert community detection
problem to graph problem. These algorithms ignore
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the contents and other characteristics of the nodes in
the network.

e Node-content-based algorithms [11], [12], [13], [14],
[15]. By studying the node contents as well as their
other characteristics, such algorithms convert com-
munity detection problem to node clustering prob-
lem. The network topology is often ignored in these
algorithms.

e Hybrid algorithms [16], [17]. These algorithms detect
communities in a network twice based on the net-
work topology and on the node contents, respec-
tively. The final communities, merged from the ones
detected in two steps, are both topology and content
cohesive. Given these algorithms execute the detec-
tion twice, they often exhibit low performance for
large networks.

Intuitively, the explicit connections among the users in a
social network are due to the common or similar social activi-
ties that these users attend while the implicit connections are
due to overlapped neighbors as well as similar shopping
records, browsing history, and trusted users. In a social net-
work that has large number of similar services, users are
more likely to accept the suggestions and recommendations
from their trusted users. To characterize the user relationship
in social networks, researchers have started to adopt the trust
model to weigh the importance of individual users and the
strength of the connections. Evaluating trust transfer helps to
model social connections and to describe their semantics,
which can greatly improve the analysis accuracy of social net-
works [18], [19].

However, trust model based detection schemes, like
other detection algorithms, face the cold start problem when
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modelling the trust in social networks, i.e., a new user often
has few interactions with existing users for a duration after
joining a social network. To solve this problem, Deng et al.
[20] proposed a personalized recommendation algorithm
that exploits diffusion process to integrate the networks of
friends and user-product relations. Barjasteh et al. [21] pro-
posed a matrix completion based approach to simultaneously
exploit the similarity information among users and items to
alleviate the cold-start problem. In existing trust-based mod-
els, the relation-strength and similarity between users are not
exploited as the basis for model construction, leading to less
accurate trust estimation with few dynamic interactions.

In this paper, we propose TLCDA, a novel trust model
based community detection algorithm for detecting overlap-
ping communities in social networks. TLVDA enhances tra-
ditional trust model with inter-node relation strength and
similarity and then detects communities through coarse-
grained K-Mediods clustering.

We summarize our main contributions as follows.

e We design TLCDA, a trust-based local overlapping
community detection algorithm, that abstracts social
network as data field, exploits trust potential to
evaluate the local impact among nodes (i.e., users in
the social networks), and then adopts the coarse-
grained K-Medoids clustering to detect overlapped
communities.

e We propose a trust evaluation model based on node
similarity as well as their connections. We integrate
the two types of trust and adjust the weights dynam-
ically to mitigate the cold-start problem.

e Weimplement TLCDA with data extracted from real
websites and compare it with the state-of-the-art
community detection algorithms. Our results show
that the communities detected by TLCDA exhibit
superior preference cohesion while satisfying the
topology cohesion.

In the rest of the paper, we briefly discuss the related
work in Section 2. We present the trust model in Section 3
and elaborate the TLCDA algorithm in Section 4. We ana-
lyze the experiment results in Section 5 and conclude the
paper in Section 6.

2 RELATED WORK

2.1 Community Detection

Community detection for social networks has been exten-
sively investigated in recent years. The detection algorithms
can be divided into three types: node-link (network topol-
ogy)-based community detection algorithms, node-content-
based community detection algorithms and hybrid commu-
nity detection algorithms.

The node-link-based community detection algorithms are
the most widely adopted algorithms. In 1970, based on graph
cut theory, Kernighan and Lin proposed the Kernighan-Lin
(KL) algorithm [3], which identifies the community divisions
through iterative decomposition of network sub-graphs for
optimal gain function. In 2002, Girvan and Newman pro-
posed the betweenness-based Girvan-Newman (GN) algo-
rithm [4], which identifies the optimal network community
division via iterative deletion of links with maximum
betweenness. In 2004, Newman and Girvan proposed the con-
cept of modularity [5] and designed the fast-Newman algo-
rithm. In 2005, Guimera et al. proposed a simulation-
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degradation-based genetic algorithm (GA) algorithm [7],
which exploits GA algorithm for identifying a global optimal
solution. Subsequently, many researchers optimized the mod-
ularity function and proposed different algorithms for
weighted network community detection, directed network
community detection and overlapping community detection
[22], [23], [24]. In general, node-link-based community detec-
tion algorithms do not consider node attributes and other fea-
tures in a social network.

Node-content-based community detection algorithms
extract node attributes, compute attribute similarity and dis-
cover network community based on node clustering. In 1999,
Kleinberg et al. proposed a content-similarity-based webpage
clustering algorithm named Hyperlink-Induced Topic Search
(HITS) [11]. In 2004, based on latent Dirichlet allocation
(LDA) research, Syeyvers et al. proposed an author-topic
(AT) model [13] to identify relations among users, docu-
ments, subjects and keywords in a network. In 2007, based on
the send-receive relation, McCallum et al. proposed the
author-recipient-topic (ART) model to identify users with
similar interests [14]. In 2010, Fang et al. [25] developed an
active-learning privacy wizard that constructs a machine
learning classifier to build privacy-preference models. In
2016, Misra et al. [26] proposed to analyze profile attributes
and found that it is sufficient to calculate user similarity with
a pair of profile attributes. The user similarity calculated by
this method can also be utilized in the community detection
area. Although node-content-based community detection
algorithms consider network node attributes, they do not
exploit important link topology information.

To address the deficiencies of the preceding two types of
algorithms, hybrid community detection algorithms were
proposed to take both nodes/links and content information
into consideration. In 2010, Yan et al. [16] obtained a network
community with similar interest patterns via content-based
clustering and employed link information to expand
obtained community topology. In 2012, Zhang et al. [17] per-
formed link-based network community division and content-
based similarity clustering via a non-negative matrix factori-
zation (NMF) method and AT model to obtain comprehen-
sive network community division. Leskovec et al. [27]
defined a novel machine learning task for identifying social
circles, which used not only the set of edges of social net-
works but also properties or traits of nodes to discover users’
communities. These type of algorithms maintain network
topology and detect network community with potential inter-
est patterns. Since these algorithms execute the detection
twice, they exhibit low performance for large networks.

2.2 Trust Modeling

Social networks contain explicit relations among users and
implicit relations that are manifested in similar requirements
for cloud services, similar spending or browsing records,
shared neighbor networks, and similar trust preferences. In
2009, Gilbert et al. [28] presented a predictive model that
maps social media data to tie strength and then computes the
relation-strength using a linear combination of the predictive
variables and terms for dimension interactions and network
structure. In 2014, Fogus et al. [29] presented a BFF tool that
automates the elicitation of tie strength and user communities
to a large extent. In general, trust is a subjective feeling that is
shared by users in a specific context and has been used to indi-
cate the strength of user relationship. To analyze the patterns
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of user social relations in a social network, scholars measured
user relation attributes such as individual weight, relation
strength and probability distribution via trust and construct
social network relation model and semantic description via
trust transfer and trust evolution, which are practically useful
for improving the accuracy in social network analysis.

The trust in social networks can be modeled using either a
static trust model or a dynamic one. Golbeck et al. [30] sum-
marized the relation between trust and user similarity in a
social network, which laid the foundation for studying ser-
vice recommendation in social networks. Bhuiyan et al. [31]
showed that a higher level of preference similarity between
two nodes in a social network indicates a higher level of inter-
node trust, which can be exploited to calculate direct trust
between two adjacent nodes and recommendation trust
between two non-adjacent nodes. By leveraging the inter-
node trust model in peer-to-peer (P2P) networks, researchers
proposed feedback-based dynamic trust computational mod-
els to study the dynamics in social networks, e.g., the Eigen-
Trust model [24] and the PeerTrust model [32].

Dynamic trust models, while performing better than static
ones for stable networks, face the “cold start” problem when
modelling the trust in social networks. To address this prob-
lem, Deng et al. [20] proposed a personalized recommenda-
tion algorithm that exploits diffusion process to integrate the
networks of friends and user-product relations. Barjasteh
et al. [21] proposed a matrix completion based approach to
simultaneously exploit the similarity information among
users and items to alleviate the cold-start problem.
Chen et al. [33] proposed a cold start recommendation met-
hod that integrates a user model with trust and distrust net-
works to identify trustworthy users and then provide useful
recommendations. Guo et al. [34] proposed a novel trust-
based matrix factorization model TrustSVD for recommenda-
tion. Facing the “cold start”, it considers both the explicit and
the implicit influence of ratings and trust information when
predicting ratings of unknown items. Deng et al. [35] showed
a novel MF method for trust-aware recommendation by
employing a deep learning technique, which exhibits good
performance in solving the cold-start problem. In existing
trust-based models, the relation-strength and similarity
between users are not exploited as the basis for model con-
struction, leading to less accurate trust estimation with few
dynamic interactions.

3 TRUST RELATION MODELING

3.1 Hybrid Trust Model
In this section, we propose a hybrid trust model to integrate
static and dynamic trust computation. The overall trust
model is based on the node similarity and relation strength
with different weights. In particular, we assign more weights
on inter-node similarity for newly added nodes, and adjust
the weights as node interactions increase such that the feed-
back-based dynamics help to estimate the trust more accu-
rately, which helps to address the code-start problem.
Assume that v and v are two nodes in a social network G,
the trust degree by node u for node v is calculated as

Trust(u,v) = BRTrust(u,v) + (1 — B)STrust(u,v), (1
where RTrust(u,v) and STrust(u,v) represent relation-

strength-based trust and similarity-based trust, respectively,
and g is a weight coefficient.
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3.2 The Relation-Strength-Based Trust
According to sociology and psychology studies, the trust is
often reflected by subject behavior or action [36]. Thus, the
trust relation in a social network is typically represented as
social behaviors, such as active user communication, mes-
sage forwarding or commenting.

Assume that W is the adjacent matrix of a social network
G, W,,=1and W,,,, = 0 indicate whether nodes v and v are
adjacent or not, respectively. The trust relation is defined as

D_RTrust(u,v)
I_RTrust(u,v)

if VVum =1

if Wy, =0, @

RTrust(u,v) = {
where D_RTrust(u, v) and I _RTrust(u, v) are the direct trust
and indirect trust, respectively, of node u versus node v .

Definition 1 (Direct Trust). Given two adjacent nodes wand v in
a social network G, their direct trust can be expressed as follows.

D_RTrust(u,v) = w(u,v)

3
w(u) @
where w(u, v) indicates the relation strength between u and v;
and w(u) is the sum of all relation strengths between node u

and its adjacent nodes. Clearly, we have D_RTrust(u, v) € (0,
1].

Definition 2 (Indirect Trust). Given two non-adjacent nodes
wy and w,, in a social network G, and p = (uy, us, . .., uy,) is one
of the shortest inter-node paths, the indirect trust for the path
can be expressed as follows.

I_RTrusty(u,v)

N 12! D_RTrust(u;, uiy) if dy < dpas )
0  otherwise,

where d,, and d,,,,, represent the length of the shortest inter-
node path and the maximum trust transfer distance in the net-
work, respectively.

If there are more than one shortest paths pi, ..., p:
between nodes u; and w,, the indirect trust can be expressed
as follows.

I_RTrust(u,v) = MAX|_,(I-RTrust,, (u,v)). (5)

Non-adjacent nodes in social networks typically have
indirect connections via intermediate nodes. While indirect
trust may be propagated via intermediate nodes, existing
studies showed that propagating information along a long
path leads to degraded accuracy and integrity [37]. That is,
the indirect trust propagation in a social network often
results in inferior quality and severe loss.

3.3 The Node-Similarity-Based Trust

Recent studies showed that nodes in social networks often
have clear homogeneity, i.e., similar nodes tend to be con-
nected [36], [38]. While existing node similarity measure-
ments for social networks could include many dimensions,
social information and attribute-based similarities have
proven effectiveness in application areas such as social net-
work node relation analysis, community detection and cus-
tomized recommendation. In this paper, we choose social
similarity and attribute similarity to calculate the node simi-
larity-based trust.
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STrust(u,v) = aSTrust_S(u,v)

+ (1 — @)STrust_A(u,v), ©

where STrust_S(u, v) and STrust_A(u, v) represent the social-
similarity-based trust and the attribute-similarity-based
trust between node u and node v, respectively; and « is the
weight.

The inter-node social similarity measures the similarity
among local network topologies for different nodes. Given
two nodes in the network, they tend to have a higher level
of node similarity if they have more overlapped neighbors
[37]. In this paper, we compute social similarity based on
overlapped neighbors.

Definition 3 (Social-Similarity-based Trust). Assume that
N(u) and N(v) are the adjacent node sets of nodes w and v, respec-
tively. The social similarity-based trust is defined as follows.

Ztei\ (w)N(v) ()
\/ZTGV (u) D(t \/ZTEN(U DL

where D(t) represents the degree of node t.

STrust_S(u,v) = ¢)

In addition social similarity, attributes such as age, gen-
der, place of residence and tag play a critical role in charac-
terizing the nodes in a social network. We therefore
integrate these attributes in computing the node similarity.

Definition 4 (Attribute-Similarity-Based Trust). Assume

that v and v are two nodes in a social network, {o,,,m =

., M} are the attributes of a node; and S, (u, v) is the similar-

ity of attribute «,,,. We define the attribute-similarity-based trust
as follows.

M
STrust_A(u,v) = |]¢—[‘ Z S (u,v), (®
m=1

where | M| represents the number of attributes.

Based on the type of information, social network node
attributes are classified into discrete attributes and text attrib-
utes. If «,,, is a discrete attribute, when nodes © and v have the
same attribute values, the attribute similarity S, (u,v) = 1;
otherwise, S,,(u,v) = 0. In a text analysis, the keyword fre-
quency has a direct impact on information discrimination. If
o, is a text attribute, its similarity calculation should consider
the keyword difference. Assume that {k =, k=1, ... K} is the
keyword for attribute «,,, and D;,(k) is the number of nodes
whose attributes contam the keyword k. Then, S,,(u,v) =
Zk 1 Lu(k) x I,(k) WD D . If the attribute of node u con-

tains the keyword £, thenI ( ) = 1; otherwise, I,,(k) = 0.

4 TCLDA: A NoVEL TRUST BASED COMMUNITY
DETECTION ALGORITHM

In this section, we discuss our community detection algo-
rithm TLCDA. We first present an overview and then elabo-
rate the details and analyze the complexity.

4.1 Algorithm Overview

According to data field theory, every data point in data space
is surrounded by an interaction field. An interaction field
potential function describes how the data point state is
affected by other nodes in the data space [39], [40]. Given that
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social networks are microcosms with no dimensions, they
often exhibit strong localized characteristics. In this paper, we
abstract a social network as a short-range data field in which
each data point represents a user while trust manifests as the
interaction with different nodes.

The trust-based local overlapping community detection
algorithm (TLCDA) is proposed based on data field and
coarse clustering theories. It exploits trust potential to
describe the node interactions in local ranges, and detects
overlapping communities via coarse K-medoids clustering.
As shown in Fig. 1, the TLCDA algorithm consists of the fol-
lowing steps.

Step 1: We compute the inter-node trust and then the trust
potential of each node in the network.

Step 2: We identify the network nodes that have high trust
potentials. They are determined as the initial cluster-
ing centers.

Step 3: We then classify the nodes in the network based on
their trust potentials and place the nodes into clus-
tering upper approximation and the clustering lower
approximation sets. TCLDA reselects the clustering
center after computing clustering upper and lower
approximation sets, and repeats classification until
the clustering centers stabilize, which terminates the
coarse K-medoids clustering.

Step 4: We repeatedly merge clusters that have the most sig-
nificant node overlapping.

4.2 Trust Parameters

Before we elaborate the algorithm details, we first define a
number of trust based parameters that are to be used in the
algorithm.

4.2.1 Trust Potential

Given many characteristics exhibit strong locality in social
networks and the inter-node trust decreases as the distance
increases, we adopt the Gaussian potential-function to com-
pute the trust potential, which can objectively measure the
inter-node trust influence and evolution pattern in social
networks.

Definition 5 (Trust Potential). Given a network G(V,E),
node v; € E is randomly selected as a field source. We use
U(v;) = {v1, vs,...,v,} to denote the interaction field centered

around node v;. The trust potential of node v; at node v; is
defined as follows.

Trust(v;, U,-)2> ©)

p(vi7vj) = m’L‘j X ez:p( 202

where m,; represents the intrinsic attributes (characteristics, and
activity) of node vj, and Trust(v;, v;) represents the trust degree
by node v; for the node v;; the node interaction field range is con-
trolled via the parameter o. Studies have shown that the influence
range of a node in Gaussian potential function is approximately
30/v/2 hops [41], where o is determined by the network details.

The trust potential for node v; is expressed as follows.

Trust(vj,v;)°

0;€U(v;)

p(vi) = (10)
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Step 1: Inter-node trust
potential computation

Relation-strength-based
trust calculation
RTrust(u,v)

Social network G

Trust degree
determination Trust(u,v)

Trust potiential
calculation p(v;)

Node-similarity-based
trust calculation
STrust(u,v)

!

Step 2: Cluster centers initialization

Local high-potential
point u searching

Cluster center set creating N(u) ‘

!

: K-m rin,

Cluster upper and lower
approximation sets computing

H Cluster centers reselection N(u) H Node set classification N(v)

A

N Clustering centers™_
stablizing b
Y
A
Clustering overlapping degree .
. i} . ‘g_g
Step 4: Clusters merging repeatedly calculation Over(C;, C)) Clusters mergin

Fig. 1. The overview of proposed TLCDA.

4.2.2 Local High-Potential Node

Trust potential can be explored for detecting communities.
For this purpose, we need to identify local high-potential node
as follows. While a naive clustering algorithm could form a
community from each high-potential node and its neighbors,
the results are often sub-optimal. In this paper, we assign
local high-potential nodes as initial clustering centers, and
then adopt the hill climbing strategy to create an initial clus-
tering center set.

Definition 6 (Local High-Potential Node). Given a net-
work G(V,E), we denote the adjacent nodes of node v as
N(v) = {w,us,...,u,}. Node v is a local high-potential point
if it satisfies p(v) < maz{p(v,u1),p(v, us),...,p(v,uy)}.

4.2.3 Trust Cohesion

Given a cluster that consists of a number of nodes, we com-
pute trust cohesion as follows. In our algorithm, we use
trust cohesion to determine if a cluster is of good structure.

Definition 7 (Trust Cohesion). Given a clustering C; and its
center node u; € Cj, the trust cohesion of C; is defined as

wlowClow + wupcup if Q} a - g # ¢

CT(C'“U,,): Clo’w 1fg¢¢7a_g:¢
Cp ifCi=¢,Ci—Ci#¢
CVlow = Z p(uiavi)
’U{gﬁ
Cwp= Z p(ui, i),
ULEE,*Q

(11)

where Wiy, and w,, represent the weights for the lower approx-
imation set and the upper approximation set, respectively, of
clustering C; and wipy + wyy = 1; and p(u;,v;) is the trust
potential of center node u; on node v;. C; and C; denote the
lower appropriation set and upper appropriation set of cluster
C;, respectively. We will elaborate the computation of these
two sets when discussing the clustering algorithm.

Based on trust cohesion, we may compute a more appro-
priate cluster center as follows.

u; = {uju € C; A CT(Ci,u) = max{CT(C;,x)}}.

zeC;

(12)

4.2.4 Overlapping Clusters

To enable the detection of overlapping communities, we
define cluster overlapping as

Definition 8 (Clustering Overlapping). Given two clusters
C; and Cj, their clustering overlapping degree is defined as follows.

ICiNCjl

Over(C;,C;) = 7min(|6’i|, ik

(13)
where min(|C;|,|C;|) gives the size of the smaller cluster of C;
and C;. When |C; N C;| = ¢, the overlapping between C; and
C; is zero; when C; C C; or C; C C;, Over(C;, Cj) = 1. For
all other cases, Over(C;, C;) is a value in range (0, 1).

4.3 Coarse K-Medoids-Based Node Clustering

In this paper, we adopt coarse K-medoids clustering
approach to detect communities. Intuitively, it exploits local
high-potential nodes to assign initial clustering centers and
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adds non-center nodes to the lower and upper approxima-
tion sets. At the end of each round, it recalculate the center
node based on trust cohesion. The above steps repeat until
the center node of each cluster stabilizes.

Algorithm 1. Detection the Overlapping Community
with Rough K-Mediods Clustering

Input: The set of objects V;
The initial cluster centers U = uy, us, . . . , ug;
The weights of lower approximation set wj;
The weights of upper approximation set w,,
Output : The detected overlapping communities

C=A{C,Cy,....C}
1forv; € Vdo
2 foru; € Vdo
3 Calculate p(v;, u;) using Equation (9);
4  end for
5  p(vi,C) = max{p(u1,v;), p(uz,v;),...,p(ug,v;)}
6 end for
7 while C} is not stable do
8 forv;, € Vdo
9 1) :p(vi,Cl) —p(Ui,Cj)
10 if § < a then
11 v, =C;NC
12 else
13 Vi = Cj
14 end if
15 for C;,Cy € C do
16 ifv; € (C; — C;) N (C; — C,) then
17 p(U,j7C[) :max{p(viva)vp(vi7ct)}
18 p(vi, C;) = min{p(v;, C;), p(vi, Cy) }
19 end if
20 end for
21  end for

22 Update the cluster center u with Equation (12);
23 end while
24 return C;

The pseudo code of the algorithm is shown in Algorithm 1.
In lines (1) through (6), it traverses all nodes and assigns non-
center nodes to the clusters with the highest trust potential. In
lines (8) through (14), for all v; € V, the algorithm computes
its potential difference in C; and Cj, ie.,, §=p(v;,C)) —
p(vi, C)). If § < a, i.e, the potentials of v; in two clusters are
similar, we assign v; to the upper approximation set of the
intersection of C; and C}; otherwise, to the lower approxima-
tion set of C;. In lines (15) through (20), for any clusters
Ci,C; € C, if there exists v; € (C; — C;) N (C, — Cy), i.e., v; is
at the boundary of two clusters, we reassign the node. In line
(22), after classifying all network nodes, we recalculate the
center of each cluster using Equation (12). The algorithm ter-
minates when a set of stable clusters are identified.

4.4 Complexity Analysis

We next analyze the time complexity of Algorithm 1. Given
the network G(V, E), |E| = m, and |V| = n, the trust potential
computation complexity is primarily determined by the node
trust influence range and inter-node trust. When the node
trust influence range is one hop, the trust potential computa-
tion complexity is O(m). When the node trust influence range
is two hops, the trust potential computation complexity is
O(m +n3/7), where 2 < y < 3 [42]. As the inter-node trust
influence range increases, the trust potential computation
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complexity eventually reaches O(n?). The initial clustering
centers are calculated via a hill climbing algorithm, whose
computation complexity is O(m). When the k initial cluster-
ing centers are determined, the initial overlapping commu-
nity topology is obtained via coarse K-medoids clustering,
whose complexity is O(k(n — k)?). The overlapping commu-
nity topology optimization is approximately O(k?). Given
that the number of communities k& < < n, the time complex-
ity of the algorithm is O(n? + k(n — k)*) ~ O(kn?).

5 EXPERIMENTAL EVALUATION

5.1 Data Description

We implemented the proposed TLCDA scheme to evaluate
the effectiveness and compared it to the state-of-the-art com-
munity detection schemes. We used a real social network
with data extracted from Sina Microblog (www.weibo.com).
We started with four users, extracted microblog data based
on user follow relations, and added users incrementally. Due
to the restriction of Sina Microblog, we could only collect the
information of the first 200 followers of each user. The col-
lected user data include the user relation list (fan, follow),
personal attributes (user ID, nickname, location, gender, per-
sonal description and tag, and user type) and microblog
information (microblog ID, user ID, publish time, and micro-
blog content). We created four different networks via the
mutual follow relations among users. Table 1 lists the basic
parameters of these four networks. Fig. 2 illustrates their net-
work topologies.

Fig. 2 shows that the networks do not contain any isolated
nodes or node groups. The node degree distribution, as
shown in Fig. 3, approximately follows a power-law distribu-
tion. That is, all four networks are standard dimensionless
networks.

5.2 Evaluation Metrics

We evaluated the effectiveness of different community
detection algorithms using topology cohesion and prefer-
ence cohesion.

We employed the extended modularity index EQ to evalu-
ate the topology cohesion. Assume that a network G(V, E)
has been partitioned into £ communities C, ..., Cy; |E| = m;
D is the node degree function; and O; is the total number of
communities that the node has joined. In a real social net-
work, this metric represents the closeness of nodes within
each community. Note that interactions occur more fre-
quently in communities with larger EQ values. The extended
modularity is as follows.

1 1
P0-5 2 Yo, (4

where A, ; is the adjacent matrix of the network G.

We next quantify the preference similarity among the
nodes in a community. Ideally, the preference similarity
between two nodes of one community should be larger than
that between two nodes from different communities. In tradi-
tional recommendation systems, the preference similarity is
computed based on the property or type of goods purchased
by a user. In this paper, we evaluated the user preference
based on the topics of the microblogs published by the user.

2m (14)

Definition 9 (Preference Similarity). For any two nodes
v;,v; € V in a microblog network G(V, E), the topic sets of the
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TABLE 1
Basic Parameters of Four Networks

network number number average average clustering average path number of number of shared
of nodes of links degree coefficient length microblogs microblogs

N1 5,731 43,549 15.198 0.148 3.649 14,602 3,133

N2 4,623 28,166 12.185 0.163 3.656 12,523 2,518

N3 3,815 18,535 9.717 0.167 3.605 11,279 2,064

N4 2,667 8,855 6.64 0.204 3.671 8,603 1,210

(a) N1 (b) N2

Fig. 2. The network topologies.

published microblogs are T; and Tj. The preference similarity is
defined as

pref(oiv) =Y > exp(—dis(ti,t)),

L €T; t;eT}

(15)

where dist(t;,t;) represents the semantic distance between two
microblog topics.

We computed the preference cohesion index and the
average preference cohesion index (APCE) to quantify the
network community preference cohesion.

Definition 10 (Preference Cohesion Index (PCE)). Assume
that the network G(V,E) is divided into k communities
C4,...,Cy. Then, the preference cohesion index of this network
is expressed as

_ Din Zumeci pref(u,v)
ZU,UEG pref(u, U)

where PCE € (0,1], and pref(u,v) represents the preference
similarity between nodes w and v. In a real social network, this
metric represents the similarity among nodes within each com-
munity. Note that, for communities with larger PCE values, their
nodes have more similar attributes while there is a higher level of
total preference cohesion for all communities in the network.

PCE

; (16)

Definition 11 (Average Preference Cohesion Index). For
any community C;, the average preference cohesion index is
expressed as

> uvec; Pref(u,v)
|Ci] '

APCE = 1)
where |C;| is the number of nodes in the community Cj. A
larger APCE indicates a higher level of community preference
cohesion.

5.3 Topology Cohesion Analysis
In evaluating the microblog based social network, we used
microblog forwarding as direct node interaction to

determine the inter-node trust relation. The average for-
warding path lengths of four current networks are 3.649,
3.656, 3.605, and 3.671, respectively. Therefore, we set the
maximal distance of the trust transfer d,,,, to four in calcu-
lating the relation trust. When calculating the trust poten-
tial, we set the parameter o to 1.886 and the coarse
clustering overlapping threshold to 0.75.

When calculating the inter-node attribute similarity, we
selected two attributes, i.e., the numerical location informa-
tion and the text tag information. For location attribute, we
computed the similarity as follows: if both the province and
city IDs are identical, then the similarity is 1; if the province
IDs are identical but the city IDs differ, the similarity is 2/3;
otherwise, the similarity is 0. For tag attribute information,
we preprocessed microblog data to create a user-tag bipar-
tite network and calculate the tag attribute similarity.

5.3.1  Experimental Performance Analysis

Fig. 4 summarizes the effect of two parameters o and w,, on
the community topology cohesion index EQ. « is the param-
eter for weighting the social similarity and attribute similar-
ity; w,, is the upper approximation weight parameter w,,
for coarse K-medoids clustering.

e  When w,, is fixed, the EQ values increase along with
increasing o, except for one abnormal point. This is
because that, when « increases, the social-similarity-
based trust has a larger weight such that the local net-
work topology becomes more important in defining
communities. This leads to larger overlapping commu-
nities and high EQ values. It also indicates that, in a
real social network, if the detection scheme emphasizes
more on the number of overlapped neighbors between
nodes and on the closeness, the detected communities
tend to have larger topology cohesion indices.

e When « is fixed, EQ decreases with increasing wy,,.
This is because a larger upper approximation weight
produces a larger number of overlapping nodes in the
detection and a smaller EQ. When w,,, = 0, an upper
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Fig. 3. The node degree distributions of four networks.

approximation set does not exist in coarse clustering,
TLCDA converts to a non-overlapping community
detection algorithm, and EQ attains the peak.
In summary, the results confirm that, the community topol-
ogy produced by a non-overlapping community detection
algorithm exhibits better modularity than that from an over-
lapping community detection algorithm.

Fig. 4. The effect of weight parameter on EQ in N1 network.
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5.3.2 Compatrison to the State-of-the-Art

We next compared the effectiveness of TLCDA with the
results from two widely adopted topology-optimization-
based community detection algorithms, i.e., Louvain [43]
and LFM (linear frequency modulation) [22], and a clique-
percolation-based community detection algorithm, i.e., CPM
[44], and three information-propagation-based community
detection algorithms, i.e., FluidC [41], GANXiSw [45], [46]
and Infomap [47].

Table 2 summarizes the comparison results. The fitness
parameter o used in LFM is set in the range [0.6, 1.0]. The
expected number of communities in F1uidcC is dynamically
adjusted. The input parameter & of CPM algorithm is set to
4, i.e., the detection algorithms can produce communities of
suitable size and structure sparsity. The parameter ov used
in GANX1Sw is set to 1.0; the tag filter threshold is set to 0.15;
the maximum number of iterations is set to 10; and other
parameters are set to the default values. The maximum EQ
values of all algorithms are employed. The upper approxi-
mation weight parameter w,, is set to 0.1.

The preferable value range of community topology cohe-
sion index EQ is [0.3, 0.7], as shown in recent community
detection studies [48]. Table 2 reveals that the EQ values from
TLCDA are lower than those from Louvain, LFM and CPM,
higher than those from FluidC and Infomap, and are
similar to those from GANXiSw. This is because network-
topology-optimization-based community detection
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TABLE 2
Comparing EQ Values from Different Algorithms in Four Networks
Algorithm Louvain LFM FluidC GANXiSw Infomap CPM TLCDA
N1 # of communities 147 171 400 243 646 163 212
EQ 0.359 0.287 0.091 0.184 0.116 0.273 0.208
N2 # of communities 112 99 325 174 406 103 159
EQ 0.414 0.301 0.104 0.212 0.147 0.313 0.241
# of communities 78 67 175 119 259 75 102
N3 EQ 0.352 0.283 0.107 0.193 0.186 0.275 0.201
N4 # of communities 44 42 100 63 141 51 52
EQ 0.437 0.354 0.143 0.311 0.279 0.324 0.307
0.07 _ o—TLEDA 0.07 _ —=—TLCDA
—@&— Louvain —@— Louvain
0.06 . TFM 0.06 - A LFM
T —¥—FluidC 1 . —v— FluidC
0.05 —<4— GANXiSw 0054 *7\ —<— GANXiSw
1 * ~»— Infomap 1 —p— Infomap
0.04 1 A —*— CPM 0.04 1 —*— CPM
g 1 * 8 1
0.03 0.03
] O \ |
0.02 - Oy \\ 0.02 -

23 4567 8 9101112131415

0 1
The top 15 largest communities (N1)

0.07 —&— TLCDA
1 —@— Louvain
0.06 + —A—LFM
T & —¥— FluidC
0.05 1 ‘ —4— GANXiSw
1 —p— Infomap
0.04 —%—CPM
o ] . ‘
m
0.03 1 *\

0 1

2345678 9101112131415
The top 15 largest communities (N3)

Fig. 5. The EQ distributions of Top-15 communities in four networks.

algorithms detect communities via the continuous optimiza-
tion of the modularity function or self-defined fitness func-
tion, which produce higher EQ values. The clique-
percolation-based community detection algorithm CPM
exploits the interactions between nodes in the network and
detects communities through maximum group filtering
method, resulted in a higher EQ. F1uidC has the lowest EQ
values in all four networks, indicating that it is unsuitable for
detecting communities from unknown networks, e.g., those
used in the experiments. Table 2 shows that TLCDA produces
significantly smaller numbers of communities than those
from information-propagation-based algorithms. Merging

0 1

2345678 9101112131415
The top 15 largest communities (N2)

07 —&—TLCDA
1 —@— Louvain
0.06 —A— LFM
1 —w— FluidC
0.05 —4— GANXiSw|
1 —p— Infomap
0.04 1 —x— CPM
& |
0.03
0.02 1
0.01 1
0.00 T T T T T T T T T T T T
0123 456 78 9101112131415

The top 15 largest communities (N4)

communities with a higher level of overlapping helps to dis-
cover larger communities in the network.

Fig. 5 compares the EQ values of Top-15 communities
from different algorithms. For modularity contribution,
TLCDA is slightly worse than Louvain, LFM and CPM,
slightly better than GANX1 Sw, while significantly outperform-
ing Infomap and F1luidC.

5.3.3 Coefficient Weights Analysis

To study the impact of the weight coefficient g on EQ, we
varied the B value in {0.00,0.25,0.50,0.75,1.00} on the N1
network and summarized the results in Fig. 6.
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e  When gisset to1.00, thatis, only the relation-strength-
based trust is considered, we got poor EQ values. This
is because just considering the relationship between
nodes in the current network, namely weibo forward-
ing, cannot effectively describe the local network
structure. The potential attribute information of nodes
is ignored in the calculation of the overall trust, which
leads to poor topology cohesion for the detected
communities.

e  When changing g to other values, we observed better
EQ values. The difference from adopting these g val-
ues is insignificant. In particular, g being 0.5 works
well in the current network, which suggests that EQ is
influenced by the duration and activeness of the cur-
rent network. Giving that a different network may
demand a different optimal g value in practice, we
leave it as our future work to identify the optimal g
value from the network settings.

In summary, in order to detect overlapping communities
with stronger structures, it is necessary to adjust the value
of B accordingly at runtime.

5.4 Preference Cohesion Analysis
5.4.1  Experimental Performance Analysis

We then studied the two parameters « and w,, on the com-
munity PCE. The results are summarized in Fig. 7.
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Fig. 7. The effect of the weight parameter on PCE in N1 network.
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When the weight w,, is fixed, the PCE values from TLCDA
increase initially and then decrease as the weight « increases.
This is because the preference of microblog user is determined
by both user groups and user attributes. Neither user attribute
only (o« = 0) or user group only (o = 1) can precisely reflect
user preference in practice. This means that in a real social net-
work, the social-similarity-based trust and the attribute-simi-
larity-based trust should be considered simultaneously. To
detect a community with a higher preference cohesion index,
the weight coefficient & need to be set appropriately. When
the weight « is fixed, the PCE values increase with increasing
weight w,,, values. This is because the number of overlapping
nodes in a community shall increase significantly as the
weight w,, increases, which leads to an increase in the sum of
the preference similarities of all communities.

5.4.2 Comparison to the State-of-the-Art

We then compared the effectiveness of different algorithms on
community preference cohesion in Table 3. TLCDA achieves
superior preference cohesion over other algorithms. TLCDA
creates a hybrid trust model via network topology, inter-node
interaction information and attribute information; it then inte-
grates these information in community detection, which sig-
nificantly improves the preference cohesion of an identified
community. The communities detected by Louvain or LFM
have good preference cohesion because the node topology
partially reflects node preference. The communities detected
by CPM have better APCE values. This is because CPM exploits
the network topology to capture the node preferences. While
Infomap can identify more communities, the community
preference cohesion is often sub-optimal.

Fig. 8 compares the APCE values from different algo-
rithms for Top-15 communities. The top community identi-
fied by TLCDA has the best APCE value than those from
other algorithms.

In summary, the topology cohesion and preference cohe-
sion results showed that the proposed trust-based TLCDA
scheme ensures community topology cohesion while enabling
the detection of communities with better preference cohesion.

5.4.3 Coefficient Weights Analysis

To study the impact of the weight coefficient g on PCE, we
varied the values in 0.00, 0.25, 0.50, 0.75, 1.00 on the N1 net-
work and summarized the results in Fig. 9.

When the weight coefficient 8 becomes bigger, the PCE val-
ues of detected communities first increase and then decrease.
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TABLE 3
Comparing PCE Values in Four Networks
network parameters Louvain LFM FluidC GANXiSw  Infomap CPM TLCDA
# of community preference  27714.342  29710.714 16323.278  33233.723  11978.232  32998.856  40044.875
N1 # of network preference 117433.651
PCE 0.236 0.253 0.139 0.283 0.102 0.281 0.341
# of community preference  26275.248  23762.873  16958.527  32765.548  19261.536 25437.790  42605.681
N2 # of network preference 104682.263
PCE 0.251 0.227 0.162 0.313 0.184 0.243 0.407
# of community preference  16760.595 14617.687  8724.693 16377.933 7500.175  17372.854 25332.223
N3 # of network preference 76532.395
PCE 0.219 0.191 0.114 0.214 0.098 0.227 0.331
# of community preference  11375.182  12261.560  7189.509 15166.909 5958.427  15708.585 20386.670
N4 # of network preference 49243.212
PCE 0.231 0.249 0.146 0.308 0.121 0.319 0.414
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Fig. 8. Comparing the APCE distributions of Top-15 communities in four networks.

The best result appears when f is set to 0.25 in the current net-
work. The is because, if we took more interaction information
of nodes and less attribute information, a lot of nodes would
inevitably have fewer interactions with neighbors, resulting
in finding lots of fragmented communities. If the index of
preference similarity across the network remains unchanged,
the PCE values become worse as the nodes in the fragmented
communities cannot be used in calculating the PCE.

In summary, assigning an appropriate g value can com-
bine the node interaction, social information and attribute
information effectively in the trust calculation.

5.5 Comparison with Existing Trust Models

We next compared our proposed model with existing well-
known trust models based on the relation-strength [49]
(referred as Trust_Rel) and the node-similarity [50] (referred
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Fig. 9. Comparing the PCE distributions of different g values.
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Fig. 11. Comparing the APEC distributions with different trust models.
as Trust_Sim). We evaluated the performance of different based trust model can exploit the local network struc-
trust models on the N1 and N2 networks. The EQ and APEC tures. Compared with TCLDA that considers the
values of the top 15 largest communities are shown in Figs. 10 individual attributes of users, the topology of commu-
and 11, respectively. nities detected by the Trust_Rel based model are more

compact and have higher EQ values.

e Trust_Sim has poor EQ values. This is because, it
only considers user attributes and neglects the net-
work structure information. The method is likely to
place users that have similar attributes but no rela-
tionship in the same community. The network

e Fig. 10 shows that the EQ values of Trust_Rel have bet-
ter performance than those of TCLDA. This is because,
in the current Weibo networks, the microblog for-
warding (i.e., the interactions) occurs mainly between
users that have fan relationship, the relation-strength
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topology of such communities is more divergent
while their EQ values are lower.

e Fig. 11 shows that the APCE values of TCLDA are
much better. This is because the users in social net-
works have multiple types of preferences, the partial
activity information cannot fully capture the user’s
complete preferences. The hybrid trust model in
TLCDA considers both the interaction and the individ-
ual attributes, which help to detect communities with
high preference cohesion. From the figure, the APCE
value improves when nodes that have similar prefer-
ences with neighbors are added into the community.

6 CONCLUSION

Community detection has become an important approach for
studying social networks, in particular, for public sentiment
monitoring, opinion leader detection and customized recom-
mendation. To address the cold-start problem of the tradi-
tional approaches, this paper combines the inter-node
relation strength and node attributes to propose a new hybrid
trust computational model. A data field and coarse clustering
method are employed to create the trust-modeling-based
local overlapping community detection algorithm TLCDA.
We evaluated the proposed algorithm and compared it with
the state-of-the-art schemes. Our results showed that TLCDA
achieves better topology cohesion and preference cohesion
over existing schemes.

Modern social networks are transforming the manner in
which people communicate and collaborate. It is important
to develop adaptive community detection scheme to cap-
ture the changing user requirements and preferences. Trust
model based community detection, while being proven
effective for social networks, is still in its early stage. In our
future work, we will integrate more network information,
and study other types of network topologies.
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