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A new simulation-based pattern-matching method is developed to retrieve the deformation tensor from
electron backscatter diffraction patterns. Minimizing the least-squares difference between a target pattern
and simulated deformed patterns, the deformation state of the target pattern can be inferred with an
average absolute error of ~ 10-8 for the distortion tensor under ideal conditions. The new approach is
robust against significant pattern rotation compared to the cross-correlation based method. Additionally,
the pattern center can be simultaneously optimized with an average absolute distortion tensor error of
~ 10~* for noise-free patterns.
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With the rapid development of automated electron backscat-
ter diffraction (EBSD) [1,2], the technique has become a popu-
lar tool to characterize location-specific crystallographic orienta-
tion and deformation information [3]. In the area of deforma-
tion studies, the determination of the deformation tensor from
the EBSD pattern (EBSP), a technique widely known as the high
angular resolution EBSD (HR-EBSD) method [4-6], has been par-
ticularly successful. Additional studies have refined this method
by applying a remapping method to compensate for the phan-
tom strain associated with large pattern rotations [7-9] or a more
global approach to deformation extraction [10-12]. These global
approaches in principle utilize the same crystal deformation frame-
work to relate differences in the diffraction patterns (shifts of the
whole pattern and changes in the inter-planar angles in Kikuchi
bands) to uniquely solve for the corresponding deformation ten-
sor. The HR-EBSD method is reported to achieve an average ab-
solute error of ~ 10~* for rotation and strain tensor components
[5]. However, the requirement for a deformation-free (or known
deformation state) reference pattern can prove to be a major lim-
itation. Simulation-based HR-EBSD methods have been proposed
to determine the deformation state of an experimental pattern by
cross-correlating it with a simulated undeformed reference pattern
[713-15]. The deformed (i.e., elastically strained) test pattern is
typically simulated by adjusting the lattice parameters to recom-
pute the deformed pattern. The most common concern for the use
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of simulation-based HR-EBSD is related to the uncertainties in the
simulation parameters that could degrade the accuracy of the ap-
proach [16-21]. More recently, several research groups have de-
veloped pattern-matching methods to determine tetragonality in
martensite [22], refine the orientation [23-26] and the pattern
center (PC) [15,27,28] analysis. However, the direct determination
of the deformation tensor via a whole pattern-matching approach
has yet to be developed and is addressed here.

In this study, we demonstrate the possibility of direct inference
of the deformation tensor via a simulation-based whole pattern
matching approach. By comparing the target pattern with simu-
lated deformed patterns generated on the fly, we can directly infer
the deformation tensor. Since the physical model for the crystal de-
formation has already been accounted for in the simulation of the
deformation diffraction pattern, the problem of deformation tensor
inference essentially becomes a multiparameter optimization prob-
lem in search of the combination of deformation tensor and pat-
tern center which produces the best match to the target pattern.
This is in direct contrast to the feature extraction approach used
by many global registration papers in which they must rigorously
formulate shifts in the diffraction pattern to obtain the deforma-
tion tensor [12,29]. To evaluate the performance of our method,
we compare it with the conventional cross-correlation based HR-
EBSD method. In this preliminary research, we consider an ideal
case in which all the deformed patterns, including the background
intensity obtained from Monte Carlo simulation, are simulated us-
ing the EMsoft open-source package [30]. More realistic consid-
erations such as noise, the effect of binning, and pattern center
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uncertainty are also assessed. This paper is organized as follows:
first, we outline the simulation technique to obtain deformed EB-
SPs and the computation of the surface deformation field around a
single edge dislocation; then we describe the method used to infer
the deformation; we conclude with a comparison of our approach
with the cross-correlation based HR-EBSD method.

The simulation of EBSPs in the current study merges Bloch-
wave based dynamical electron-scattering computations with the
Monte-Carlo simulation of energy, depth, and directional distri-
butions of the backscattered electrons (BSEs) [31,32]. First, the
master pattern is generated and stored as a square Lambert pro-
jection, which is an equal-area mapping of a unit hemisphere
of the Kikuchi sphere. The EMsoft package was used to gener-
ate the undistorted master pattern of cubic-crystal Nickel with a
0.35236 nm lattice parameter and Debye-Waller factor equal to
0.0035 nm2. The following Monte Carlo parameters were used:
2 x 10° total number of electrons; 70° sample tilt angle from hori-
zontal; 20 keV incident beam energy with 10 keV minimum energy
to consider and 1 keV energy bin size; 100 nm maximum depth
with 1 nm step size. The package generated the master pattern of
size 1001 x 1001 pixels with 0.05 nm as the smallest d-spacing.
For a given crystal orientation and detector geometry, the EBSP can
then be extracted from the master pattern through an interpola-
tion exercise (detailed mathematical formulation can be found in
the supplementary material).

In principle, deformed master patterns can be generated by
evaluating the backscattering yield for a deformed crystal based
on the displaced lattice positions. However, this can be a com-
putationally demanding task to recompute every distorted mas-
ter pattern in the strain space. Alternatively, the deformation ten-
sor can be approximately imposed by modifying the position vec-
tors of the detector pixels by the inverse of the deformation ten-
sor, with respect to the sample reference frame, to the undistorted
master pattern during the interpolation step for each EBSP sim-
ulation.! The EMEBSD program in the EMsoft package [30] was
adapted with this additional transformation, and used to obtain
distorted EBSPs for the following experimental parameters: 10°
camera tilt angle; 150 nA incident beam current with 100 ps dwell
time; 0.333 gamma value for intensity scaling. The pattern size
was set to 1000 x 1000 pixels with no binning and an individual
(square) pixel size 50ps. Initially, we set the pattern center (X,
Ypc) at the center of the detector with a scintillator-sample dis-
tance (L) of 25,000ps. An example simulated pattern for Euler an-
gles (91, P, ¢;) = (0,0,0) is shown in Fig. 1(b). The energy distri-
bution for BSEs simulated at 20 keV will also have higher energy
electrons scattered close to the bottom of the scintillator, similar
to the case of 30 keV on Ni. The weighting of the dynamic scatter-
ing simulation by the energy histogram of the Monte Carlo data is
carried out according to equations 12 and 13 in Callahan and Graef
[31].

For the deformation state, we employed an analytical expres-
sion of the deformation tensor field around a single surface-
penetrating edge dislocation in Nickel using the (elastically
isotropic) Yoffe-Shaibani-Hazzeldine (YSH) model [33,34]; this de-
formation state is considered to be the ground truth for our sim-
ulations and comparisons. The YSH model utilizes an image dis-
location to guarantee the traction free boundary condition on a
semi-infinite surface, which applies to an actual EBSD measure-
ment [35]. With the YSH model, we first obtained the analytical

1 Our approximation method does not account for the changes in Bragg angles
due to the deformation. However, we choose to ignore this because the changes
are small for small strains, and, to first order, they only affect the width of the
Kikuchi bands as well as the positions of higher-order diffraction features while the
geometry of the deformation, including the positions of the zone axes and band
center lines, are correctly accounted for.

solution for the displacement field as a function of three spatial co-
ordinates for a given configuration of dislocation. The [100] Burg-
ers vector of the edge dislocation runs along the horizontal direc-
tion (see Fig. 1(a)), placing the extra half-plane in the top half of
the region. The displacement gradients were computed analytically
and used to populate the displacement gradient portion of the dis-
tortion tensor. By putting the spatial coordinates into the analyt-
ical solution of the distortion tensor field, we generated an array
of size 51 x 51 of free surface deformation gradient tensors (dis-
tortion tensor plus the identity matrix) with a step size of 3 nm.
Note that the full deformation data set was three-dimensional and
only the free surface solution was used here as the input defor-
mation gradient tensor field. For verification, we have checked that
the surface stress is all zero (oj3 =0,i= 1,2, 3) and the YSH model
converges to the infinite medium solution of the distortion field
of an edge dislocation at —oo. However, the use of the analytical
dislocation data set does not consider realistic interaction volume.
Therefore, the accuracy claimed below serves as a way of verifying
the method we have proposed here, which does not directly reflect
real-world dislocation mapping.

Since the hydrostatic dilatation does not change the crystal-
lographic directions projected onto the phosphor screen [5,35],
there are effectively only eight, instead of nine, degrees of free-
dom. Therefore, additional constraints must be imposed to deter-
mine the hydrostatic part of the deformation, which can be done
by applying either the full (o3 =0,i=1,2,3) or partial (033 =0)
traction free boundary condition. In this study, we applied the con-
straint o33 = 0 to obtain the final degree of freedom after the other
eight degrees of freedom had been fully determined with our op-
timization approach. Following the generalized Hooke’s law, this
constraint can be reformulated as:

Ca3€33 +Cip(€11 +€2) =033=0 (1)

where (33, Ci are the components of the stiffness matrix of the
test material (Nickel). Since €q; — €33 and €5, — €33 can be de-
termined from the distortion tensor (fB), €33 can be determined
uniquely from Eq. (1) through appropriate substitution. For exper-
imental data, the stiffness tensor components are sensitive to the
alloying elements, which could contribute to potential bias in the
constraint. It does not constitute as a concern since the stiffness
values are identical in the YSH model and the traction free bound-
ary condition.

The EMEBSD program used to compute the patterns can be
thought of as the forward model for obtaining the individual pixel
intensities of an EBSP (Iggsp), for a given B’ representing the vector
containing the eight degrees of freedom of the distortion tensor S.
Theoretically, we can then solve this forward model for 8’ to ex-
tract the deformation tensor from the EBSP. However, for EBSP ob-
tained experimentally, which will be the real-world scenario, the
forward model is at best an approximation of reality, and its ex-
act form is unknown; thus, an analytical solution for 8’ becomes
impractical. A more direct approach, similar to the method used in
Winkelmann et al. [22], 26], Pang et al. [36], is to minimize the
error between the obtained Iggsp and the predicted pixel intensity
(Ipreq.) over the domain D of B’. The solution of the problem can
then be stated in the form of a minimization problem:

B =~ argming E(Bprea) with B4 € D(B') (2)

where E ('Bl/ared.) quantifies the error between Iggsp and Ijeq. The
simplest choice for the error measurement is the sum of the
squared difference over all pixels of the whole pattern:

EBlreg) = 3 (i — i), (3)
j=1
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Fig. 1. (a) is a schematic of the dislocation geometry. (b) is a strain-free EBSP of Nickel, generated using the EMEBSD program in the EMsoft package [30]; simulation
parameters are listed in the text. (c) is a strain-free EBSP of Nickel with peak signal-to-noise ratio of ~ 14.7 dB introduced.

for Igpsp = {i1, i3, ...,in} Where i; is the intensity of the jth pixel
(n is the total number of pixels in a pattern) and I,eq =
{ix. i, in)

Because the function E(ﬁl’wd') does not necessarily have a
smooth landscape in all directions, we utilized the particle swarm
optimization (PSO) algorithm [37] with 100 population size and
ran it until 75% rate of convergence or 20 iterations is reached.
We then employed the Nelder-Mead Simplex algorithm [38], as
implemented in Matlab’s fminsearchbnd () function [39] to re-
fine the solution. We set —0.03 and 0.03 as the lower and up-
per bounds for the optimization scheme, which is about ten times
larger than the distortion tensor elements of our test data (i.e.,
[-0.0027,0.0027]) and much larger than the elastic limit of most
metals, i.e. 0.002. The initial population of the optimization was
generated from a normal distribution around the origin with a
standard deviation equal to one-fourth of the upper bound.

We compared the performance of our approach with the
widely used cross-correlation based HR-EBSD method. We ex-
tracted the distortion tensor components from the array of simu-
lated EBSPs using both cross-correlation based HR-EBSD and our
pattern-matching method. In this comparison, we implemented
the cross-correlation based HR-EBSD approach with a first pass
cross-correlation based remapping, modified from a code devel-
oped by Zhu et al. [9] with necessary adaptation to address the
traction free boundary condition. The plots representing the ac-
tual distortion with its inferences and the absolute error of the
two methods are displayed in Fig. 2. The average absolute errors
are ~3.2x 1078 and ~ 1.2 x 10~ for the pattern-matching and
cross-correlation based HR-EBSD methods, respectively. Hence, the
pattern-matching method has an overall lower error compared to
the cross-correlation based HR-EBSD method, suggesting that our
approach provides a promising new direction in deformation ten-
sor extraction.

A quantitative comparison between both methods is shown in
the box-plots of Fig. 3; in (a), we compare the absolute error for
both approaches as a function of the magnitude of the rotational
part of the deformation tensor? (by multiplication of the original
rotational part by integral factors). We adjusted the size of the
search domain for B’ by the same multiplicative factor. The box-
plots in Fig. 3(a) show that the new method still surpasses the
cross-correlation approach even with an increased rotational part.

We also inspected the possibility of applying the new approach
for binned pattern data sets. We effectively lowered the pattern
resolution by increasing the binning during the simulation pro-

2 Note that deformation tensor has both a rotational and a strain component
which can be extracted by means of polar decomposition.

cess. The comparison of the absolute error for both HR-EBSD and
pattern-matching methods to recover distortion tensors from vari-
ous binning can be seen in Fig. 3(b). Overall, the pattern-matching
approach still outperforms the cross-correlation based HR-EBSD
method as pattern resolution is binned to 125 x 125 pixels be-
cause the current binning introduced still over-samples the inten-
sity information such as orientation and deformation. Based on
this, the new approach could be a more feasible direction to re-
cover deformation tensor for binned patterns to obtain similar ac-
curacy as the available cross-correlation HR-EBSD, which reduces
scan acquisition time.

With the introduction of noise, a higher error would be ex-
pected [5,40]. To investigate this, we introduced Gaussian noise
in the deformed patterns, generated using imnoise() operator
available in Matlab’s image processing toolbox with variances of
0.001, 0.01, 0.02, 0.04, andO0.1, which correspond to an approxi-
mate peak signal-to-noise ratio of 30, 20.2, 174, 14.7, and 11.5 dB,
respectively. The updated average absolute error in Fig. 3(c) in-
dicates that our approach is more sensitive to the pattern noise
but start to converge at peak signal-to-noise ratio of ~ 14.7 dB
(an undistorted pattern with this level of noise can be seen in
Fig. 1(c)). Furthermore, the pattern-matching method does appear
to have a more stable accuracy of ~4 x 10~4 average absolute
error while the cross-correlation’s performance decreases gradu-
ally in extracting the deformation tensor from patterns with peak
signal-to-noise ratio of ~ 14.7 dB in increasing rotational com-
ponent (see Fig. 3(d)). The comparison reveals that our approach
might reduce the problem of phantom strain commonly associated
with cross-correlation based technique.

Lastly, we tested the robustness of the new method against
experimental uncertainties, such as pattern center inaccuracy. We
modified Eq. (2) such that an additional three degrees of freedom
for the pattern center (Xpc, ypc, L) were simultaneously considered.
This allowed us to infer PC in addition to §’, for a total of 11 de-
grees of freedom. We then applied the same optimization process
with the initial population for the PC was generated from a nor-
mal distribution around the actual value with a standard devia-
tion equal to 0.25% of the pattern width, which is a realistic PC er-
ror [18]. To ease the optimization scheme, we rescaled L into pixel
units by dividing the pixel size (i.e. 50 pym) into L then shifted it
by half of the pattern width so that the domain of L is equal to the
domain of xpc and ypc. During the optimization, we also rescaled PC
by 1% of the pattern width, which is the absolute bounds we chose
for the PC, and divided it by the upper bound of the distortion
domain so that both PC and distortion has the same domain. To
provide an estimated accuracy of the method under experimental
data, we also performed the procedure for patterns with a peak
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Fig. 2. Contour plots for each element of the three by three matrices representing the value of the actual and inferred distortion tensors (top) with its absolute error
(bottom). Both pattern center and orientation are treated as known quantities in the optimization. The distortion tensor inference was carried out using both the cross-

correlation based and the pattern-matching HR-EBSD methods.

signal-to-noise ratio of ~ 14.7 dB. The box-plot representing the
error of the inferred pattern center as a fraction of the percent of
pattern width can be seen in Fig. 4a, which provides a comparable
result to that presented in Pang et al. [36]. Fig. 4(b) shows the dis-
tortion absolute error comparison of the new approach with uncer-
tain PC which clearly shows compromised accuracy. While the ac-
curacy of the distortion is acceptable in the case of noise-free pat-
tern ~ x10~%, the current state of our approach will only achieve
an accuracy of ~ 10~3 when taking into account of both pattern
center inaccuracy and a significant amount of noise. Hence, high-
quality patterns obtained under long exposure or appropriate pat-
tern filtering are needed for the current method to achieve a more
desirable accuracy.

We also note here that the new approach has not yet been
tested on experimental data, thus the claimed accuracy value may
not be representative of that achievable on experimental data. For
experimental patterns, an appropriate method for back-correction
is required to adjust the brightness and contrast of patterns to
avoid biases introduced in the residual errors. Moreover, lens
distortion needs to be corrected for experimental patterns prior
to the application of the forward model-based pattern match-
ing approach to reduce potential systematic error. Additionally,
the new approach requires significantly more computational time,
~ 20 min/result, than the HR-EBSD approach, ~ 0.5 min/result (ex-
ecuted under the same MATLAB environment on the same ma-

chine). The accuracy and time limitation of the method might
be improved by replacing the optimization scheme using a faster
and more robust optimization algorithm. Alternatively, selection of
a different E (,Bl;red_) function with a smoother and more promi-
nent slope may also enhance the speed and accuracy of the new
method. This approach can be thought of as a simplified version
of the inverse problem theory [41-44]; thus, incorporating a prob-
ability density function (PDF) to represent the simulation uncer-
tainties, e.g., for the PC uncertainty, may offer a path to applying
the new approach for real data sets. A further comparison between
experimental and simulation data will be needed to determine the
appropriate type of PDF to be introduced. We also see the oppor-
tunity here to complement the HR-EBSD method with the whole-
pattern matching approach, specifically for the reference patterns
used in HR-EBSD, as a means towards the ultimate goal of ‘abso-
lute’ strain mapping with EBSD technique.

In summary, we have introduced a new approach for deforma-
tion state extraction from EBSPs via the whole pattern-matching
by minimizing the intensity differences of the target and simulated
patterns. We compared the method’s performance to the conven-
tional cross-correlation HR-EBSD method and showed that under
ideal conditions (no noise with exact knowledge of pattern center),
the new approach outperforms the HR-EBSD method. In addition,
we demonstrated that the new method is more robust for patterns
with significant rotation, reducing the problem of phantom strain.
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Lastly, the new approach can retrieve the deformation tensor for
binned patterns. We see three feasible paths for improvements to
the approach: improving the optimization step using a faster and
more robust optimization algorithm; implementing noise filters to
improve pattern quality; and selecting a model with a smoother
surface and more prominent slope, and/or incorporating a proba-
bility density function (PDF) to represent simulation uncertainty.
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