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Ion mobility spectrometry-mass spectrometry offers the po-
tential to reveal structures of biological molecules not amenable 
to established biophysical methods. It is, however, still contro-
versial if ion mobility truly reveals biologically relevant struc-
tures. This is because the measurement takes place in the gas 
phase but it is not known for how long the native structure sur-
vives in this environment.1 Ion mobility spectrometry is thus a 
non-equilibrium method2 and successful only to the extent that 
native structures are metastable within the measurement time-
scale.3,4 Ergo, the critical question is, how much “heat” do ions 
take up from electric fields in an ion mobility spectrometer?  

In reference 5, Morsa et al. investigated ion heating in a 
trapped ion mobility spectrometer (TIMS). The authors claim 
that “Using the lowest possible transmission voltages […the au-
thors] obtained vibrational effective temperatures 𝑇𝑇eff,vib of 512 
K” for a thermometer ion which accounts for a “high [axial elec-
tric field] E/N above the low-field limit”, from which the au-
thors conclude that “the ion transport regimes in traditional 
[drift-tube ion mobility spectrometry] and modern […] TIMS 
instrumentations differ therefore advising caution when com-
paring data obtained on the different platforms.”  

If true, these claims made in reference 5 would have far-
reaching, adverse implications on the use of TIMS for structural 
studies: if the ion separation process in TIMS truly heated mol-
ecules to ~500 K, then ion mobilities would be unreliable and 
biological molecules would structurally denature in TIMS.  

Indeed, reference 5 expresses such concerns by “questioning 
the adequacy of the strategy [of keeping the ions stationary em-
ployed in TIMS to improve the mobility resolving power] for 
native mass spectrometry applications targeting fragile analytes 
associated with low activation energy barrier 𝐸𝐸𝑎𝑎 such as small 
molecules or noncovalent complexes.” 

These claims, however, stand in stark contrast to experiences 
made by us and others that ion mobilities obtained from TIMS 
measurements are accurate6,7 and—when carefully tuned—
spectra from TIMS and tandem-TIMS resemble “soft” drift-
tube spectra for fragile non-covalent peptide assemblies,8 mon-
omeric proteins,2,9–11 and even indicate solvent to be trapped in-
side protein assemblies.12 

Here, we clarify (a) that the ion heating to ~500 K reported 
in reference 5 is not intrinsic to TIMS and (b) that TIMS enables 
native mass spectrometry applications: 

1. When discussing the low-field limit and vibrational ion 
heating in ion mobility spectrometry, all forces that con-
tribute to the center-of-mass collision energy must be 
considered. Hence, for TIMS, one must consider contri-
butions from the axial DC electric field, the radial RF 
electric field, and space-charge effects/ion-ion interac-
tions (Figure 1). 

2. Reference 5 attributes ion heating in TIMS exclusively 
to the axial electric field but does not consider ion heat-
ing due to space-charge effects/RF power absorption. 
The latter can, however, readily be minimized by instru-
ment tuning10 whereas only heating caused by the axial 
electric field is intrinsic to TIMS.  

3. Reference 5 operates under TIMS settings for which 
space-charge effects prevail: such effects were ob-
served10,13 already at accumulation times lower than the 
100-300 ms used in reference 5.  

4. The TIMS settings used in reference 5 are too “harsh” to 
retain “native” protein folds, as evidenced by prior liter-
ature.11,14,15 In contrast, using “softer” TIMS settings, we 
successfully retain native-like protein structures. 

5. Differences in instrumentation or tunability between 
TIMS instruments used in reference 5 and those used by 
us are negligible and do not explain the ion heating re-
ported in reference 5 (Figure 2). 

In sum: Morsa et al. measure the effective ion temperature un-
der conditions that are known to be “hot” but claim that the ob-
served heating is an intrinsic property of the TIMS method. 

The low-field limit in ion mobility spectrometry 
Consider the ion swarm in Figure 1a, pulled through a buffer 

gas with mass 𝑀𝑀 by a static and uniform axial electric field, 𝐸𝐸𝑧𝑧. 
The motion 𝑟𝑟(𝑡𝑡) of these ions is governed by Boltzmann’s 
transport equation. It is equivalent, but much more intuitive, to 
follow Langevin and consider the forces acting on an ion with 
mass 𝑚𝑚 and charge 𝑞𝑞: 

 𝐹𝐹ion = 𝑚𝑚𝑟̈𝑟 = −𝛾𝛾𝑟̇𝑟 + 𝑞𝑞𝐸𝐸𝑧𝑧 + 𝐹𝐹ext + 𝒜𝒜(𝑡𝑡) (1) 
Here, −𝛾𝛾𝑟̇𝑟 represents the friction, 𝒜𝒜(𝑡𝑡) the stochastic fluctu-

ations, 𝑞𝑞𝐸𝐸𝑧𝑧 the force due to 𝐸𝐸𝑧𝑧, and 𝐹𝐹ext comprises all other 
forces on the ion that do not contribute to the motion in direction 
of 𝐸𝐸𝑧𝑧 (e.g. ion-ion interactions, RF-electric field). For a static 
electric field 𝐸𝐸𝑧𝑧, ions attain a steady-state drift-velocity 𝑣𝑣𝑑𝑑 with 
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 𝑣𝑣𝑑𝑑 = 𝐾𝐾 ⋅ 𝐸𝐸𝑧𝑧 = 𝑁𝑁0 ⋅ 𝐾𝐾0
𝐸𝐸𝑧𝑧
𝑁𝑁

 (2) 

where 𝑁𝑁 (𝑁𝑁0) is the (reduced) gas number density and the (re-
duced) ion mobility 𝐾𝐾 (𝐾𝐾0) is a proportionality factor between 
the drift velocity 𝑣𝑣𝑑𝑑 and the applied electric field strength 𝐸𝐸𝑧𝑧. 

The basis for interpreting the ion mobility in terms of the mi-
croscopic ion structure is the Einstein relation: it connects, 
through the diffusion constant, the mobility of the ion to its mo-
mentum transfer cross section, Ω.16–18 For this to hold, ions must 
undergo only binary ion-neutral collisions, but never ternary or 
ion-ion collisions.16,17 Moreover, the translational energy of the 
ion must follow a Boltzmann-distribution at the gas temperature 
𝑇𝑇gas, i.e. the mean center-of-mass collision energy 〈𝜀𝜀〉 =
𝑚𝑚𝑚𝑚

2(𝑚𝑚+𝑀𝑀)
〈𝑣𝑣rel

2 〉 must be approximately thermal (𝑣𝑣rel is the relative 
ion-neutral velocity and 𝑅𝑅 the gas constant).16–18 Hence, 𝐾𝐾 
yields structural information only if 

 3
2
𝑅𝑅𝑇𝑇trans ≝ 〈𝜀𝜀〉 ≈

3
2
𝑅𝑅𝑇𝑇gas  (3) 

where we defined the center-of-mass translational ion tempera-
ture 𝑇𝑇trans. 

For purely electrostatic drift tubes (𝐹𝐹ext=0), it is trivial to ex-
press 〈𝜀𝜀〉 in terms of the drift velocity 𝑣𝑣𝑑𝑑:17,18 

 〈𝜀𝜀〉 =
3
2
𝑅𝑅𝑇𝑇gas +

𝑀𝑀
2
𝑣𝑣𝑑𝑑2 (4) 

By inserting (2) into (4), it is obvious that purely electrostatic 
drift tubes operate at sufficiently low 〈𝜀𝜀〉 in the limit of 

𝑣𝑣𝑑𝑑 → 0 ⇔ 𝐾𝐾0𝐸𝐸𝑧𝑧/𝑁𝑁 → 0 ⇔ 𝐸𝐸𝑧𝑧/𝑁𝑁 → 0 (5) 
This is the “low-field limit in ion mobility spectrometry”.  

We stress: (1) even for purely electrostatic drift tubes 
(𝐹𝐹ext=0),  the focus on only the field strength 𝐸𝐸𝑧𝑧/𝑁𝑁 is not cor-
rect: what is a high field for an ion with high mobility may still 
be a low field for an ion with low mobility.18 (2) It is the colli-
sion energy 〈𝜀𝜀〉, but not 𝐸𝐸𝑧𝑧/𝑁𝑁, that matters: 〈𝜀𝜀〉 must be close to 
thermal for the Einstein relation to hold. Therefore, when meas-
uring ion mobilities using instruments with 𝐹𝐹ext ≠ 0, such as 

TIMS, one must consider all forces that accelerate ions and 
contribute to 〈𝜀𝜀〉 when discussing the low-field limit. 

Only ion heating caused by the axial electric field is in-
trinsic to the resolving power in TIMS 

Figure 1b outlines the forces adding to 〈𝜀𝜀〉 for ions trapped in 
TIMS. Axially, gas particles streaming through TIMS with ve-
locity 𝑣𝑣gas push the ions towards the exit. Ions are then trapped 
at an axial position 𝑧𝑧, when the axial electric field 𝐸𝐸𝑧𝑧(𝑧𝑧) coun-
terbalances the friction experienced by the ions. Radially, ions 
are confined by an RF electric field. Hence, generally, the col-
lision energy 〈𝜀𝜀〉 in TIMS arises from forces due to the axial DC 
and radial RF electric fields and ion-ion interactions.  

We stress the significance of the distinction between ion heat-
ing caused by the axial electric field versus ion heating due to 
space-charge effects/RF confinement in TIMS: The resolving 
power in TIMS is proportional to the gas velocity 𝑣𝑣gas (Equation 
22 in reference 20). Therefore, ion heating caused by the gas 
velocity 𝑣𝑣gas/axial electric field 𝐸𝐸𝑧𝑧(𝑧𝑧) is intrinsic to the ion sep-
aration process in TIMS: ion heating caused by the axial electric 
field cannot be reduced without also reducing the TIMS resolv-
ing power. On the other hand, ion heating caused by RF / ion-
ion interactions can readily be minimized by reducing the RF 
amplitude and the ion density of the ions trapped in TIMS (for 
example, by reducing the ion accumulation time, the elec-
trospray voltage, and the desolvation gas temperature as shown 
in reference 10). Doing so does not diminish the TIMS resolv-
ing power.  

Through collisional energy transfer,19 the vibrational energy 
of ions in TIMS arises from contributions of the axial and radial 
electric fields and ion-ion interactions. This is important when 
interpreting the vibrational ion temperatures of ~500 K reported 
in reference 5: Morsa et al probe solely the vibrational ion en-
ergy (𝑇𝑇eff,vib) of their thermometer ions but do not discuss how 
the vibrational energy partitions into contributions from ion-ion 
interactions, or the axial and radial electric fields.  

 

 
Figure 1. (a) Drift tubes operate at constant electric field strength 𝐸𝐸𝑧𝑧. (b) TIMS traps ions axially and radially. Axially, ions are trapped 
along an electric field gradient at different equilibrium positions 𝑧𝑧 where the force on the ion due to 𝐸𝐸𝑧𝑧 is offset by the friction caused by 
collisions with the gas particles. Relative to the gas flow at velocity 𝑣⃗𝑣gas, all trapped ions drift with the same velocity 𝑣⃗𝑣𝑑𝑑=−𝑣⃗𝑣gas. Radially, 
ions are trapped by an RF electric field. (c) At high ion densities, long-range ion-ion repulsion and power absorption from the RF electric 
field contribute to the collision energy 〈𝜀𝜀〉. (d) Extremely high ion densities may result in axial spread of the trapped ions in analogy to 
Figure 2 of reference 5, here shown for hexakis(2,2-difluoroethoxy) phosphazine from Agilent ESI tuning mix (red trace). Low ion den-
sities (blue trace) yield Gaussian peak shapes (black trace). Note that, depending on sample concentrations and electrospray settings, 
space-charge effects can already be present at accumulation times of 26 ms whereas reference 5 operates at ≥ 100 ms. 



 

 

3 

Axial field heating in TIMS 
How strongly does the axial electric field contribute to ion 

heating in TIMS? The axial electric field in TIMS contributes 
to the collision energy 〈𝜀𝜀〉 analogously to that in a drift 
tube.16,20,21 When trapped at their equilibrium positions, the ions 
drift relative to the gas particles at velocity 𝑣𝑣𝑑𝑑 = −𝑣𝑣gas (Figure 
1b). Thus, the contribution of the axial field strength to the col-
lision energy can be estimated from the field-heating term in 
Equation (4), 𝑀𝑀

2
𝑣𝑣d
2 = 𝑀𝑀

2
𝑣𝑣gas
2 . Because 𝑀𝑀

2
𝑣𝑣gas
2  does not depend on 

the ion, the contribution of the axial field to the collision energy 
is determined by the gas velocity 𝑣𝑣gas and comparable for all 
ions. Further, the operator controls the extend of field heating 
𝑀𝑀
2
𝑣𝑣gas
2  by controlling the gas velocity 𝑣𝑣gas through a valve that 

sets the pressure difference across the tunnel, typically ~0.5-1.0 
mbar.22 Hence, subject to technical limitations, the operator 
controls how strongly the axial electric field contributes to 〈𝜀𝜀〉 
by controlling the gas velocity 𝑣𝑣gas. 

 Basic considerations reveal that effective ion temperatures 
reported in reference 5 cannot arise from the axial electric field 
alone. Vibrational ion temperatures of ~500 K due to the axial 
electric field would require gas velocities on the order of ~420 
m/s, per  𝑀𝑀

2
𝑣𝑣d
2 = 𝑀𝑀

2
𝑣𝑣gas
2  in Equation 4. That is, supersonic gas 

flow at ~Mach 1.2 through the entire TIMS analyzer. While su-
personic molecular beams are known, these are constructed 
from pressure differentials of >1 atm to ~10-6 mbar through an 
actual aperture (diameter <1mm) and are only observed in prox-
imity to the aperture.23 By contrast, in TIMS, the pressure drops 
from ~2-3 mbar to ~1-2 mbar across a ~5-10 cm tunnel with a 
diameter of ~8 mm.  

Indeed, prior work suggests that the contribution of the axial 
field to 〈𝜀𝜀〉 is generally minor. Park calculated, and experimen-
tally corroborated, that gas velocities in TIMS are on the order 
of ~120-150 m/s for typical pressure settings.22 These gas ve-
locities suggest that the axial electric field contributes to the 
translational ion temperature 𝑇𝑇trans by ~15-25 K in nitrogen, per 
𝑀𝑀
2
𝑣𝑣gas
2  in Equation (4). Such minor contributions to the collision 

energy in prior work are supported by the facts that mobilities 
calibrated in TIMS2,6,7,10 are within the error of drift tube mobil-
ities and that we succeeded in developing a sample-independent 
calibration for TIMS.7  

RF-confinement and space-charge effects in TIMS 
How strongly do space-charge effects and RF power absorp-

tion contribute to ion heating in TIMS? Prior work10,13,21 indi-
cates that ion heating due to space-charge effects and the radial 
confinement strongly increase with the ion (charge) density and 
the amplitude of the applied RF electric potential.  

Previous work13 indicates that space-charge effects prevail at 
accumulation times of ~100 ms in a TIMS device comparable 
to the one used in reference 5. In line with this report, we ob-
served that charge state 7+ of the protein ubiquitin unfolds due 
to space-charge effects/RF power absorption when accumulat-
ing ~2000 ions in the TIMS analyzer (see Figure 6 and Table 
S2 in reference 10). We stress that this unfolding due to RF-
heating was observed at accumulation times of ~70 ms. Con-
sistent with these results, proteomics studies using timsTOF in-
struments use accumulation times of ~50-100 ms.24,25 

In the context of these prior reports, the accumulation times 
of 100-300 ms used in reference 5 strongly indicate the presence 
of space-charge effects. Another indication for space-charge ef-
fects is the strong peak tailing in Figure 2 of reference 5 for the 
benzylpyridinium ions. It is known that peak tailing in the TIMS 
spectra for monoisomeric ions can arise from axial spread of the 
trapped ions in response to a strong radial confinement.21 We 
illustrate this peak tailing in Figure 1d for a calibrant ion from 
Agilent tuning mix when trapping about ~23000 identical ions 
in TIMS. Hence, depending on sample concentration and elec-
trospray settings, such “overfilling” of TIMS can occur already 
at accumulation times of 26 ms (Figure 1d). 

For these reasons, we are concerned by the fact that reference 
5 does not consider if space-charge effects/RF power absorption 
contribute to the reported ion temperatures and neither reports 
details as to the RF confinement, such as RF amplitude and fre-
quency or ion counts. 

Additionally, caution is warranted when interpreting the rate 
constants kobs as conducted in reference 5. The rate constants 
kobs in Figure 4 of reference 5 are obtained from measuring the 
precursor ion survival yield as a function of the trapping time in 
TIMS. It is, however, well-known that ions “evaporate” from a 
trap operated at ~1 mbar; the rate of this ion loss strongly de-
pends on, e.g. the ion mobility and the RF amplitude.26,27 This 
effect has also been discussed for TIMS.21,28 With respect to ref-
erence 5, this means that the survival yield may decrease even 
in the absence of any fragmentation. Reference 5 does not, how-
ever, consider this ion loss in their interpretation of the rate con-
stants kobs. 

Reference 5 does not retain native-like protein structures 
in TIMS  

On the basis of Figure 5d of reference 5, the authors claim to 
retain “compact ‘native’ folds” of cytochrome c for charge state 
8+. The spectrum shows a main peak at ~2150 Å2. However, 
the cross section calculated for the x-ray structure of cyto-
chrome c in nitrogen gas15 is ~1565 Å2. This cross section is 
consistent with nitrogen data recorded in drift-tubes for charge 
states 6+ (1490 Å2, 1477 Å2) and 7+ (1590 Å2, 1536 Å2), re-
spectively, produced from native electrospray.14,15 Thus, the 
predominant peak observed for cytochrome c in reference 5 is 
~40% larger than what is expected for the native state and hence 
reflects denatured structures. Furthermore, prior work using 
TIMS exhibits a main peak at ~1700 Å2 for cytochrome c 8+ 
(Figure 3 in reference 11), which indicates that the TIMS set-
tings used in reference 5 are not appropriate to study biological 
compounds. 

Differences in TIMS instrumentation or tunability do not 
rationalize ion heating reported in reference 5 

It is unlikely that particularities in design or tunability would 
cause the TIMS device used in reference 5 to produce intrinsi-
cally “hotter” ions than the single-TIMS and tandem-TIMS in-
struments used in prior work. 

Figures 2A-D show the various TIMS instruments used in our 
laboratory and that of reference 5. The ion deflector, entrance 
and exit ion funnels are identical in all instruments. Differences 
exist only in the TIMS tunnels: the TIMS designs in Figures 2A 
and 2B used previously by us2,7–10,12,16 and others11,22,28 have a 
shorter TIMS tunnel (46 mm) and perform ion accumulation 
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and mobility analysis sequentially in time. Our recently con-
structed orthogonal tandem-TIMS (Figure 2C) has two TIMS 
devices with a longer tunnel (96 mm). These two TIMS devices 
are identical to the one used in reference 5 (Figure 2D). The 
increased length of the tunnel increases the duty cycle by ena-
bling ion accumulation in the first half of the tunnel concur-
rently with mobility analysis in the second half. 

The TIMS analyzer tunnels (Figure 2, key (5)) are essentially 
the same in all instruments: mobility analysis occurs in a region 
of segmented quadrupolar electrodes; the axial electric field 
gradients are equivalent; the gas velocity can be adjusted by a 
valve; mobility-calibration can be conducted at different gas ve-
locities. Hence, we do not see a fundamental, substantiated ar-
gument why the TIMS design used in reference 5 should be in-
trinsically “hotter” than any of the other TIMS instruments. 

Table 1. Key differences between "soft" TIMS settings 
employed in our laboratory and by reference 5 

We note substantial differences in “soft” settings used in our 
lab2,8,10 and reference 5 for small monomeric proteins (Table 1): 
we operate TIMS at (1) lower desolvation gas temperature to 
prevent thermal denaturation of the proteins; (2) shorter accu-
mulation times to reduce the ion density in TIMS and avoid 
space-charge effects; (3) lower DC bias across the entrance fun-
nel to minimize energetic collisions (Figure 4 in reference 10). 
Overall, low ion densities and low RF-electric fields are crucial 

for “soft” TIMS experiments, because this minimizes the con-
tribution of ion-ion interactions and the RF electric field to the 
collision energy 〈𝜀𝜀〉, thereby minimizing the vibrational energy 
of the ions in TIMS (Figure 1).  

 Using our “soft” settings from Table 1, our TIMS and tan-
dem-TIMS instruments shown in Figures 2A and 2B produce 
spectra consistent with “soft” drift tubes and x-ray/NMR struc-
tures.2,7,9,10,12 Tandem-TIMS reproduces “soft” drift tube cross 
sections and relative abundances for the protein ubiquitin in dif-
ferent solvents.2,7,9,10 In addition, computational analysis indi-
cates that the protein ubiquitin detected by tandem-TIMS 
strongly resembles the native NMR structure.2 For the nonapep-
tide bradykinin, tandem-TIMS reveals assemblies in accord 
with a “soft” drift tube.8 Indeed, tandem-TIMS is sufficiently 
“soft” so that solvent particles are retained in the interior of the 
avidin tetramer.12  

Does the TIMS design used in reference 5 (Figure 2D) and in 
our orthogonal tandem-TIMS (Figure 2C) produce substantially 
“hotter” ions, rendering these instruments inadequate for native 
mass spectrometry applications? Figure 2E demonstrates that 
this is highly unlikely.  

 We recorded spectra for the homotetrameric glycoprotein 
complex avidin on our co-axial12 (Figure 2B) and orthogonal 
(Figure 2D) tandem-TIMS instruments and compare them in 
Figure 2E. The spectra reveal no significant consequence of 
performing two consecutive ion mobility separations in TIMS 
devices that are identical to the one used in reference 5. Further, 
the cross sections obtained by both tandem-TIMS instruments 
(see Figure 2E) are consistent with the expected cross sections 
for the x-ray structures12 (3650-4300 Å2) and those measured 

 Our work2,8,10 Reference 5 
Desolvation gas  < 50 ˚C 180 ˚C 
Accumulation time  7-10 ms 100 ms 
Entrance funnel 5-20 V 50 V 

Figure 2. TIMS and tandem-TIMS instruments in our lab (A)-(C) and that used in reference 5 (D). Reference 5 uses a longer TIMS tunnel 
(D) than used by us in (A) and (B). We recently constructed an orthogonal tandem-TIMS instrument (C) from a commercial timsTOF Pro, 
which comprises two TIMS devices identical to the one used in reference 5. Note that ion separation occurs in the TIMS analyzer tunnels 
(key 5) and is comparable for all instruments shown in (A)-(D). (E) Ion mobility spectra for the tetrameric glycoprotein complex avidin 
recorded under native conditions (30μm; 100 mM ammonium acetate) recorded on the coaxial (black trace) and orthogonal (red trace) 
tandem-TIMS instruments. Notice the strong agreement between the spectra and with cross sections reported from a drift tube (4150 and 
4160 Å2, respectively, for charge states 16+ and 17+) and the expected cross section of the x-ray structures (3650-4300 Å2). This demon-
strates that also the TIMS design used in reference 5 is sufficiently “soft” for native mass spectrometry. (Differences at the peak bases in 
(E) do not indicate ion heating because avidin does not compact upon activation; see reference 12.)  
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for avidin in a drift tube14 (4150 and 4160 Å2, respectively, for 
charge state 16+ and 17+). These results demonstrate that the 
TIMS design used in reference 5 is sufficiently “soft” to enable 
native mass spectrometry applications. 

CONCLUSIONS 
Here, we clarified (a) that the ion heating to ~500 K reported 

in reference 5 is not intrinsic to TIMS and (b) that TIMS enables 
native mass spectrometry applications. 
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