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Pile driving is used for constructing foundation supports for offshore structures. Underwater noise,11

induced by in-water pile driving, could adversely impact marine life near the piling location. Many12

studies have computed this noise in close ranges by using semi-analytical models and Finite Element13

Method (FEM) models. This work presents a Spectral Element Method (SEM) wave simulator14

as an alternative simulation tool to obtain close-range underwater piling noise in complex, fully15

three-dimensional, axially-asymmetric settings in the time domain for impacting force signals with16

high-frequency contents (e.g., frequencies greater than 1000 Hz).17

The presented numerical results show that the flexibility of SEM can accommodate the axially-18

asymmetric geometry of a model, its heterogeneity, and fluid-solid coupling. We showed that there19

are multiple Mach Cones of different angles in fluid and sediment caused by the differences of waves’20

speeds in fluid, a pile, and sediment. The angles of Mach Cones in our numerical results match21

those that are theoretically evaluated. A previous work [1] had shown that Mach Cone waves lead22

to intense amplitudes of underwater piling noise via a FEM simulation in an axis-symmetric setting.23

Whereas it modeled sediment as fluid with a larger wave speed than that of water, we examined if24

our SEM simulation, using solid sediment-fluid coupling, leads to additional Mach Cones. Because25

this work computes the shear wave in sediment and the downward-propagating shear wave in a pile,26

we present six Mach Cones in fluid and sediment induced by downward-propagating P- and S-waves27

in a pile in lieu of two previously-reported Mach Cones in fluid and sediment (modeled as fluid)28

induced by a downward-propagating P-wave in a pile. We also showed that the amplitudes of the29

close-range underwater noise are dependent on the cross-sectional geometry of a pile. In addition,30

when a pile is surrounded by a solid of an axially-asymmetric geometry, waves are reflected from the31

surface of the surrounding solid back to the fluid so that constructive and destructive interferences32

of waves take place in the fluid and affect the amplitude of the underwater piling noise.33

Keywords: Spectral element method; Close-range underwater piling noises; and Axially-asymmetric34

settings35

1. Introduction36

In-water pile driving methodology has been widely used in foundation construction of off-37

shore wind turbines, bridges, offshore oil and gas platforms, and various coastal structures,38

such as ferry terminals, docks, and piers. In particular, there has been a large increase in39

recent years on pile driving activities of offshore wind turbines due to increasing demand for40
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renewable energy [2]. According to the 2015 report of National Renewable Energy Labora-41

tory (NREL), the global offshore wind market is growing such that more than 47,000 MW42

of global offshore wind capacity is set to be commissioned by 2020 [3] while the turbines43

themselves are increasing in power output up to several MW each. Continuous global eco-44

nomic growth leads to unceasing needs to build transportation systems, such as bridges and45

ferry terminals. Moreover, the increasing population also leads to increasing demand for46

oil and natural gas so that the construction of offshore oil platforms have grown in large47

numbers [4].48

Offshore piling methods involve driving piles, usually made of metals, down into the49

seabed by means of hammering. Offshore piling poses a potential threat to marine life50

because in-water pile driving produces intense, broadband (20 Hz to 20 kHz) underwater51

acoustic noises [5–7]. Underwater piling noises are known to be harmful to fish near a52

piling location [7,8]. Other environmental consequences include various adverse auditory and53

behavioral effects to many marine species including marine mammals. For example, intense54

noise from pile driving has been shown to cause a temporary shift of hearing threshold to55

harbor porpoise at close ranges [9]. Even at a distance that is considered safe in terms of56

the hearing-threshold shift, noise levels from pile driving are still at high levels [10,11] and57

could induce behavioral disturbances to marine mammals [12]. Furthermore, the increase58

in background sound levels and the shift of soundscape dynamics, from piling noise, could59

also lead to acoustic masking in marine mammals [12]. Therefore, in order to accurately60

assess the environmental impacts of in-water pile driving to marine habitat and mitigate61

them, it is crucial to understand the noise generated from piling activities. As suggested by62

Nedwell et al. [5], a reliable, robust and accurate method of computing underwater piling63

noise and assessing its environmental impact is of importance in providing an optimal design64

or process for offshore piling construction. Tsouvalas and Metrikine [13] suggested that the65

noise generation mechanisms in a system that consists of a pile, soil and water must be66

understood before any noise mitigation efforts take place.67

There have been a number of research studies that use analytical (i.e., using closed-form68

solutions) or semi-analytical methods to calculate underwater noise. For example, Tsouvalas69

and Metrikine [13–17] presented a three-dimensional semi-analytical model that is proven to70

be fast, computationally inexpensive, and flexible enough to accommodate the complexity71

of pile-water-soil interaction during offshore piling. Their model consists of a pile, which is a72

shell-type structure, surrounded by a layered three-dimensional acousto-elastic domain [16].73

They use a linear high-order shell theory for solving the shell’s dynamics. The fluid domain74

was modeled to be an inviscid compressible medium while the soil domain was simplified75

to be an assemblage of springs and dashpots [16], representing the dynamic stiffness and76

damping of underlying seabed [18]. The modal decomposition method is applied to solve the77

dynamic response of each system considering the kinematic interface relationship of each78

domain [15]. They confirmed conical fronts of acoustic waves, which were first recognized79

by Reinhall and Dahl [1], as the primary behavior of the waves in the surrounding fluid.80

They also found that pile driving generates Scholte waves in the seabed-water interface [15].81

Dahl and Dall’Osto [19] modeled the radial expansion of sounds from a vertical line array of82
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discrete sound sources along a pile. Each source is given a complex-valued, depth-dependent83

phase delay compared to its neighbors, and the sound in water in the frequency domain due84

to each source is calculated by using the Green’s function. The frequency-domain sounds85

are converted into a time signal at the location of a receiver. They also validated their86

computational modeling with measured data during a real piling site. In their study, the87

key features in the numerically-predicted sound signals approximately match those of the88

measured signals at receivers.89

Additionally, a number of studies have used the Finite Element Method (FEM) to exam-90

ine the physical behavior of in-water piling noise. FEM can accommodate realistic, complex91

environments and thus provides a more accurate underwater piling noise than the afore-92

mentioned analytical methods despite its expensive computational cost associated with a93

dense discretization of a domain. Reinhall and Dahl [1] used the FEM and showed that94

underwater piling noises stem primarily from a radially-expanding Mach wave from the95

pile. They used a commercial FEM software (Comsol Multiphysics) to study the dynamic96

behavior of an axially-symmetric FEM model of a pile. However, the sediment in their study97

was modeled as fluid. In acknowledging this limitation, they suggest a more accurate elastic98

description of sediment that includes shear deformation and plasticity will be needed. On99

the other hand, Heitmann et al. [20] developed a finite element pile driving model, which100

uses an elasto-plastic soil model that takes into account the plastic deformation of sediment.101

Their numerical results are validated using data from a measurement campaign done in the102

German North Sea. Lippert et al. [21] used an axially-symmetric FEM model to character-103

ize the close-range noise generated during offshore piling. Their close-range results are in104

good agreement with field measurement data. They also devised an alternative approach for105

analyzing the far-range characteristics of underwater noise using wave number integration.106

They argued that using an FEM model in determining long-range propagation of underwa-107

ter sound is not practically feasible due to large computational cost. Fricke and Rolfes [22]108

used an approach, which integrates three sub-models in predicting underwater noise from109

offshore piling. The first sub-model uses a linear, axially-symmetric, frequency-domain FEM110

solver to examine the radiation of pile vibrations to the surrounding water and soil column.111

The second sub-model uses an analytical approach to determine the mechanical excitation112

of the pile. The third sub-model, based on a split-step Padé solution of the parabolic equa-113

tion, is used to define the long-range propagation of the resulting sound in water. Although114

this model tends to underestimate the sound pressure level at low frequencies, their model115

showed reasonably accurate results and is suitable for long-range quantitative prediction of116

underwater noise up to 1500 m. Recently, an international workshop, so-called ‘COMPILE117

(a portmanteau combining computation, comparison, and pile)’, was held to compare the118

results of different numerical models for computing the underwater piling noise of a bench-119

mark model problem in 2016 [23]. The workshop was intended to address the absence of any120

analytical solution for the problem and the shortage of available measurement data. Seven121

different teams from six countries attended the workshop. The benchmark problem of the122

workshop considers a generic thin-walled pile, subject to a force function on its top surface.123

The lower part of the pile is embedded into the sediment. They consider the sediment as124
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fluid (i.e., the shear waves of the sediment were neglected). The attenuation in fluid and125

sediment were considered. Most of the presented numerical models in the workshop split126

the underwater piling noises into close-range and far-range models in order to reduce the127

computational costs. To couple their close-range numerical solution with the far-range so-128

lutions, they used wavenumber integration or parabolic equation approximation method or129

normal mode expansion. Among the seven numerical models for computing the close-range130

numerical solution, six of them are the FEM models, and the remaining one is the Finite131

Difference Method (FDM) model. Five of the FEM models used commercial software (e.g.,132

Comsol and Abaqus) and the other model used the PAFEC-FE software suite. The FEM133

models used the axially-symmetric 3D setting, which is not a fully 3D one. All the six FEM134

models produced similar waveforms at a close range up to a distance of 31 m from the pile,135

whereas the FDM model results in a wave signal that is substantially different from the136

FEM solutions.137

We note that all the numerical models for the close-range noise discussed in our literature138

review are limited to the axially-symmetric models that are not full 3D, and many of them139

have simplified sediment as fluid. Thus, we are interested in using the axially-asymmetric,140

full-3D models for computing close-range underwater piling noises by considering detailed141

boundary conditions. To this end, we explore a powerful simulation tool to obtain under-142

water piling noise in the complex, axially-asymmetric domain and in the high-frequency143

range (e.g., >1000 Hz). While several numerical techniques (for instance, FDM, Boundary144

Element Method (BEM), and classical low-order FEM) can be employed to solve the full145

wave equation in complex underwater configurations, Spectral Element Method (SEM) is146

known to be the most effective and efficient for solving 3D time-domain wave propagation147

analysis problems of a very large number of meshes and time steps without compromis-148

ing accuracy [24]. The SEM is a higher-order FEM that uses a nodal quadrature, namely149

the Gauss-Legendre-Lobatto (GLL) quadrature, leading to a diagonal mass matrix with-150

out using mass lumping. Thus, very fast explicit time integration can be used, taking full151

advantage of a diagonal mass matrix, without compromising accuracy and scalability. An152

open-source large-scale parallel SEM wave simulator, SPECFEM3D, has effectively resolved153

the expensive computational cost of 3D time-domain wave analyses of a coupled solid-fluid154

system, arising in global-scale seismology and geophysical inversion simulations [25–35].155

SPECFEM3D has been rigorously benchmarked using reference analytical and numerical156

solutions [25, 30, 36, 37] and validated using real seismogram data [38, 39]. Thus, we are157

confident that SPECFEM3D is as trustable as commercial software, such as COMSOL and158

ANSYS.159

This paper shows the applicability of SPECFEM3D in solving close-range wave propa-160

gation problems in an in-water pile driving environment with axially-asymmetric geometries161

of a pile and a surrounding solid domain. The reflection and refraction waves in such set-162

tings will affect the amplitudes of underwater piling noises. Because SEM can take into163

account complex geometries and arbitrary material heterogeneity of close-in harbor envi-164

ronments with uneven (sloped) sediment surfaces, this work would contribute to the body165

of knowledge in the area of computing underwater piling noises. We model sediment as a166
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solid so that the resulted wave solutions are as realistic as possible. The need to model167

the solid sediment-fluid interaction was already suggested by Reinhall and Dahl [1], who168

had mentioned the importance of the accurate elastic description of the sediment, including169

shear deformation. The material properties of sediment (i.e., a geoacoustic model) should170

be guessed or be characterized by a non-destructive material-property characterization test.171

The latest advancement of full-waveform inversion theories [40–43] will enable such a non-172

destructive material characterization of sediment by using a field test with a mild sonar173

wave as an incident wave. This SEM-based modeling could be used for investigating novel174

engineering methods, such as an optimized design of an axially-asymmetric cross section of175

a pile and usage of air bubble curtains around a pile in axially-asymmetric settings (e.g.,176

harbor environments in close proximity of harbor walls). These measures would be aimed177

to mitigate and reduce adverse impacts from piling noise.178

2. Problem Definition179

Fluid

Seabed

Pile

Fig. 1. The schematic diagram of an underwater pile driving. A fluid domain ΩF and a solid domain ΩS are
truncated by absorbing boundaries ΓF ABC and ΓS ABC, respectively. Because of the absorbing boundary
at the bottom of a pile, only downward-propagating elastic waves in the pile are computed in the presented
simulations. Fluid-solid coupling is considered on ΓSF. A dynamic force F (t) is applied at the center of ΓN,
and acoustic pressure vanishes on Γfree.

We are interested in computing dynamic responses in a physical domain, comprised of180

water (fluid), seabed (solid), and a pile (solid), shown in Fig 1, by using the SEM. The fluid181

(ΩF) is coupled with the solids (ΩS) via solid-fluid interface ΓSF. The absorbing boundary182

conditions truncate the domain. A dynamic force f(t) is applied at the top surface (ΓN) of183

the pile, and the top surface of the fluid is assumed to be a pressure release surface. In this184

study, we investigate the dynamic behavior of this physical system with the dynamic force185
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f(t) acting vertically on the top of the pile.186

The displacement field uS(x, t) in elastic domains ΩS (i.e., a pile and seabed) is governed187

by the equation:188

∇ ·T− ρ ∂2t uS = 0 , (1)

where ρ denotes mass density, and T is the stress tensor. The stress tensor T is proportional189

to the strain, through the constitutive relationship:190

T = D : ∇uS , (2)

where D denotes the elastic tensor that accounts for the elastic properties of each domains.191

The elastic tensor is in a general form, where a fully-anisotropic tensor with 21 independent192

parameters can be utilized [36]. We assume small deformation, thus, a linear constitutive193

relationship is valid. When this is not appropriate, a nonlinear constitutive relationship can194

be used. One case of interest would be the near-field soil around a pile if it is expected to195

undergoes plastic deformation. Although the nonlinear behavior could be integrated into196

the simulation, it is beyond the scope of the presented research. In addition, although the197

SPECFEM3D has a capacity of modeling the attenuation of elastic and acoustic waves,198

we do not consider the attenuation in this study because we are mainly concerned with199

the close-range piling noise. Within the ranges and frequency contents of the force signal200

presented in this paper, the attenuation should not be significant.201

The boundary condition at the top surface ΓN of a pile, where a point load F (t) is202

applied, is given by:203

T · nS =
[
0 0 −F (t)

]T
δ(x− xc) , (3)

where nS denotes the unit outward normal from the solid surface, δ is a Dirac delta, and204

xc denotes the geometric center of the top surface of a pile. The body waves in solids205

are comprised of, primarily, P- and S-waves. The P-wave is a compressional wave, and206

its particle movement orientation is aligned with the propagating direction. The S-wave is207

known as a shear wave and is formed by shear deformation of a solid. Its particle movement208

orientation is perpendicular to the direction of wave propagation, and it is typically slower209

in speed than the P-wave.210

In an acoustic domain, the particle displacement of fluid uF can be written as:211

uF = ρ−1∇χ , (4)

where χ is defined as the scalar displacement potential. The acoustic wave motion in fluid212

ΩF is formed by alternating compressions of fluid particles. The equation of motion in terms213

of the potential χ is:214

κ−1∂t
2χ = ∇ · (ρ−1∇χ) , (5)

where ρ is the mass density; κ is the bulk modulus of the fluid. The pressure field can be215

obtained, after computing χ in the domain ΩF, as:216

P = −κ∇ · uF = −∂2t χ , (6)
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where P is the pressure field of the wave motion of fluid. The boundary condition of a fluid217

domain on its free surface (ΓFree) is:218

P = 0 . (7)

Noting that (7) is equivalent to P = −∂2t χ = 0, χ vanishes on ΓFree.219

Between the interface (ΓSF) of the solid and fluid domains, the normal traction T · nS220

and the normal component of displacement (i.e., uS · nS) need to be continuous as:221

T · nS = P nF = −∂2t χnF , (8)

uS · nS = −ρ−1∇χ · nF , (9)

where nF and nS denote the unit outward normals from the fluid and solid surfaces, respec-222

tively, at the interface ΓSF, and T ·nS denotes the traction field vector of the wave response223

of a solid particle. Equation (8) shows that the traction field of a solid has a non-zero value224

only in a normal component, which is equal to P nF. The tangential component (i.e., fric-225

tion) of the traction field at the fluid-solid interface is zero because there is no shear friction226

between the solid and the fluid. Also, as represented in (9), the normal component of the227

displacement field of the solid at the fluid-solid interface is equal to that of the fluid at228

the interface, while the tangential component of displacement field of the solid differs from229

that of the fluid at the interface. In addition, we use Clayton-Engquist-Stacey absorbing230

boundary conditions [44,45] to absorb outgoing waves on boundaries (ΓABC) of the domain,231

representing a semi-infinite extent:232

∇χ · nF = −V −1
F ∂tχ on ΓF ABC , (10)

T · nS = ρ (Vp ∂tu
n
S + Vs ∂tu

t
S) on ΓS ABC , (11)

where VF denotes the wave speed of the acoustic wave. Similarly, Vp and Vs are the P- and233

S-wave speeds, respectively, in the solid domain; and ∂tu
n
S and ∂tu

t
S are, respectively, normal234

and tangential velocity components of a solid particle’s movement. Lastly, to initiate the235

simulation at rest, the initial conditions are:236

uS(x, 0) = 0 , ∂tuS(x, 0) = 0 in ΩF , (12)

χ(x, 0) = 0 , ∂tχ(x, 0) = 0 in ΩS . (13)

We solve the governing wave equations shown in this section by using the SEM. We omit237

the detailed procedure of SEM in this paper because the theoretical and computational238

aspects of the SEM procedure are well known and can be found in a number of papers239

[25, 26, 28–34, 46]. In particular, the SEM procedure for the coupled fluid-solid media can240

be seen in recent papers [24,47,48].241

We approximate the curved geometry of the elements by using the second-order shape242

functions and the solution function (χ and uS) by using the fourth-order shape functions.243

To obtain numerical solutions of wave responses accurately, we carefully determine the244

spatial and temporal discretizations of models in the following manners. First, the size of245

an element should be determined in a manner such that at least 8 nodes exist within the246
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smallest wavelength Vmin/fmax [49]. Here, Vmin is the smallest wave speed in the domain247

and fmax denotes the maximum discernible frequency of an excitation. Second, to obtain the248

stable time-domain solution of the simulation, the time step ∆t should satisfy the following249

Courant stability condition [50]:250

∆t ≤ Cmax

(
h

Vmax

)
, (14)

where h denotes the distance between the adjacent grid points and Vmax denotes the maxi-251

mum wave speed. Cmax is the maximum Courant number, which should be 0.5 for regular252

meshes and 0.3 to 0.4 for very irregular meshes with distorted elements and strong hetero-253

geneity, respectively [46].254

3. Numerical results255

This section presents the numerical results of close-range offshore piling noise simulated by256

using the SEM wave solver in various settings. In Case 1, we describe underwater piling257

noise for an axially-symmetric pile in a horizontally-unbounded domain. Case 2 shows the258

dependency of the close-range piling noise on cross-sectional geometries of piles. Case 3259

shows the reflection of underwater piling noise in an axially-asymmetric surrounding solid260

domain. Case 4 presents the applicability of using the SEM for computing piling noise in a261

harbor-like domain. To simulate the Cases 1 to 4, we used a high-performance computing262

(HPC) Dell workstation, with twelve Intel Xeon CPU processors (2.6 GHz) and 128 GB263

RAM memory. An advanced mesh generator Trelis was used for creating meshes. For all264

the cases, each simulation took about 4 hours when we used eight CPU cores and 128 GB265

RAM memory.266

3.1. Case1: Axially-symmetric pile in a horizontally-unbounded domain267

This example considers an in-water pile driving environment that is a cube of 10 meters on268

each side (see Figure 2). This volume is divided horizontally in the middle to separate the269

fluid and seabed domains. A 10-m long solid cylindrical pile of 1-m diameter is located at the270

center of the cube. The density of the fluid domain, assumed to be seawater, is 1030 kg/m3
271

with a P-wave speed of 1500 m/s. The seabed is composed of homogeneous saturated shales272

and clays. The Stanford Rock Physics Laboratory [51] gives the density for this material273

as 2200 kg/m3 with a P-wave speed of 1800 m/s and an S-wave speed of 625 m/s. The274

cylindrical pile is made of steel, which has a mass density of 8050 kg/m3 with P-wave and275

S-wave speeds of 5790 m/s and 3100 m/s, respectively. A downward point load is applied at276

the top center of the pile. A Ricker pulse, shown in Figure 3(A), is employed to represent277

the broadband impact pulse acting at the center on the top surface of the pile [52]. The278

central frequency of the Ricker impact source signal is 2.5 kHz and its maximum amplitude279

is 10 kN. Although an actual force signal could differ from this synthetic Ricker pulse signal,280

we used the Ricker signal because of its broadband frequency contents (see Figure 3(B)).281

A total calculation duration is 4 ms, and a time step is 2 × 10−4 ms. Absorbing boundary282
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Fig. 2. Case 1: A computational domain. The fluid domain is shown in yellow, the seabed is shown in
magenta, and the pile is shown in green.

conditions were imposed at the bottom and side surfaces of the cube domain to model the283

semi-infinite extents. We applied a pressure release condition at the sea surface. The average284

element size is nearly 0.15 m in the entire domain (see Figure 4). The smallest wavelength285

is 0.25 m, which is obtained by dividing 625 m/s (i.e., the smallest S-wave speed in solids)286

by the Ricker pulse’s central frequency of 2.5 kHz. The smallest wavelength is modeled by287

using 8 nodes in this simulation. For these element and time step sizes, the maximum length288

of a cube domain is limited to about 10 m for a workstation with the 128 GB RAM memory.289

Sensor x1 (m) x2 (m) x3 (m)

1 3.0 5.0 -2.5

2 1.5 5.0 -2.5

Table 1. Locations of sensors in Cases 1 and 2.

Figure 5 shows the results obtained in SPECFEM3D simulation at every 0.5 ms. It il-290

lustrates how the hydroacoustic waves propagate from the impact location at the topmost291

center of the pile to the domain’s boundaries and how acoustic waves propagate symmet-292
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Fig. 3. (A) A Ricker wavelet used as an impact signal force signal and (B) its frequency content.

rically in x1 and x2 directions. The waves propagate in a cone-like shape, also known as293

a Mach Cone, which is a conical pressure wave front produced by a moving sound source294

whose moving speed is greater than that of sound. To wit, while the elastic wave propagates295

downward in a solid pile at a faster speed than that of an acoustic wave, the elastic wave-296

induced vibration in the pile acts as a moving train of acoustic wave sources and creates a297

Mach Cone in the surrounding fluid. The angle between the Mach Cone and the pile surface298

can be analytically calculated as the following (see Figure 6):299

θ = sin−1

(
Vacoustic wave

Velastic wave (P or S) in a pile

)
, (15)

where Velastic wave (P or S) in pile and Vacoustic wave denote the speeds of waves in the pile and its300

surrounding acoustic fluid, respectively. If the pile is surrounded by sediment, the numerator301

in the above (15) should be replaced by the speed of P- or S-wave in sediment in order to302

compute the angles of Mach Cones in sediment. Figure 5 shows six different Mach Cones303

with their angles with respect to the pile surface. Specifically, Mach Cones 1 to 6 denote304

those induced by the differences of the following waves’ speeds, respectively: (i) the acoustic305
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(0,0,0)

    Sensor 2 
 

(Sensors are 
submerged 
in water at a 

depth of 
2.5m)

Sensor 1

Fig. 4. Case 1: Mesh (top view).

Mach 
Cone 3
(18º) 

Mach 
Cone 4 (6º)

Mach 
Cone 1
(15º) 

Mach 
Cone 2
(30º) 

Acoustic waves due to 
reverberating surface 
waves near the top 
surface of a pile

Mach 
Cone 5 
(35.5º)

Mach 
Cone 6 
(11.6º)

Fig. 5. Case 1: Acoustic pressure field P (Pa) of acoustic waves in fluid in the upper half of each figure
and x3-directional velocity field ∂tuS3

(m/s) of elastodynamic waves in solid in the lower half of each figure.
Plots shown in x1x3-plane. The upper color bar shows the scale of pressure, and the lower one shows that
of velocity. Figs. 9, 10, and 16 are plotted similarly.

wave and the P-wave in the pile; (ii) the acoustic wave and the S-wave in the pile; (iii) the306

P-wave in the sediment and the P-wave in the pile; (iv) the S-wave in the sediment and the307

P-wave in the pile; (v) the P-wave in the sediment and the S-wave in the pile; and (vi) the308
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S-wave in the sediment and the S-wave in the pile. The angles between the Mach Cones 1309

to 6 and the pile surface are measured to be 15◦, 30◦, 18◦, 6◦, 35.5◦, and 11.6◦, respectively,310

as shown in Figure 5. These numerically-computed values are in good agreement with the311

values theoretically evaluated by (15).312

Wave 
front in 
acoustic 
fluid

Mach 

Cone 1

Pile

Moving 

vibrations 

(P wave)

Moving 

vibrations 

(S wave)

Reverberating 
surface waves 
near the top 
surface of a pile

Mach 

Cone 2

Fig. 6. Waves occurring in a pile and its surrounding fluid. The elastic wave-induced vibration in a pile acts
as a fast-moving acoustic wave source and creates a Mach Cone in the surrounding fluid.

The annotation in Figure 5 at t = 2.5 ms shows the acoustic waves in fluid induced by313

reverberating surface waves near the top surface of a pile. The reverberating surface waves314

occur because we applied a point loading at the center of the top surface of the pile (see315

the upper part of Figure 6). Figure 5 also shows that the absorbing boundary conditions316

were effective in the simulations as no discernible reverberations can be seen on the bottom317

and side boundaries. In addition, Figure 5 shows that acoustic pressures are greater near318

the surface of the pile than at the large distance.319

In this paper, the maximum amplitude of an impact force on the pile is set to be 10320

kN, and it is applied at the single node on the centroid of the top surface of a pile. We321
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note that the maximum amplitude of the impact force in this work is much smaller than322

that in other previous works. For instance, in the benchmark example in the COMPILE323

workshop [23], the maximum amplitude of an impact force signal was set to be 20 MN324

(2,000 times higher than ours). This force was applied as its equivalent distributed load on325

the top surface of a hollow circular pile. Because of the small order of magnitude of our326

force signal, the order of magnitude of fluid pressure computed at sensor 2 (3.5 m away327

from a pile in a radial direction at a depth of 2.5 m) is about 300 Pa. On the other hand,328

the COMPILE workshop’s benchmark counterpart computed at a sensor (11 m away from329

a pile in a radial direction at a depth of 5 m) is about 60000 Pa, which is 200 times larger330

than ours: its equivalent one at 3.5 m away from a pile in a radial direction turns out to331

be about 1975 times larger than ours by multiplying 60000 Pa by 112

3.52
. Here, the ratio of332

1:1975 between the order of magnitude of the wave response in our paper to its counterpart333

in the COMPILE workshop closely matches that of 1:2000 between the order of magnitude334

of an impact force signal in our paper to its counterpart in the COMPILE workshop [23].335

In summary, although the amplitude of wave responses in this paper is much smaller than336

that of the reference numerical solution, they are acceptable given the difference in detailed337

problem settings (e.g., the magnitude of an impact force signal and the depth of water).338

The computed acoustic pressures are employed to determine sound pressure levels (SPL)339

defined as:340

SPL = 10 log10

(
P 2

Pref
2

)
, (16)

where P is the pressure from our SEM simulation, while Pref is the reference pressure in341

water (Pref is 1 µPa in our numerical simulations). The sound exposure level (SEL) can also342

be calculated using the SEM results by:343

SEL = 10 log10
1

T0

∫ t2

t1

(
P 2

Pref
2

)
dt , (17)

with T0 = 1 second is the reference time internal length. Although it is possible to show344

the spatial distributions of SEL, we show only the snapshots of SPL distributions in this345

paper. Figure 7 shows the distribution of SPL over the fluid domain at every 0.5 ms in this346

Case 1. From time t = 2.5 ms to t = 4.0 ms, lateral interface waves were generated at the347

interface between the fluid and the seabed (see the snapshots at t = 2.0, 2.5, 3.0, and 3.5348

ms in Figure 7). There are two reasons why these waves are generated. First, once the Mach349

Cone of acoustic waves hits the sediment-fluid interface, it excites the underlying sediment.350

The resulted waves in the sediment propagate faster along the interface than the acoustic351

wave and, in turn, excite the fluid above the interface. Second, the Mach Cone of the elastic352

wave in the seabed (see the snapshots at t = 2.5, 3.0, and 3.5 ms in Figure 5) arrives at the353

seabed-water interface and generates acoustic waves along the interface.354
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Interface 
wave

Interface 
wave

Interface 
wave

Interface 
wave

Fig. 7. Case 1: Snapshots of SPL (dB re 1 µPa) in acoustic domain.

3.2. Case 2: Piles with non-circular cross sections in a355

horizontally-unbounded domain.356

While most papers, related to underwater piling noise modeling, only consider cylindrical357

piles, this section considers piles with non-circular cross sections. For these examples, we358

consider piles with square and triangular cross sections. Figure 8 provides the top view of359

each meshed geometry. The cross sections of both square and triangle shapes have the same360

area size (0.25π m2) as the circular pile considered in Case 1. All other properties of the361

water, seabed, and pile are identical to Case 1 for the reasonable comparison between Cases362

1 and 2, highlighting the effect of a cross-sectional geometry of a pile on the piling noise.363

Figures 9 and 10 show the side-view snapshots of the pressure waves in the fluid domain364

for the piles with square and triangular cross sections, respectively. Wave propagation be-365

haviors for the two models significantly differ from each other. Figures 11 and 12 illustrate366

the distribution (top view) of SPL for the three different geometries of pile cross sections at367

a fluid depth of 2.5 m. These figures show that the shapes of wave fronts of hydroacoustic368

wave vary for each geometry of a pile cross section. For instance, the wave front for an369

axially-symmetric pile is radially symmetric, and its high SPL values are distributed evenly370

around the surface of the pile. In contrast, for axially-asymmetric piles, wave fronts are371

highly irregular, and their associated SPL values are not distributed evenly.372

Figure 13 also provides the comparison of hydroacoustic pressures measured at Sensors373

1 and 2 for all the pile shapes in Cases 1 and 2 (see Table 1 for the coordinates of each374

sensor). Figure 13(A) shows that the maximum absolute pressure occurred in a cylindrical375

pile simulation was 425 Pa at Sensor 1. The square cross-section pile generated a maximum376

absolute pressure of 519 Pa at Sensor 1. Amongst all the models, the triangle cross section377
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(0,0,0) (0,0,0)

    Sensor 2 
 

(Sensors are 
submerged in 

water at a 
depth of 2.5m)

Sensor 1

Sensor 2

Sensor 1

Fig. 8. Case 2: Mesh configuration for piles of square- and triangle-shaped cross sections (top view). The
fluid domain is shown in yellow, and the piles are shown in green.

Fig. 9. Case 2, square-shaped pile: Snapshots showing P (Pa) of acoustic waves in fluid in the upper half
of each subfigure and ∂tuS3

(m/s) of elastodynamic waves in solid in the lower half of each subfigure. Plots
shown in x1x3-plane (refer to the Cartesian coordinate system in Figure 2).

pile produced the highest absolute pressure equal to 808 Pa at Sensor 1, twice that of378

the cylindrical pile model. Figure 13(B) shows that the maximum acoustic pressures for379

the circular, square and triangle cross-section pile simulations were 338 Pa, 549 Pa and380

467 Pa, respectively, at Sensor 2. These results show that the cross-sectional shape of a381
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Fig. 10. Case 2, triangular-shaped pile: Snapshots showing P (Pa) of acoustic waves in fluid in the upper
half of each subfigure and ∂tuS3

(m/s) of elastodynamic waves in solid in the lower half of each subfigure.
Plots shown in x1x3-plane.

pile influences the intensity of underwater piling noise in the close range. Among the three382

pile cross-sectional shape models, the triangular cross-section pile resulted in the highest383

hydroacoustic pressure at Sensor 1. However, the square-shaped cross-section pile generated384

the highest magnitude of hydroacoustic pressure at Sensor 2. This behavior was caused by385

wave interferences that the axially-asymmetric piles led to.386

The simulations in this Case 2 suggest that changing the cross-sectional shape of a387

pile could affect (possibly reduce or increase) the magnitude of underwater piling noise in388

the close range. For instance, we could examine a pile with a band gap in the outward389

radial direction, using optimized cross-sectional shapes, that can significantly attenuate the390

propagation of waves in the outward radial direction of a pile. The band gap could be391

designed around the predominant frequency band of an actual piling force signal. The band392

gap could be made by not only the geometrical designs but also the material composition of a393

pile. The material properties of a pile could affect the amplitudes of underwater piling noises.394

For instance, suppose that a pile consists of two different materials: the outer layer of a pile395

is made of steel and its inner core is made of concrete, of which P- and S-wave speeds (e.g.,396

3174 and 1851 m/s) are smaller than those of steel (5790 and 3100 m/s) [53]. Then, a larger397

impact wave energy could be delivered into the inner core of this pile than a homogeneous398

pile. It is well known that wave energy is, in general, concentrated in an area whose wave399

speeds are smaller than its neighboring areas (i.e., the waveguide effect) [54]. Thus, the400

intensity of radiating acoustic waves from this composite pile into the water could be smaller401

than that of a homogeneous, non-hollow pile. Of course, SEM-based structural optimization402

studies, determining the best combination of topography and material properties of a pile,403

could result in a pile that can more effectively reduce noise than our suggested simple404
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Fig. 11. Snapshots of SPL (dB re 1 µPa) at depth x3 = -2.5 m at every 0.5 ms in the acoustic domain.

concrete-steel pile. In addition, the structural performance of piles with non-circular cross-405

sectional geometries, induced by quasi-static or low-frequency dynamic loadings, and their406

associated strengths should be studied and compared with those of circular piles in the407

future.408

3.3. Case 3: Axially-asymmetric surrounding solid domain409

In-water pile driving in axially-asymmetrical environments, such as harbors, streams, or410

riverbanks, could generate complex wave responses mainly due to wave reflections at bound-411

ing regions. Figure 14 shows an axially-asymmetric domain with side walls, and Figure 15412
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Fig. 12. Snapshots of SPL (dB re 1 µPa) at depth x3 = -2.5 m at every 0.5 ms in the acoustic domain.

shows its top view. A cylindrical pile is located at the center of a 10 m cubic domain, and413

1.25 m thick side walls are included on two sides. The material properties of the walls are414

assumed to be those of the underlying seabed in order to investigate only the effect of wave415

reflection from side walls. All other properties and mesh parameters are the same as those416

in Cases 1 and 2. In this paper, both the sediment and the surrounding walls are modeled417

as non-permeable (having no pore fluid) solids, and this work does not use a solid that is418

a perfectly-impenetrable barrier to sound (i.e., a sound hard material with the boundary419

condition ∂P
∂nS

= 0). The sound wave in fluid interacts with its neighboring solid so that it420

creates another elastic wave in the solid.421
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(A) Pressure at Sensor 1

(B) Pressure at Sensor 2

Fig. 13. Acoustic pressure over time measured at Sensors 1 and 2.

Figure 16 shows the resulting acoustic pressure at time intervals of t = 0.5 ms while422

Figure 17 shows its equivalent SPL values at a cross section of depth, x3 = -2.5 m. The423

behavior of pressure waves, from t = 0.5 to 2.0 ms, are similar to those in the axially-424

symmetric domain in Case 1. At t = 2.5 ms, the wave propagating in the fluid reaches the425

surrounding wall. At next time steps, t = 3.0 to 4.0 ms, the hydroacoustic pressure waves426

are reflected off the walls to the fluid domain, and result in a complex sound field because427

the waves from the pile interfere with those reflected from the walls.428

We used a sensor to record pressures over time, and its location coordinates are the same429

as those of the Sensor 2 in Table 1. The sensor detected the increase (17% in Pmax (Pa))430

in the maximum pressure compared to that of the Sensor 2 in Case 1. Such an increase is431

caused by the reverberating pressure waves from the side walls.432
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Fig. 14. Case 3: A surrounding solid domain of an axially-asymmetric geometry. The solid domain is shown
in yellow, the fluid domain is shown in magenta, and the pile is shown in green.

Fig. 15. Case 3: Domain with a solid-like wall (top view). The solid domain is shown in yellow, the fluid
domain is shown in magenta, and the pile is shown in green.
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Fig. 16. Case 3: Snapshots showing P (Pa) of acoustic waves in fluid, in the upper half of each figure, and
∂tuS3

(m/s) of elastodynamic waves in solid, in the lower half of each figure. Plots shown in x1x3-plane.

Fig. 17. Case 3: Cross section view of SPL (dB re 1 µPa) results at every 0.5 ms with an asymmtric solid
domain and at depth, x3 = -2.5 m.

3.4. Case 4: Harbor-like domain433

The geometry for Case 4 was designed based on the study by Zampolli et al. [55], who434

validated the use of FEM in computing underwater piling noise by using experimental data.435
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They used Comsol and compared their FEM solution to field data collected on December 2-3436

2010 at the IHC Hydrohammer Kinderdijk site in the Netherlands. Their study used a linear437

structural-acoustic model to approximate the behavior of underwater piling noise. They438

ignored the influence of harbor walls on the piling noise and used an axially-symmetric model439

to reduce the computational cost. They acknowledged that omitting the effects of harbor440

walls, bathymetry variations, and sub-bottom layering contributed to the difference between441

the measured data and their numerically-computed underwater noise. To investigate the442

influence of complex-shaped harbor walls on the hydroacoustic wave responses, we study443

a site condition that is similar to that studied by Zampolli et al. We do not compare this444

simulation to the actual field experiment data because some properties in this simulation445

are not similar to those used in the field experiment of Zampolli et al.’s study, and not446

all information (such as harbor wall properties) was available in their paper. Moreover,447

using the actual site dimension of a very large domain in their paper with elements of very448

small mesh sizes requires a higher computational cost than that available in a workstation449

with 128 GB RAM memory. Hence, we scaled down the site dimensions by half. We also450

simplified the site geometry by considering straight walls over curved ones given in the451

schematic representation of the trial site.452

Fig. 18. Case 4: Top view of the harbor-like domain. The fluid domain is shown in yellow, the seabed is
shown in magenta, and the pile is shown in green.

This work considered a domain that has a total length and width of 80.0 m and 52.5453

m, respectively (see Figure 18). The total depth from the top surface to the bottom is 6.0454

m, and the fluid region has a depth of 5.0 m from the top surface (see Figure 19). The pile455
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still has a diameter of 0.5 m and a height equal to the domain’s total depth. The side and456

bottom surfaces are truncated by using the absorbing boundaries.457

Fig. 19. Case 4: Isometric view of the harbor-like domain. The fluid domain is shown in yellow, the seabed
is shown in magenta, and the pile is shown in green.

To reduce the computational cost, we used an average mesh size of 0.75 m, which is458

larger than the previous cases, and a Ricker pulse piling force signal of its central frequency459

0.5 kHz. The 10 kN downward Ricker pulse force was applied at the top of the pile, which460

is located at x1 = 34.5 m and x2 = 14.0 m.461

Figures 20(A) and (B) show the SPL results of this simulation at selected time interval462

from t = 0.003 s to t = 0.015 s at a section cut along the x2-x3 plane at x1 = 34.5 m and463

a section cut along the x1-x3 plane at x2 = 14.0 m, respectively. Similar to the results in464

previous cases, the underwater sound pressure starts as a conical shape, and then, expands465

over time, eventually reverberating back into the fluid region after reaching the harbor466

walls. Lastly, Figure 21 presents the SPL-converted pressure at the x1-x2 plane at x3 =467

-1.5 m. Harbor walls surrounding the pile greatly influence the acoustic waves. Waves rever-468

berate after reaching the surface of the solid regions, causing complex wave responses and469

their constructive and destructive interferences. Using the conventional axially-symmetric470

FEM simulation cannot capture this phenomenon so that it causes disagreement between471

simulation results and experimental measurement data in harbor-like environments. There-472

fore, SEM should be employed for computing close-range piling noise in axially-asymmetric473

harbor-like settings.474
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(A)

(B)

Fig. 20. Case 4: Cross section view of SPL at (A) x1 of 34.5 m and (B) x2 of 14.0 m (0.003 ≤ t ≤ 0.015 s).

4. Summary475

This research presents the applicability of using SEM in computing the time-domain be-476

havior of close-range underwater noise due to in-water pile driving in full 3D settings. This477

research shows that the solver’s versatility can take into account the fluid-solid coupling,478

absorbing boundary conditions, and the pressure-free top surface of the fluid. We have479

presented various models, namely, piles of axially-asymmetric cross-sectional shapes and480

axially-asymmetric surrounding domains, and showed corresponding variations in underwa-481

ter piling noise.482

When an axially-symmetric circular pile is considered in a horizontally-unbounded set-483

ting (Case 1), the sound pressure wave in fluid initially propagates as a conical shape.484

This acoustic field is produced when impact-based stress waves travel in a pile of fast wave485

speeds that is surrounded by water of a slower speed of sound [1]. We showed that there486
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Fig. 21. Case 4: Cross section view of SPL at x3 = -1.5 m. The constructive wave interferences of reflected
waves are observed.

are multiple different Mach Cones caused by the differences of the following waves’ speeds,487

respectively, (i) the acoustic wave and the P-wave in the pile; (ii) the acoustic wave and488

the S-wave in the pile; (iii) the P-wave in the sediment and the P-wave in the pile; (iv)489

the S-wave in the sediment and the P-wave in the pile; (v) the P-wave in the sediment and490

the S-wave in the pile; and (vi) the S-wave in the sediment and the S-wave in the pile. The491

angles of Mach Cones in our numerical results match those that are theoretically evaluated.492

This Mach cone wave behavior had been previously studied by Reinhall and Dahl [1] and493

Tsouvalas [15]. Unlike the previous work [1], this work computes the shear wave in sed-494

iment and the downward-propagating shear wave in a pile. Therefore, in lieu of 2 Mach495

Cones in fluid and sediment induced by a downward-propagating P-wave in a pile shown in496

the previous work [1], this work presented 6 Mach Cones in fluid and sediment induced by497

downward-propagating P- and S-waves in a pile.498

It has been already shown by Reinhall and Dahl [1] that the Mach cones in fluid are499

accountable for intense amplitudes of underwater piling noise. However, the four elastic500

wave Mach Cones, shown in this paper, do not significantly contribute to the underwater501

noise even though they interact with the fluid above the fluid-sediment interface. Therefore,502

the effect of the four elastic wave Mach Cones is not noticeable in the measurement made by503

hydrophones so that field data can hardly provide evidence about them. On the other hand,504
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another possible set of four elastic wave Mach Cones, induced by upward-propagating elastic505

waves in a pile, could noticeably affect fluid-pressure waves as suggested by Reinhall and506

Dahl [1]. Our simulation does not show these elastic wave Mach Cones, induced by upward-507

propagating elastic waves in a pile, because the pile is truncated by using a non-reflection508

boundary condition.509

The numerical results for piles with axially-asymmetric cross-sectional shapes (Case510

2) show that the close-range underwater noise for each asymmetric cross-sectional shape511

undergoes constructive and destructive wave interferences in contrast to the smooth radial512

expansion of the wave generated from an axially-symmetric pile. Therefore, the amplitudes513

of the close-range underwater noise are dependent on the cross-sectional geometry of a pile.514

Thus, engineers could optimize the cross-sectional shape (potentially axially-asymmetric)515

of a pile such that it will minimize ‘undesired’ wave energy, radiating into surrounding516

close-range fluid, but maximize the energy transmitted into its underlying seabed: a similar517

application of wave energy focusing was demonstrated by Jeong et al. [54]. The presented518

SEM solver could serve as a wave solver in the optimization procedure.519

When axially-asymmetric surrounding solid conditions are considered (Cases 3 and 4),520

waves reverberate back to the fluid domain, after reaching the surface of surrounding walls.521

Thus, constructive and destructive interferences of waves take place, producing higher levels522

of underwater noise than an axially-symmetric surrounding setting. When a pile is con-523

structed in a close-in harbor area, the reflection and diffraction waves from the surrounding524

solids (i.e., breakwaters, piers, and harbor walls) and sloped sediment would create con-525

structive interference and increase the amplitudes of underwater piling noises.526

In summary, the presented simulations suggest that the SEM can be an alterna-527

tive method for obtaining close-range in-water pile driving noise, considering an axially-528

asymmetric surrounding solid condition and an axially-asymmetric pile cross-section geom-529

etry.530

5. Future studies531

The presented SEM study can be extended further as follows. We will compare an SEM532

solution to other numerical solutions of the benchmark problem in the COMPILE workshop533

[23]. By comparing SEM results to those by FEM models for the benchmark problem in534

the workshop, we could present the advantage and disadvantage of the SEM approach535

over the other approach. Furthermore, the SEM solution can be validated via comparison536

with measurement data in real piling sites given by Dahl and Dall’Osto [19], who describe537

the information of the field test of underwater piling in a detailed manner. Their work538

[19] approximately showed the geometry of an axially-asymmetric surrounding setting with539

a sloped sediment bathymetry. Therefore, the field data in their paper could be a good540

benchmark data to be compared with the 3D SEM numerical solutions. However, even541

their paper does not show the information of the impact force signal and the material542

properties of the sediment. Thus, they should be guessed in our validation study.543

We should also investigate the piling noise behaviors of a shell-type hollow pile because544
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the Mach Cone behavior around a solid pile may differ from that in a shell-type hollow pile.545

In the presented SEM simulations, uncertainty may be present in a number of input param-546

eters, such as the bathymetry and material properties of sediment and a force signal. These547

uncertainties can affect the probabilistic distributions of wave responses. Thus, we could548

investigate the sensitivity of the piling noise to the uncertainties in these input parameters.549

If we use a fluid-saturated poroelastic solid model (e.g., Biot’s wave model), which is a550

more realistic model than an elastic solid as sediment, the behaviors of Mach Cones in the551

sediment will be even more complex than the presented results because of the existence of552

pore fluid in the sediment and their associated wave behaviors.553

While the performance of the presented absorbing boundary condition (ABC) is satis-554

factory in the small domains, it would not be satisfactory if the waves were grazing in the555

fluid with very small angles with respect to the plane of the ABC. That is, the presented556

ABC in the fluid element has only a normal component of absorbing capacity with respect557

to the plane of the ABC so that the ABC would not be effective when the incident angle is558

grazing. To address this issue, we should use the perfectly-matched-layers (PML), which is559

known to be effective regardless of the frequency contents and incident angles of the waves.560

In particular, we should use the PML that is studied by Xie et al. [48] for coupled fluid-solid561

media.562

Because it will take a large computational cost to use the SEM solution approach for563

computing far-range solutions for force signals with high-frequency contents, the usage of564

the SEM should be limited to the close-range setting (up to tens of meters distance from565

the piling location). Therefore, the close-range SEM numerical solution should be coupled566

with far-range solutions obtained by using, for instances, wavenumber integration method,567

or parabolic equation approximation method or normal mode expansion method.568
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