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Abstract—The ubiquitous deployment of 5G New Radio (5G NR) accelerates the evolution in many fields. With the enhancement of
5G NR, Unmanned Aerial Vehicle (UAV) swarm networking can gain more flexibility, reliability, and elasticity to assist residents or
workers to finish missions of high complexity and risks remotely. The beamforming of 5G NR can improve the accuracy and the
flexibility of connections between the mobile devices. With a high throughput guaranteed in the UAV swarm networking, the remote
can deliver specific instructions with the high accuracy of requirement. Further, a reliable and high volume throughput assures
multiple UAV swarm networking can exchange information to collaborate and cooperate underneath different mission allocations.
In this paper, we propose a cell wall paradigm to escalate the flexibility and the throughput for the heterogeneous 5G enabled
UAV swarm networking. With construction of cell wall, we formulate and summarize the throughput optimization into capacity
maximal problem to achieve the max-min throughput. Thereafter, we implement an optimal edge coloring solution with the upper
bound and the lower bound of color selection to schedule the orders of active links. Based on the optimal scheduling for each
separate networking, we focus on the balance of the inter and intra active links to mitigate collisions on the UAVs to strengthen
the throughput of UAV swarm networking for the collaboration and corporation of the heterogeneous UAV swarms on a large
scale. The evaluation shows the optimal edge coloring approach can improve the throughput for UAV swarm networking at 73.8%
maximally. With the optimal setting of ts = 0.01s and tg = 0.01s, we can achieve the optimal throughput for the collaboration of
the heterogeneous UAV swarms globally.
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I. INTRODUCTION

A. Motivation

The compact and affordable of advantages make the next
generation Node Base station (gNB) of 5G New Radio (5G
NR) deploy ubiquitously on a large scale feasible. With the
surpassing capacities of 5G NR, massive applications can have
access to the Internet which obtain micro-sensors adhering
on the human body, self-driving vehicles, Unmanned Aerial
Vehicle (UAV) [1] and so on. The assurance of connection de-
rived from 5G NR provides sufficient reliability, flexibility, and
efficiency to the evolution of many fields iteratively. Different
from the previous cellular networking, 5G NR extends mm-
Waves to deliver the packets jointly which provides several
tens of throughput than the conventional cellular networking.
The emerging applications of beamforming, network slicing,
Machine-to-Machine (M2M), and Device-to-Device (D2D)
combine to fuel 5G NR to be a scalable and critical factor
which can enhance the connections, collaboration, coopera-
tion, integrity and confidentiality for E-health [2], agriculture
[3], education [4], etc. The elastic deployment of 5G NR
provides the variable scales of applications to satisfy the
multiple requirements in different scenarios.

The conventional approaches are based on the hierarchical
or the central architectures which could achieve an outstanding
controllability with vulnerability to the dynamics of UAV
swarms. The hierarchical and the central architectures requires
specific UAV in the swarm to afford the gate way services
to its peers and other UAV swarms. To provide sufficient
throughput of delivery, the specific UAV needs to install extra
communication devices and batteries for power consumption.
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The quality and efficiency of communication is dependent on
the specific UAV which is hard to replaced by other peers
and vulnerable to the dynamics of UAV swarms. Due to the
specific services provider, the specific UAV have to be online
to provide the delivery services for the whole UAV swarm
[5]. The communication between heterogeneous UAV swarms
will crashed once the specific UAV crashed because of power
drainage, or connection lost. The specific UAV approaches can
be an obstruction to the potential exploitation of 5G NR on
the UAV swarm networking on a large scale. The hierarchical
and the central architectures are not reliable to the dynamic
of UAV swarm in the flight especially in the scenarios where
have exact requirements for the reliability and accuracy on the
position hovering and micro operations.

A distributed and decentralized architecture of the inter
networking construction for heterogeneous UAV swarm net-
working is imperative. The distributed and decentralized ar-
chitecture is supposed to exploit the potentials of 5G NR
enhanced UAV swarm networking maximally. Due to the
flexibility of the distributed and decentralized architecture,
UAV swarm networking can be dynamic and flexible to the
variation of deployment and the topology changing. Without
the specific UAV, the inter connection between heterogeneous
UAV swarm networking do not need install the extra commu-
nication devices. The peers of UAV swarms can be selected
to provide the gate way services once the UAV is qualified
and selected. The purchasing and configuration for the spe-
cific UAV can be ignored. The whole connection between
heterogeneous UAV swarm networking is not dependent on the
specific UAV anymore which also strengthens the reliability,
flexibility, and security for each UAV swarm. Further, with
equal configurations for each UAV in the UAV swarm, the
UAV providing the gate way services can be replaced by its
peers seamlessly once its power supply is drained; system
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crashed, or connection is out of range.
Enhanced with 5G NR, UAV swarm networking can have

directional connections exactly via beamforming for pack-
ets delivery with the minimization of energy consumption
and information leakage [6]. With optimal beam steering
management, beamforming can execute optimal beams for
connections which can reduce the interference derived from
other peers. The distributed and decentralized architecture
of networking can be constructed with the directional con-
nections and the minimum interference. Based on the mas-
sive implementations of Multiple Input and Multiple Output
(MIMO), multiple links can be connected with time division
and frequency division for the throughput maximization of
UAV swarm networking. The extending of 5G NR can pro-
vide the distributed and decentralized inter connection of the
heterogeneous UAV swarm networking feasibility, flexibility
and reliability.

B. Related Work

The surging demands of enhancement on many fields for
UAV swarm accelerates the evolution of UAV swarm network-
ing. With a hierarchical game model for optimization of D2D
and UAVs, a predictable dynamic matching market can address
the UAV selection and time allocation and a congestion game
can solve the channel access problem [7]. To address the
Slot access for neighboring cooperation in UAV swarms, a
self-organized collision discovery mechanism can avoid the
unavailable topology information and information exchange
to hinder the slot access [8]. Another way [9] to address
the access problem, Direction of Arrival (DOA) can provide
the relative position and channel gain for estimation and the
mixed integer nonlinear programming (MINLP) can enhance
the capability of self-recovering. Enabling UAV learning of
deployment and association with ground users with maximum
sum-rate of networking, a joint optimization of the balance of
bandwidth and quality of services, 2D position deployment and
altitude allocation is optimized by ‘Learn-As-You-Fly’. Firstly,
a distributed matching-based association can balance band-
width allocation and quality of services. Secondly, K-means
helps UAVs to address the deployment of UAVs. Finally,
game-theoretic approach maximize the limited interference
sum-rate [10]. Simultaneously, a deep Q-learning model can
determine the optimal link between two UAV nodes and a lo-
cally optimal position of UAV can enhance the overall network
performance with an optimization algorithm [11]. However,
the interference between the ground nodes and UAV swarm
networking is critical to the quality of services (QoS). A two-
phase transmission protocol can leverage cellular networking
and D2D networking to mitigate the interference between
ground devices and the UAV swarms [12].

To enhance the connectivity, reliability, flexibility of UAV
swarm networking, the cellular networking is considered as
the most potential approach to integrate the UAV swarm
networking into the National Airspace System (NAS) [13].
To reduce the latency of drone cellular-connected UAV users,
A fully-fledged drone-based 3D cellular network is proposed
to incorporate UAV users and UAVs in different altitudes.

The optimal deployment of UAV base stations to achieve the
maximum coverage for ground users [14], [15]. The optimal
estimation of distribution for UAV associated ground users
and base stations can achieve the minimum can achieve the
minimum for 3D cell association. With minimized latency, the
optimal uplink sum-rate can enhance the QoS between UAV
swarm networking. A cooperative UAV sense-and-send proto-
col enables UAV-to-X communication. An analysis of cellular
networking serving UAV and ground users is based on user and
network-level performance [16] and a two spectrum sharing
mechanism in [17]. Joint optimization of subchannel allocation
and UAV speed is optimized with three sub-problems resolving
of UAV-to-network and cellular user subchannel allocation,
UAV-to-UAV subchannel allocation and UAV speed [13]. A
3D positioning for the aeraial base stations can the transmit
power allocation for all the nodes in uplink, downlink, and the
combination of uplink and downlink [18]. Simultaneously, an
optimal spectrum sharing strategy can achieve the minimum
rate for UAVs and high cellular ground users uplink [17]. With
joint optimization of user association, spectrum allocation, and
content caching [19], a liquid state machine can predict the
users’ content request distribution with limited information
and deploy UAVs with optimal resource allocation strategies
to maximize the serving associations to users with feasible
throughput [20].

5G NR enabled UAV swarm networking benefits from Non-
Orthogonal Multiple Access (NOMA) which is considered as
a promising approach to provide higher receiver power and
enhanced spectrum efficiency for mobile users. A Multiple
Input Multiple Ouput NOMA (MIMO-NOMA) assists UAV
networking [21] to achieve a higher SNR slopes for the mobile
users. With tractable analytical upper bounds for Line of Sight
(LoS) and Non Line of Sight (NLoS), the interference to the
paired NOMA users can be zero. Concurrently, a UAV-assisted
NOMA networking leverages UAV and Base Stations (BS) to
provide services to the ground users simultaneously with a
joint optimization of UAV trajectory and NOMA precoding
[22]. The NOMA extends the association to users under the
explosive data traffic [23]. To maximize the minimum average
rate among ground users for UAV under OMA and NOMA,
a formulation of UAV swarm networking with OMA and
NOMA is transformed into a tractable problem and solved
with penalty dual-decomposition [24]. A user-centric strategy
and a UAV-centric strategy can provide analytical expression
and enhancement for the coverage of UAV communication
in an imperfect Successive Interference Cancellation (ipSIC)
scenario [25].

The throughput of UAV swarm networking is critical to the
QoS and safety. To reduce the pressure of Small-cell Base
Stations (SBS), UAVs are facilitated with caches to assist
the offloading request to SBS and improve throughput for
video requirement of end mobile users [26]. Joint optimization
of UAV deployment, caching placement and user association
can maximize the quality of experience (QoE) [27]. A joint
optimization of time allocation and position for UAV can
maximize uplink throughput for ground users [28] and ground
nodes [29]. With minimization of propulsion energy and op-
eration cost, joint optimization of UAV trajectory, sensor node
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of wake-up time allocation and transmitting power can achieve
the propulsion energy consumption and operation cost [30]. A
tractable 3D model can evaluate the average downlink of UAV
swarm networking with 5G NR and satisfy the requirement of
high throughput of UAV networking [31]. To overcome the
information leakage and increase the transmission reliability,
an optimization for the multi-hop relaying networking [32] can
enhance the throughput of UAVs networking with optimized
configuration of coding rates, transmit power and required
number of hops [33]. With machine learning, the probability
of spatial false alarm and spatial missed detection at UAV
can formulate the distribution of active UAVs, and assist
the stochastic geometry to derive the coverage probability of
D2D [34] and UAV networking. A dynamic fly-hover-transmit
scheme can determine the UAVs’ mobility and transmit power
to (Wireless information transfer, wireless energy transfer, and
silent) to achieve the UAVs’ sum-throughput maximization
over all ground terminals [35].

C. Contributions and Paper Structure

In this paper, our contributions are summarized as the
follows:

1) We propose a cell wall paradigm to enhance the flexi-
bility and the throughput for the heterogeneous 5G NR
enabled UAV swarm networking. In both full-duplex
and half-duplex modes, we formulate and summarize
the throughput optimization into capacity maximization
to achieve the max-min throughput.

2) With implementation of the upper bound and the lower
bound, an optimal edge coloring can obtain the opti-
mized scheduling of active links.

3) The balance of the inter and intra active links can miti-
gate collisions on the UAVs to strengthen the throughput
of UAV swarm networking globally for the collaboration
and corporation of the heterogeneous UAV swarms on
a large scale.

The evaluation shows the optimal edge coloring approach
can improve the throughput for UAV swarm networking sig-
nificantly. With the optimal setting of collision mitigation, we
can achieve the optimal throughput for the collaboration of the
heterogeneous UAV swarms globally.

The paper is organized as follows: Section I illustrates
introductions and our contributions. Section II depicts the
system model. Section III describes cell wall formulation and
the max-min throughput rendering. Section IV maximizes the
throughput with edge coloring solving. Section V extends
throughput optimization for the heterogeneous UAV swarm
networking on a large scale. Section VI presents the evalua-
tion. Section VII concludes the paper.

II. SYSTEM MODEL

We consider a system model (depicted as Fig. 1) consists of
a heterogeneous UAV swarm networking that contains multiple
heterogeneous UAV swarms. Each UAV is equipped with
compact 5G NR devices.

Swarm B

Swarm A

Swarm C

Fig. 1. Collaboration between the heterogeneous UAV swarms

To acquire the location sharing for the UAV swarms, each
UAV can obtain other UAVs’ location, (x, y, z), with Auto-
matic Dependent Surveillance-Broadcast (ADS-B). Thereafter,
the UAV can calculate the distance between its location and
other UAVs’ with messages derived from ADS-B [36]. The
UAV i can obtain the distance between its location to the
UAV j:

dij =
√
(xi − xj)2 + (yi − yj)2 + (zi − zj)2 (1)

Compared with 5G NR transmission range, ADS-B can
reach several tens miles which can be considered infinite for
the 5G NR transmission limit. The main carriers of ADS-B are
978MHz and 1090MHz which are far away from the carriers
of 5G networking. The interference derived from ADS-B to
RF beams can be negligible.

A UAV in a swarm is together with many peers of the other
swarm in a heterogeneous Time Division Multiple Access
(TDMA) cellular networking. Compared with other modula-
tions, TDMA can achieve more flexible access and reliable
connections with less interference between different channels.
The UAV of the cell wall in each swarm is considered as the
backhaul gateway for the UAV of the cell wall in the other
swarm. Each UAV is equipped with 5G NR device to generate
beams for the connections. The UAV can construct connections
once the other UAV is within the range of communication.
The receiving signal for the other UAV is denoted as c. The
receiving signal of UAV i from the UAV j can be given:

cij = gij log(1 +
pj

10PLij/10σ2 ) (2)

Here, cij > 0 [37], where gij is direct gain of channel, pj is
transmission power of j, and σ is Gaussian noise distributed
with zero mean. PLij is the path loss between UAV i and
UAV j [38], which is given:

PLij =

{
20log10(dij) + 20log10(fij) + ηLoS

20log10(dij) + 20log10(fij) + ηNLoS
(3)

where dij is the distance between UAV i and UAV j and fij
is the frequency of UAV j adopts. ηLoS and ηNLoS are the
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Fig. 2. Cell wall between swarm A and swarm B

attenuation for LoS and NLoS respectively. LoS is deployed
within the UAV swarm networking and NLoS is deployed for
the connections between the heterogeneous UAV swarms.

For the heterogeneous UAV swarm networking, connection
time is not static which may vary according to mission
assignment. An optimal throughput for collaboration between
heterogeneous UAV swarm networking in each connection
frame can escalate QoS for the mission complement. With
TDMA, the collaboration time, denoted as T , can be divided
into multiple connection frames (denoted as F). Thereafter, F
can be divided into multiple unit time scales, 1. The unit time
scale can be scheduled into N slots t, where N ≥ 1. The kth
slot is defined as tk which follows the constraint:

N∑
k=1

tk ≤ 1 (4)

Here, 1 ≥ tk ≥ 0. Further, in kth slot, a set of beams between
swarm A, swarm B, swarm C can be constructed to deliver
messages between swarm A and swarm C. The connections
generated between swarm A and swarm B can be denoted as
EAB . The connections generated between swarm B and swarm
C can be denoted as EBC . The valid connections of EAB and
EBC can be active at the ith slot. The active selections for
EAB and EBC are SAB and SBC . We assume there are M
and N connections for SAB and SBC . Here, SAB = {0, 1}V
and SBC = {0, 1}W . S = {SAB , SBC}. We have:

N∑
k=1

tk × SAB ≤ 1 (5a)

N∑
k=1

tk × SBC ≤ 1 (5b)

III. CELL WALL CONSTRUCTION

In nature, cells communicate with each other with the
assistance of cell walls which has wider flexibility and re-
liability than the point to point connections. The conventional
approaches require some specific UAVs with outstanding con-
figurations to provide the gateway services for the communica-
tion between a heterogeneous UAV swarm networking. With
ADS-B, UAV can obtain the location of other UAVs in the
different swarms and determine whether the UAV is within
the range of the valid connections.

The abstract architectures of the cell wall of swarm A,
swarm B, and swarm C are depicted as Fig. 2 and Fig. 3.
We assume that there are ϕ UAVs in swarm A and ν UAVs
in swarm B consisting of the cell wall for the connections for
swarm A and swarm B, and there are ω UAVs and λ UAVs
consisting of the cell wall for the connections for swarm B
and swarm C. With constructed cell walls among swarm A,

C1 C2 C3 ClC4 Cl-3 Cl-2 Cl-1

Bn+1 Bn+2 Bn+3 Bn+4 Bn+w-3 Bn+w-2 Bn+w-1 Bn+w

Fig. 3. Cell wall between swarm B and swarm C

swarm B and swarm C, we can have the throughput arrays for
the cell walls of swarm A and swarm B (denoted as CW1)
and the cell wall of swarm B and swarm C (denoted as CW2).

For the full-duplex scenarios, we can have CCW1
and CCW2

as (6) and (7).

CCW1
=

 c11 · · · c1ϕ
...

. . .
...

cν1 · · · cνϕ

 (6)

CCW2
=

 c[n+1]1 · · · c[n+1]λ

...
. . .

...
c[n+ω]1 · · · c[n+ω]λ

 (7)

In the full-duplex scenario, the optimal throughput for CW1

and CW2 is (8). And the beams between cell wall can not
occur collision which means each two beams can share no
same UAVs in the connections.

max
∑

cCW1
+
∑

cCW2
(8a)

S. T. i 6= j 6= l 6= m,∀cij ,∀clm ∈ CCW1
(8b)

i 6= j 6= l 6= m,∀cij ,∀clm ∈ CCW2
(8c)

Based on the linear computation, we can divide (8) into two
independent optimizations, which can be (9) and (10):

max
N∑
k=1

cCCW1
× tk × SAB (9a)

S. T. i 6= j 6= l 6= m,∀cij ,∀clm ∈ CCW1
(9b)

max
N∑
k=1

cCCW2
× tk × SBC (10a)

S. T. i 6= j 6= l 6= m,∀cij ,∀clm ∈ CCW2 (10b)

For the half-duplex scenarios, the upload links are different
from the download links which the throughput is different.
Thus, we have ĈCW1

and ĈCW2
which are (11) and (12). To

specify swarm A, swarm B, and swarm C in the half-duplex
scenarios and mitigate the confusion, we use the upper ? to
mark swarm A in CW1 and the upper ∗ to mark swarm C in
CW2.

ĈCW1 =



c1?1 · · · c1?ϕ 0 · · · 0
...

. . .
...

...
. . .

...
cν?1 · · · cν?ϕ 0 · · · 0
0 · · · 0 c11? · · · cϕ1?
...

. . .
...

...
. . .

...
0 · · · 0 c1ν? · · · cϕν?


(11)
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ĈCW2
=



c[n+1]1∗ ... c[n+1]λ∗ 0 · · · 0
...

. . .
...

...
. . .

...
c[n+ω]1∗ · · · c[n+ω]λ∗ 0 · · · 0

0 · · · 0 c1∗[n+2] · · · cλ∗[n+2]

...
. . .

...
...

. . .
...

0 · · · 0 c1∗[n+ω] · · · cλ∗[n+ω]


(12)

In the half-duplex scenario, the optimal throughput for CW1

and CW2 is (13). And the beams between cell wall can not
occur collision which means each two beams can share no
same UAVs in the same swarm in the connections.

max
∑

cCW1
+
∑

cCW2
(13a)

S. T. i 6= j, l 6= m, ∀cij ,∀clm ∈ ĈCW1
(13b)

i 6= j, l 6= m,∀cij ,∀clm ∈ ĈCW2
(13c)

To simplify ĈCW1
, we decompose ĈCW1

into ĈCW1A
and

ĈCW1B
.

ĈCW1A
=

 c1?1 · · · c1?ϕ
...

. . .
...

cν?1 · · · cν?ϕ

 (14)

ĈCW1B
=

 c11? · · · cϕ1?
...

. . .
...

c1ν? · · · cϕν?

 (15)

Based ĈCW1A
(14) and ĈCW1B

(15), ĈCW1
can be (16):

ĈCW1
=

(
ĈCW1A

0

0 ĈCW1B

)
(16)

Based on (16), the optimization of (9) can be:

max (
N∑
k=1

cCW1A
+

N∑
k=1

cCW1B
)× tk × SAB (17a)

S. T. i 6= j 6= l 6= m,∀cij ,∀clm ∈ ĈCW1A
(17b)

i 6= j 6= l 6= m,∀cij ,∀clm ∈ ĈCW1B
(17c)

Similar with (9) and (10), (17) can be divided into (18) and
(19):

max
N∑
k=1

cCW1A
× tk × SAB (18a)

S. T. i 6= j 6= l 6= m,∀cij ,∀clm ∈ ĈCW1A
(18b)

max
N∑
k=1

cCW1B
× tk × SAB (19a)

S. T. i 6= j 6= l 6= m,∀cij ,∀clm ∈ ĈCW1B
(19b)

Similar with ĈCW1 , we decompose ĈCW2 into ĈCW2B
and

ĈCW2C
.

ĈCW2B
=

 c[n+1]1∗ ... c[n+1]λ∗

...
. . .

...
c[n+ω]1∗ · · · c[n+ω]λ∗

 (20)

ĈCW2C
=

 c1∗[n+2] · · · cλ∗[n+2]

...
. . .

...
c1∗[n+ω] · · · cλ∗[n+ω]

 (21)

Based ĈCW2B
(20) and ĈCW2C

(21), ĈCW2
can be (22):

ĈCW2
=

(
ĈCW2B

0

0 ĈCW2C

)
(22)

Based on (22), the optimization of (10) can be:

max (
N∑
k=1

cCW2B
+

N∑
k=1

cCW2C
)× tk × SBC (23a)

S. T. i 6= j 6= l 6= m, ∀cij ,∀clm ∈ ĈCW2B
(23b)

i 6= j 6= l 6= m, ∀cij ,∀clm ∈ ĈCW2C
(23c)

Similar with (18) and (19), (23) can be divided into (24)
and (25).

max
N∑
k=1

cCW2B
× tk × SBC (24a)

S. T. i 6= j 6= l 6= m, ∀cij ,∀clm ∈ ĈCW2B
(24b)

max
N∑
k=1

cCW2C
× tk × SBC (25a)

S. T. i 6= j 6= l 6= m,∀cij ,∀clm ∈ ĈCW2C
(25b)

With decomposition of (16) and (22), we have (18), (19),
(24) and (25) which have a similar formation of (9) and (10).
We conclude them as (26), and these optimizations can be
solved with the solution of (26). The only differences are the
scale and the efficiency of optimization which are variable
according to the generated links.

max

N∑
k=1

c× tk × S (26a)

S. T. i 6= j 6= l 6= m,∀cij ,∀clm ∈ C (26b)

Here, C = {CCW1
, CCW2

, ĈCW1
, ĈCW2

}. We fix tk and
S, and search c for the optimization and the achievement of
the max-min throughput without optimization of scheduling.
We adopt the greedy algorithm (shown as Algorithm 1) to find
the max-min capacity of the links for each cell wall with fixed
time allocation.

Algorithm 1: Render the max-min throughput σ
Initial N ← min(size(c));
c′ ← c;
for N > 0 do

c′ij ← max(c′);
c′ ← remove row i and column j of c′;
Sij ← 1;
N reduce 1;

σ ← S × c;



IEEE JOURNAL ON MINIATURIZATION FOR AIR AND SPACE SYSTEMS 6

IV. MAXIMIZATION THROUGHPUT SCHEDULING

Based on the max-min throughput for each cell wall, we can
achieve an optimization of the fixed beam connections which
are not elastic and reliable to the dynamic of UAV swarms. The
collision also includes interference between neighbor beams in
the same time slot tk with the same frequency allocation.

In the following part, we will focus on the time allocation
optimization tk to enhance the throughput of UAV swarm
networking with the maximum connections and the minimum
collisions between beams. Both situations of half-duplex and
full-duplex have the same issues of incidents of enabled links.
Especially, the full-duplex situation may suffer more serious
incidents.

To mitigate the collisions between different beams, some
beam connections have to be aborted with a greedy algorithm
in section III. To address the problem of time allocation, we
map the connections of CW1 and CW2 into two directed
graphs G1 and G2. Each UAV is denoted as a vertex (V) in the
graph and the connection between different UAVs are denoted
as an edge (E) of graph. Thus, we have G1 = (Vϕ+ν , Eϕ+ν)
and G2 = (Vω+λ, Eω+λ). Due to the conclusion of (26),
the scheduling with multiple connections in the multiple time
slots can be solved with the similar solution. We focus on
the resolving of (26), and extend its solution to the subtle
optimizations. To specific each active time, we install tg for
d tktg e − 1 links and the rest links assigned to the time of
mod(tk, tg). Here, mod is modulo operation in mathematics.

Next, we formulate the optimization into (27):

max
N∑

i,j=1

P∑
g=1

cij × tg × S∗ (27a)

S.T.
∑

tg ≤ tk (27b)

We assume there are P −1 sections can be derived from tk
with the length of tg and 1 section for mod(tk, tg). We can
have (28):

tk = (d tk
tg
e − 1)tg +mod(tk, tg)

≤ (d tk
tg
e − 1)tg + tg

≤ Ptg

(28)

N∑
k=1

tk ≤
N∑
k=1

d tk
tg
etg ≤

N∑
k=1

Ptg (29)

To schedule the time allocation into a unit time, 1, we need
to readjust the tg to satisfy all valid links active in the desired
frame. According to (29), if

∑N
k=1 Ptg > 1, we need to

readjust tg to be shrink into the unit time. The shrinkage factor
of each link time is α which can guarantee α

∑N
k=1 Ptg = 1.

We can have α = 1∑N
k=1 Ptg

. The updated link allocation time
t?g = αtg . Optimization of (27) can be modified to (30):

max
N∑
ij

P∑
g=1

cij × t?g × S∗ (30a)

S.T.
∑

t?g = tk (30b)

Otherwise,
∑N
k=1 Ptg ≤ 1, we can keep tg unchanged.

With the optimized time allocation, tg , for links, we can
separate the links with P sections. With the directed graph
G = {G1, G2}, we can use edge coloring to allocate orders
for each link with the minimum collision for the activation
duration. To achieve the optimum edge coloring solution for
G, we first need to render the maximum mode degree of G.
With the algorithm proposed in [39], we can obtain the degree
of G in (31):

4(G) =
N∑
k=1

d tk
tg
e <

N∑
k=1

(
tk
tg

+ 1)

≤ tg(VG − 1) + 1

tg

(31)

Here, VG is the vertex of G. For the multigraphs, the upper
bound of colors used is 3d4G2 e which is (32):

Pupper ≤ 3 · d4G
2
e

= 3 · d tg(VG − 1) + 1

2 · tg
e

(32)

Furthermore, based on the upper bound we achieved in (32),
we can extend the lower bound of G to accelerate the optimum
of searching. With induction presented in [40], we can have
the lower bound for G in (33) is:

Plower ≥ b
4G
2
c

= b tg(VG − 1) + 1

2
c

(33)

With rendering of Pupper and Plower in (32) and (33),
we can start searching from the lower bound and readjust
until there are no collision occurring in G. Here, P =
{Pupper, Plower}. To explore the optimum solution, we will
calculate the upper bound and the lower bound for the edge
coloring of the graph with the counting of vertex and edges.
With obtaining the lower bound and the upper bound, we keep
the orders of coloring counting when it is lower than the lower
bound and recalculate when the order is over the upper bound.
The coloring orders is scheduled in S∗ which is based on the
achievement of S.

V. BALANCE BETWEEN INTER AND INTRA THROUGHPUT

Based on the optimal throughput for each cell wall G1 and
G2, we can have the dependent optimization of G1 and G2 to
enhance the throughput between UAV swarms. We assume
the networking G consists of swarm A (denoted as GA),
swarm B (denoted as GB), swarm C (denoted as GC), and
two cell walls (G1 and G2). The updated scheduling of Ŝ is
based on the optimal scheduling of the separated networking
including swarm A, swarm B, swarm C, and two cell walls
(G1 and G2). Based on the achievement in section IV, each
networking can be summarized into G and the scheduling can
be summarized into S?. G = {GA, GB , GC , G1, G2} and
Ŝ = {S?A, S?B , S?C , S?1 , S?2}. T = {TA, TB , TC , T1, T2}
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and C = {CA, CB , CC , C1, C2}. We can have the optimization
of (34):

max C × T × Ŝ (34a)

S. T. i 6= j 6= l 6= m,∀cij ,∀clm ∈ ĈA (34b)

i 6= j 6= l 6= m,∀cij ,∀clm ∈ ĈB (34c)

i 6= j 6= l 6= m,∀cij ,∀clm ∈ ĈC (34d)

i 6= j 6= l 6= m,∀cij ,∀clm ∈ Ĉ1 (34e)

i 6= j 6= l 6= m,∀cij ,∀clm ∈ Ĉ2 (34f)

i 6= j 6= l 6= m,∀cij ,∀clm ∈ ĈA ∩ Ĉ1 (34g)

i 6= j 6= l 6= m,∀cij ,∀clm ∈ ĈB ∩ Ĉ1 (34h)

i 6= j 6= l 6= m,∀cij ,∀clm ∈ ĈB ∩ Ĉ2 (34i)

i 6= j 6= l 6= m,∀cij ,∀clm ∈ ĈC ∩ Ĉ2 (34j)

With the maximization of C and T rendering from Section
III and Section IV, we can convert the optimization into a
maximization of Ŝ. We adjust the activation order of links
to avoid incidents and maximize the throughput reliably. The
incidents mitigation can relieve the throughput waste and
maintain a good quality of services and communication in
real time.

For each networking, G1 and GA have achieved the optimal
scheduling for the separated networking locally. The collabora-
tion between G1 and GA may have collisions for the activation
links at the same time slot which can reduce the efficiency
and reliability of the information exchange. We focus on the
resolving of sharing nodes (denoted as UN ) of G1 and GA.
To keep the balance between G1 and GA, the links (denoted
as UN−) from G1 to GA are equal to the links (denoted as
UN+) from GA to G1 in the throughput allocation. We can
have the optimization (35):

max
∑

C⊂UN−
‖C × T × Ŝ‖+

∑
C⊂UN+

‖C × T × Ŝ‖ (35a)

S.T.
∑

C⊂UN−
C × T × Ŝ +

∑
C⊂UN+

C × T × Ŝ = 0 (35b)

We define the throughput of UN+ is positive and UN−
is negative in the arithmetic. The optimal Ŝ mainly solve
the incidents on UN . There are two main situations in UN
activation. 1) In time slot of tg , the active throughput is

∑
cij ,

and cij are just from one side of UN+ and UN−. 2) In time
slot of tg , there are two more active links input and output
the same nodes of UN from both sides. The throughput is∑
cij∈{CUN+, CUN−} cij . We have the active distribution of

cUN
at time slot t = tg:

cUN
=



∑
cij∈CUN+

cij , t = tg; (36a)

∑
cij∈CUN−

cij , t = tg; (36b)

∑
cij∈{CUN+, CUN−}

cij , t = tg; (36c)

For situation (36a) and (36b), there are no collision oc-
curring in the time slot of tg , we do not need to obtain the

optimization. For situation (36c), we need to optimize the
active links to obtain the balance between each networking
G1 and GA aiming at minimizing incidents at the same time
slots. We separate the time slot into smaller time pieces ts,∑N
n=1 ts ≤ tg . Each ts does not have to be equal in tg .

max
N∑
n=1

(‖
∑

cij∈cUN+

cij × ts‖+‖
∑

cij∈cUN−

cij × ts‖) (37a)

S.T.
N∑
n=1

(
∑

cij∈cUN+

cij × ts +
∑

cij∈cUN−

cij × ts) = 0 (37b)

N∑
n=1

ts ≤ tg (37c)

With the optimization of (37), we can achieve the optimal
throughput for each node in UN from bi-directions. Thus, we
have the optimal throughput for G1 and GA with rendering
of {ts}N . For the scheduling of Ŝ, to put the update time
allocation into Ŝ, we need to re-scale the tg for fit the time
slot with scaling factor of B. B = {ts}N

tg
= {β1, β2, ..., βN}.

Ŝ? = B · Ŝ = {β1 · Ŝ1, β2 · Ŝ2, β3 · Ŝ3, ..., βN · ŜN} . Based
on the optimal throughput of G1 + GA, we can consider
G1 +GA as a new networking, and extend it with connection
of GB . Similarly, we can extend the networking with the
combination of G2 and GC sequentially. Eventually, we can
have the optimal throughput for the networking of G with the
scheduling of Ŝ.

Based on the achievement of throughput optimization, the
throughput optimization can be extended and implemented
into multiple UAV swarm networking (3 more) with obtaining
flexibility and reliability of networking on the collaboration
and the incorporation among the multiple UAV swarm net-
working.

VI. EVALUATION

In this section, we will present our evaluation of optimiza-
tion on throughput among the multiple heterogeneous UAS
swarm networking. The evaluation is executed on Matlab
2019b and the configuration of the workstation is as the
following. CPU: E5-1607; OS: Ubuntu 18.04 LTS.

The configuration is shown as TABLE I. In this evaluation,
each UAS is installed with compact 5G NR devices and the
carrier is 28 GHz with one beam enabled. To simulate the
practical dynamics of UAV swarm networking, we deploy
1000 UAS in three heterogeneous swarms with the constraint
of the oval space randomness in Poisson distribution (λ = 20)
respectively. Swarm A, swarm B, swarm C follow the spatial
constraints: x2

(a−b)x+ab +
y2+z2

c2 = 1. a = 20 m, b = 30 m,
c = 25 m in the space constraint: 100 m× 200 m× 100 m.

Fig. 4 shows the min throughput for each separated network-
ing including two cell walls. As the range of beams generated
from 5G NR devices increases, the min throughput escalates
correspondingly for each networking. The min throughput of
cell walls is lower than the inner throughput of UAV swarms.
From our observation, the active links in UAV swarms are
higher than cell wall construction. Compared with cell wall
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TABLE I
5G NR INSTALLMENT CONFIGURATION

Transmission Power, p 20 dBm
Distances between centers of UAV swarm, d 80 m
Direct gain, g 30 dB
Carrier frequency, f 28 GHz
Noise power, N0/B -174 dBm/Hz
Bandwidth 1 GHz
Minimum SINR threshold -5 dB
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Fig. 4. Min throughput of cell wall and swarm networking

G1, there are more conflicts on the cell wall G2 so that the
min throughput for cell wall G2 is less than cell wall G1.

Fig. 5 shows the max-min throughput for each separated
networking. With Algorithm 1, we optimize the active links
with the maximization of capacities of the active links set.
The normalized throughput enhancement shows that cell wall
G1 and cell wall G2 improved significantly which is around
38% ∼ 44%. Less than cell wall G1 and cell wall G2, swarm
A, swarm B, and swarm C keep stable enhancement at around
24% ∼ 25%.

Fig.6 shows tg enhancement of throughput for UAV swarm
networking and cell walls. With adjustment of tg , we can
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obtain the max throughput of each separate networking which
is based on the max-min throughput improvement. As tg
increases, we can observe that the max throughput escalates
at the same time. Swarm A, swarm B, and swarm C show the
same inclining trend with the extension of tg which is much
higher than the enhancement of cell wall G1 and G2. When
the tg is less than 0.01s, the max throughput of all networking
keeps stable as the maximization of the specific networking.

Fig. 7 shows the optimization of scheduling on the achieve-
ment of tg . Based on the conclusion of Fig. 6, we mainly attain
the optimization of scheduling on tg = {1s, 0.1s, 0.01s}. In
these tree situations, we leverage the edge coloring with P to
obtain the optimized scheduling of the networking. As Fig. 7
shows, we can find that the optimized enhancement on tg
is prominent. Apart from cell wall G1, all networking are
improved over 60% when tg = 1s. Especially, swarm B can
achieve the maximal improvement at 73.8%.

Compared with cell wall G2, cell wall G1 shows slightly
enhancement when tg = 1s and weak optimizations when
tg = 0.1s and tg = 0.01s.

Fig. 8 shows the optimal throughput on the intra intervals
and the inter intervals. The combination of tg and ts shows the
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optimal throughput from swarm A to swarm C with two cell
walls (G1 and G2). When both tg and ts are less than 0.01s the
throughput of the heterogeneous UAV swarms can be achieved
globally. When tg is less than 1s, we can obtain the local
optimization for each UAV swarm networking. However, only
ts is less than tg , the local optimization can be guaranteed.

VII. CONCLUSION

In this paper, inspired with cell communication, we pro-
pose a cell wall construction for the inter communication
between heterogeneous UAV swarm networking to escalate
the feasibility and the throughput for the heterogeneous UAV
swarm networking. To improve the throughput of heteroge-
neous UAV swarm networking, we formulate the optimization
of the heterogeneous UAV swarm networking into an edge
coloring problem. Compared with the conventional edge col-
oring problem, we propose an optimal edge coloring solution
and enhance it. With collision mitigation, we can attain an
optimal allocation of time for each channel in the connection
derived from heterogeneous UAV swarm networking. The
evaluation shows that the proposed approaches can reduce
the time slots generation and extend the connections between
heterogeneous UAV swarm networking. Compared with the
hierarchical and the central architectures we can obtain more
robust and feasible throughput for the communication between
the heterogeneous UAV swarm networking. Our work can
pave a way for the deployment of UAV swarm networking
and the massive collaboration and cooperation of UAV swarm
networking on a large scale with variable mission allocations.
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