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ABSTRACT: Reversible temperature-mediated solid phase changes, otherwise
known as enantiotropic transformations, occur in many molecular crystals. These
transformations take place as a result of the free-energy stabilization through
entropic contributions at finite temperatures and can often have significant
implications for the properties of crystalline solids. As such, understanding and
predicting these transformations is of great importance. In this study, we utilize
molecular simulations to elucidate the mechanism behind the enantiotropic layer-
slip phase transformation between the orthorhombic and monoclinic versions of
paracetamol form III (form III-m and III-o). Using standard molecular dynamics
(MD) in addition to crystal adiabatic free-energy dynamics, an MD-based enhanced sampling approach for crystalline systems, we
demonstrate that the transformation from the monoclinic form III-m to the orthorhombic form III-o is driven by localized and
dynamic disorder within the structure rather than a perfect crystal-to-crystal transition. These results suggest that the orthorhombic
form III-o structure does not exist as a perfect orthorhombic crystal with fully aligned layers, but rather, as an entropy-stabilized
collective ensemble average of various misaligned layer-slipped structures. Overall, these simulation approaches, which explicitly treat
dynamic structural disorder, allowed us to map out the free-energy landscape of this enantiotropic transformation as a function of
temperature and extract critical insights into the underlying mechanism of the transformation.

■ INTRODUCTION

Many organic molecular crystals can exist in multiple distinct
polymorphs,1 which are known to have different physical and
chemical properties, a fact that has significant implications in
areas ranging from pharmaceuticals to explosives, organic
semiconductors, and agrochemicals.2−6 Since extensive ex-
perimental screening and characterization of polymorphs are
often highly resource-intensive and can lead to significant gaps
in the overall understanding of a full crystal form landscape and
relationships therein, significant efforts have been made to
develop computational methodologies to predict accessible
and energetically stable polymorphs starting from the simple 2-
D molecular chemical diagram.7−11

In the last 20 years, significant progress has been achieved in
the field of computational crystal structure prediction (CSP),
as demonstrated by the results from the most recent blind test
of organic crystal structure methods organized by the
Cambridge Crystallographic Data Center (CCDC).7 A stand-
ard CSP approach randomly generates many single-crystal
structures from a global search, quickly ranks their stabilities
according to lattice energies from a force field (FF), and refines
their relative lattice energies using dispersion-corrected density
functional theory (DFT) calculations.9 Although this approach
generates an energy ranking of each predicted polymorph, it is
only able to capture the relative stability of the predicted

structures at 0 K and is now generally referred to as
“CSP_0”.12 As such, the standard CSP does not describe
reversible, temperature-mediated polymorphic transitions,
otherwise known as enantiotropic transformations. Nyman et
al. have shown that more than 20% of the polymorphic pairs in
a dataset of more than 500 compounds likely exhibit
enantiotropic transformations.13 These temperature-mediated
phase transitions can have significant implications on the
control, performance, and characteristics of crystalline solids.14

The timescale for enantiotropic transitions can vary, with many
occurring too slowly to be of experimental importance or so
quickly that the crystal rapidly converts to another structure
under experimental conditions. However, some compounds
exhibit solid-phase enantiotropic transformations on timescales
that are relevant during processing and formulation steps.14

For instance, solid-phase enantiotropic transformations can
occur under cold storage or high-temperature drying or
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processing of pharmaceuticals, as demonstrated by the
polymorphic transition of artemisinin during hot melt
extrusion.14−18 Hence, a mechanistic understanding and
prediction of these transformations is of great importance.19

Enantiotropic transformations are conventionally thought to
occur either as continuous-phase transformations, in which the
respective polymorphic pairs exist as co-existing phases20 or as
immediate martensitic-like phase transformations, where
concerted-like displacements occur between neighboring
molecular pairs.14,21 The martensitic transformation is a type
of discontinuous first-order displacive transition, whereas
continuous-phase transitions are often denoted as second-
order and subdivided into either displacive or order−disorder
regimes.22,23 All the different models consider enantiotropic
transformations as a phase transition from one crystal
polymorph to another, for which the free-energy differences
can be estimated from the difference between the two
endpoint structures. As such, various methods have been
developed to capture entropic and finite-temperature con-
tributions to the crystal-structure relative free energy. These
methods include the use of the quasi-harmonic approximation
or the Einstein Crystal method, where an anharmonic
crystalline supercell is driven to its harmonically restrained
state and then finally connected to its ideal Einstein Crystal
state through thermodynamic integration.24−29 However, since
these methods model crystalline systems as perfect repeating
crystals, they may either fail to capture anharmonic low
frequency modes of motion (in the case of the harmonic and
quasi-harmonic approximations) or stabilizing effects of
dynamic disorder often occurring at ambient temperatures.13

Such contributions of anharmonic motions and static or
dynamic disorder to temperature-mediated phase trans-
formations have been demonstrated experimentally by single-
crystal diffuse scattering studies on polymorphs of benzo-
caine30,31 and have been explored computationally as well.32,33

In addition, these methods cannot capture actual trans-
formations between different structures.
Molecular dynamics (MD) can, in theory (and practice), be

used to understand the energetics and mechanisms of
enantiotropic transformations. MD is a computational
approach for generating the motion of every atom in a
physical system as a function of time by numerically solving
Newton’s equations of motion for each atom in the system.
Typically, the forces exerted on each particle are described by
empirically parameterized FFs that capture various types of
molecular interactions such as molecular bond bending and
stretching, Coulombic interactions, and intermolecular van der
Waals interactions.34 However, because of the inherently high
energy barriers associated with crystalline polymorphic
transitions and the timescale associated with these transitions
compared to a currently feasible MD simulation, standard MD
approaches often fail to capture accurately the behavior and
thermodynamics of crystalline-phase transformations.
As such, enhanced sampling techniques, such as crystal

adiabatic free-energy dynamics (Crystal-AFED),35 can be used
to generate a statistically significant number of energetic
barrier-crossing events associated with the structural trans-
formations, allowing the corresponding free energies to be
extracted. Briefly, Crystal-AFED targets a set of pre-selected
collective variables, capable of distinguishing different crystal-
line states, for sampling enhancement via a carefully
orchestrated combination of high temperature and adiabatic
decoupling (see Methods section below for details). The

application of Crystal-AFED and its subsequent enhance-
ments35 has been demonstrated in capturing and under-
standing the free-energy landscape of various polymorphs of
benzene and naphthalene,36,37 elucidating the melting
mechanisms of copper and aluminum,38 generating solid−
solid phase transformations in solid molybdenum39 (which
employed a related approach),40,41 studying polymorphs of
one of the targets in the recent sixth CCDC blind structure
prediction test,7 and testing the stability of high-entropy
polymorphs of benzamide.42

In this study, we use standard MD and Crystal-AFED
simulations to study the enantiotropic transformation between
the layered orthorhombic and monoclinic versions of para-
cetamol form III, termed forms III-o and III-m, as reported by
Reiss et al.43 Although paracetamol form I is used in the
commercial pharmaceutical formulations, metastable poly-
morphs such as forms II and III potentially allow for
improvements in both the solubility and dissolution rate,
hence, improving the overall bioavailability. In addition, the
compressibility of form I is poor, rendering tableting difficult.
Paracetamol forms II and III, being more compressible, would
be preferable for pharmaceutical formulations; however, these
forms have generally been more difficult to crystallize.44,45

It has been suggested that paracetamol III may garner more
attention soon because of possible “open-air up-scalable”
growth of this form.43 However, a precise description of the
form III-m and, particularly, the form III-o remains elusive46

(with similar difficulties surrounding form II46). The
enantiotropic transition between the low-temperature stable
form III-m and the high-temperature stable form III-o is
reported to occur between 170 and 220 K, with the
orthorhombic form III-o structure breaking symmetry into a
higher Z′ structure at lower temperatures (Figure 1).43 The

predominant distinguishing feature between these two
polymorphs is the unit cell α angle where the monoclinic
form (in the non-standard setting) and orthorhombic form
exhibit α angles of 84.16° and 90°, respectively.
Although the transition occurs at very low temperatures, the

findings from this study provide important insights into the
behavior of crystalline solids at experimental or process-
relevant temperatures. We intend to show from this study,
using the III-o and III-m pair as an example, an enantiotropic
transformation that occurs as a result of dynamic disorder
rather than as a phase transformation from one perfect static
crystal to another. We demonstrate that the appearance of

Figure 1. CCDC-deposited crystal structure of (left) the monoclinic
(space group Pc11) form III-m with an α angle of 84.16° and (right)
the orthorhombic (space group Pca21) form III-o with an α angle of
90°.
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independent localized motions in the structure at higher
temperatures results in local domains of disorder, which
manifest as different thermally averaged structures that have
also been observed experimentally by powder X-ray diffraction
(PXRD). In addition to probing the mechanism of the
transition, we are able to use our methods to map out the free-
energy landscape of this phase transition. We aim to show from
this study the sometimes-complex mechanisms by which
dynamic disorder can stabilize crystal structures at finite
temperatures, even as low as 200 K. Although the paracetamol
III-o and III-m pair was used as an example for this study, this
phenomenon may likely occur in many other enantiotropically
related polymorphic pairs.

■ METHODS
FF and Initial Structure. The GAFF (Generalized Amber Force

Field) and the set of AM1-BCC charges were used for this system, as
assigned by the antechamber program.47,48 The GAFF has proven to
be successful in predicting the crystal morphology,49 crystal
structures,50 and polymorphism under electric fields for para-
cetamol.51 Crystal structures of paracetamol III-o (HXACAN-40)
and III-m (HXACAN-39) were obtained from the Cambridge
Structural Database (CSD) and are based on CSP results (III-o) or
matching PXRD data (III-m).52 The crystal structures were optimized
and were compared to the initial deposited CSD structures using the
Crystal Packing Similarity Tool53 available in Mercury 3.10.3.54

Relative lattice energies were determined using the runprep program
in the UPACK package.55 The optimized structures were used to
create 2 × 2 × 2 supercells containing 64 molecules. All MD
simulations reported in the main text were performed starting with a
supercell of the optimized III-o form, with comparison to simulations
starting from III-m reported in the Supporting Information.
Molecular Dynamics. MD simulations were performed using the

PINY_MD package56 with the GAFF inter- and intramolecular
potentials. The initial supercells from UPACK were minimized in
PINY_MD using 2000 steps of steepest descent minimization. The
minimized structures were then equilibrated for 25 ps with constant
volume isothermal (NVT) MD runs at the specified temperatures.
Temperature control in the NVT MD simulations was achieved using
massive Nose-́Hoover chain (NHC) thermostats57,58 (length = 4, τ =
20 fs, Suzuki-Yoshida order = 7, multiple time step = 4) with 0.5 fs for
each time step. After NVT equilibration, flexible-cell isothermal-
isobaric (NPTF) MD simulations were run at the specified
temperatures and pressures, using the atomic positions and velocities
from the preceding NVT simulations as the initial condition. NPTF
MD simulations were run using the Martyna−Tobias−Klein barostat
and an NHC thermostat on the barostat with τ = 100 fs.58−60

Crystal Adiabatic Free-Energy Dynamics. We used Crystal-
AFED in order to generate a statistically significant number of
energetic barrier-crossing events associated with the structural
transformations, allowing the corresponding free energies to be
extracted. The Crystal-AFED method and its variants originate from
the AFED61 method and its driven analog40 where the system is
adiabatically decoupled from a set of chosen collective variables
(CVs), or a set of associated coarse-grained variables, that are
maintained at a temperature much higher than the system being
studied. The CVs are chosen for their ability to distinguish different
relevant configurational basins on the energy landscape. The high
temperature assigned to the collective variable allows energy barriers
in the simulation to be crossed efficiently, while a large mass is
assigned to the collective variables of interest in order to ensure
adiabatic decoupling from the system being studied. Adiabatic
decoupling is required for accurate extraction of the free-energy
profiles from this method.
The equations of motion of Crystal-AFED, similar in form to those

of Martyna, Tobias, and Klein,59 generate an anisotropic isobaric
isothermal (NPT) ensemble. Here, the components of the simulation
box, or the cell matrix (h matrix), are used as collective variables. Each

element of the cell matrix is coupled to a generalized Gaussian
moment thermostat62 which is maintained at the specified high
fictitious cell temperature Th, where Th ≫ T, where T is the physical
temperature studied. A large effective mass was assigned to the
barostat to ensure adiabatic decoupling of the cell matrix to the
system. More details of the Crystal-AFED method, including the
equations of motion, are described in the Supporting Information.

DFT Optimization. DFT optimizations of the crystal structures
were performed using the Gaussian/plane wave (GPW)63 scheme in
CP2K.64,65 Both structures were optimized using the PBE exchange−
correlation functional66 with the D3(BJ) dispersion correction67 and
TZVP-MOLOPT-GTH basis set and the corresponding GTH
pseudopotentials were used with an energy cutoff of 900 Ry.68,69

Trajectory Histogram and Free-Energy Calculations. Histo-
grams of the cell lattice α angle visited throughout the simulation
trajectory were created using 40 bins. Folded histograms were created
as well by subtracting any angle greater than 90° from 180°. For
example, a cell α angle of 95° was counted in the histogram as 85°.
The resulting histograms and free-energy profiles were determined up
to 90° and were symmetrized about 90°. The purpose was to provide
a more extended view of the free-energy profile that clearly shows how
the transformation occurs on either side of α = 90°. The free energies
from the simulations were calculated using the Boltzmann
distribution, as shown in eq 1

Δ = − ̂G k T plni ib (1)

where kb is the Boltzmann constant, T̂ represents either the molecular
temperature of the simulation for NPTF MD simulations or the
fictitious cell temperature for Crystal-AFED simulations,36 pi
represents the probability in bin i of the histogram that the α angle
is visited throughout the trajectory, and ΔGi is the free energy in bin i.
The calculated free energies were normalized by the total number of
molecules per layer pair, which represents the total number of
molecules per layer-slip interface. The units are labeled “kJ/mol per
layer pair”.

■ RESULTS AND DISCUSSION

DFT and FF Minimization. Both FF and DFT
minimizations were first performed on the structures to obtain
an understanding of the static energy values of these two
deposited CCDC structures. The FF-minimized III-o and III-
m structures matched well with CCDC-deposited structures
with an RMSD15 of 0.307 Å and 0.296 Å, respectively. The FF
optimization preserved the distinctive differences in the α
angles, which are 82.33° and 90°, respectively, for the
optimized III-m and III-o structures. The FF energies predict
form III-m to be the more stable structure by 0.96 kJ/mol
while DFT minimization energies predict form III-m to be
more stable by 0.53 kJ/mol. The DFT-optimized structures of
III-o and III-m matched well with the CCDC-deposited
structures with an RMSD15 of 0.178 Å for both structures. The
RMSD15 between the two DFT-optimized structures is 0.28 Å,
with α angles of 83.85 and 90° for the III-m and III-o forms,
respectively. The energies from FF and DFT minimizations
were consistent with experimental finding that form III-m is
the stable form at lower temperatures. In addition, the
similarity in the energy differences between the FF and DFT
minimizations, as well as the similarity between the FF-
minimized structure and the CCDC-deposited crystal structure
confirms the ability of this set of FF parameters to describe the
system being studied. However, although our DFT and FF
optimizations are consistent with experimental findings, these
static calculations are not able to describe the energetics,
dynamics, and behavior of the crystals at realistic, finite
temperatures and pressures.
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MD Simulations at Room Temperature. The results of
the isothermal-isobaric (NPTF) MD simulations were
examined on both the FF-optimized supercells of the
monoclinic and orthorhombic forms to probe the behavior
of the structures at 300 K. The temperature of 300 K was
chosen to correspond to the single-crystal structure of form III-
o proposed using the indexed PXRD unit cell parameters at
300 K.45 Over the course of 10 ns NPTF runs at 300 K on the
form III-o structure, we observe constant changes and
fluctuations in the cell α angle (Figure 2), a parameter capable

of distinguishing between form III-o and form III-m.
Throughout the simulation, the crystal supercell interconverts
between monoclinic and orthorhombic states as shown by the
α angle fluctuations. At this temperature, the sampling is
sufficiently rapid to converge the α angle distribution in just 10
ns. For the simulation to be fully converged, the simulation cell
must visit each of these different relevant α angle states many
times throughout the simulation. Figure 2 shows the free-
energy profile as a function of the α angle extracted from the
trajectory. The prediction of a more stable orthorhombic phase

Figure 2. (a) Supercell α, β, and γ angles over an NPTF MD trajectory and the corresponding histogram of the α angle at 300 K. (b) Free-energy
difference as a function of the α angle.

Figure 3. Supercell α angles throughout a 10 ns NPTF run at 50 K (top) and 100 K (bottom), starting with the form-III-o structure. Snapshots
throughout the trajectory of the 100 K simulation show the existence of various layer-slipstates. The red boxes highlight layer slippage in the
negative y direction while the green boxes highlight layer slippage in the positive y direction. Structure snapshots were viewed along the x axis or the
crystallographic a axis.
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from the free-energy profile is in agreement with the published
experimental observations by Reiss, et al.,43 according to which
the orthorhombic structure is the solid form observed at room
temperature.
MD Simulations at Lower Temperatures. The nature of

the structural transition changes at temperatures well below
room temperature. To this end, simulations were performed at
50 and 100 K in order to probe this behavior. Unfortunately, as
shown in Figure 3, standard NPTF simulations at these
temperatures produce no transitions at 50 K and only rare
transitions at 100 K over 10 ns. The reason for this is the
presence of a substantial energy barrier that cannot be easily
crossed at these temperatures. At 100 K, the trajectory of the α
shows several metastable states corresponding to layer slipping
(see Figure 3). Because of the difficulty of generating proper
structural transitions at such low temperatures, enhanced
sampling techniques must be employed. Therefore, we ran
Crystal-AFED simulations at fictitious cell temperatures of Th
= 500 K and 750 K, depending on the physical temperature,
with an effective barostat mass large enough to ensure
adiabaticity. The use of Crystal-AFED in this study is
analogous to finding a high enough fictitious cell temperature

to gently nudge the system over energetic barriers. A large
enough effective mass on the barostat is also required to allow
the motions of the molecules to relax and react to this gentle
push before the system is “nudged” again.
From a 20 ns Crystal-AFED run at physical temperatures of

50 and 100 K, we observe that the simulation is able to escape
its minima and readily sample and explore other states as a
function of α (Figure 4). Similar to the NPTF simulations, the
changes in the supercell angle are a result of localized layer
slips within the supercell. Compared to the standard NPTF
runs at these lower temperatures, the Crystal-AFED runs allow
the simulation cell to visit the different energetic basins
repeatedly over a relatively short run, resulting in an efficient
convergence of the free-energy profile.
From Crystal-AFED simulations at lower temperatures

(from 50 to 150 K), a histogram was created for the different
α angles visited throughout the trajectory. The free-energy
profile was then determined using eq 1 using the fictitious cell
temperature of Crystal-AFED as T̂. By combining the Crystal-
AFED simulations at lower temperatures (from 50 to 150 K)
and standard NPTF runs at higher temperatures (from 175 to
300 K), we were able to obtain the free-energy profile of the

Figure 4. Supercell throughout a Crystal-AFED trajectory and its corresponding histograms at (a) 50 K with Th = 750 K and (b) 100 K with Th =
500 K.

Figure 5. 2D contour plot of the free-energy surface as a function of temperature and cell α angle.
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phase transformation as a function of both temperature and α
angle (Figure 5). To build this profile, simulations were
performed at 25 K intervals between 50 and 300 K with 40
different contour levels used to represent the free-energy
differences. The values of the points between the simulated
temperatures were determined through linear interpolation on
a triangular mesh. To confirm that Crystal-AFED generates a
similar free-energy profile as a converged standard NPTF MD,
both simulations were performed at 150 and 175 K, and the
resulting free-energy profiles are shown in the Supporting
Information. Since the histograms of the simulations are close
to symmetric, the histograms were folded across 90°, and
symmetrized for the purpose of presentation. The full free-
energy histograms at each temperature are shown in the
Supporting Information. The resulting free-energy curves for
different supercell sizes are also shown in the Supporting
Information.
The free-energy plot shows that the minimum shifts from a

monoclinic structure at lower temperatures from 50 to 100 K
with an α angle ranging from 82 to 84°, to an orthorhombic
structure at higher temperatures above 200 K, where the free-
energy minimum with respect to α angle lies at 90°. The
transition from the simulations occurs around 175 K, as shown
by the coexistence of the energy minima at the monoclinic and
orthorhombic α angles. These results are in agreement with the
published experimental observations where the transition is
reported to occur between 170 and 220 K.43

Monoclinic-to-Orthorhombic Transformation. In
order to elucidate the mechanism of the monoclinic−
orthorhombic transformation of paracetamol, the layer-slip
behavior at various temperatures was studied. The aim was to
probe whether this transformation from the monoclinic to the
orthorhombic structure occurs in a highly concerted manner
from one perfectly aligned crystal to another, or if the
orthorhombic structure results from an ensemble average of
different misaligned layers. One method to do so is by
calculating the “layer-slip measure”, δLS, an order parameter
introduced to quantify the layer misalignment of the structures
throughout the simulation. In order to calculate the value of
δLS, the differences in the y-positions in the centers of mass of
each pair of layers were first determined. Differences between
these calculated values were then determined for each
neighboring layer pair and their absolute values were added
together, as shown in eq 2

δ = | − − − | + | − − − |+

| − − − | + | − ′ − − |+

| − ′ − − | + | − ′ − − |+

| − − − |

Y Y Y Y Y Y Y Y

Y Y Y Y Y Y Y Y

Y Y Y Y Y Y Y Y

Y Y Y Y

( ) ( ) ( ) ( )

( ) ( ) ( ) ( )

( ) ( ) ( ) ( )

( ) ( )

LS 3 2 2 1 4 3 3 2

2 1 4 3 4 1 4 3

4 1 3 2 4 1 2 1

4 2 3 1

(2)

where Y1 refers to the center of mass of layer pair 1, Y2 refers to
the center of mass of layer pair 2, Y3 refers to the center of
mass of layer pair 3, Y4 refers to the center of mass of layer pair
4, and Y1′ refers to the center of mass of the periodic image of
layer pair 1. A value of the layer-slip measure close to zero
represents perfectly aligned layers, as observed in the CCDC-
deposited III-m or III-o structure, and larger values represent
larger extents of layer misalignment. The layer-slip measure
was used as an order parameter in this case rather than the
mean-squared displacement since the mean-squared displace-
ment uses the trajectory-averaged centers of mass and cannot

quantify layer alignment in a monoclinic structure. Further
details on how these values were determined are explained in
the Supporting Information.
By determining the layer slippage throughout the MD

trajectories at varying temperatures, we observe that the lower-
temperature simulations exhibit a smaller degree of layer slip
than the higher-temperature simulations (Figure 6), suggesting

a larger degree of layer-slip disorder and misalignment at
higher temperatures. In addition, this relationship shows that
the locations of layers in the III-o structure are generally
independent of their respective neighbors.
Although the calculations of the layer-slip measure can

quantify the overall average magnitude of layer misalignment in
the simulations, they do not describe how correlated the layer-
slip motions are in the simulation. In order to probe this
correlation, we determined the displacement correlation
coefficients of the layer slips along the y direction for each
neighboring layer pair at different temperatures using the
following steps:

1) the centers of mass of each layer pair in the simulation
supercell and the trajectory-averaged center of mass for
each layer pair were determined;

2) the y-displacement of the center of mass for each layer
pair with respect to the trajectory average was
determined at each time point; and

3) the correlation coefficient between layer slips of
neighboring pairs was calculated to discover if the
layer slips are correlated. The correlation coefficients
were determined as a Pearson correlation coefficient,
which determines the strength of the linear association
between two variables.

Figure 6. (top) Simulation trajectory-average layer-slip measure as a
function of temperature. (bottom) Example structures from the
simulation trajectory with varying levels of layer misalignment. The
left structure exhibits a very low layer-slip measure and is
representative of a perfectly aligned cell, while the right structure
exhibits a very high layer-slip measure, representative of a layer-
misaligned structure.
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From the calculated displacement correlation coefficients
between neighboring pairs in the supercell, we observe a
decrease in the displacement correlation with increasing
temperature, suggesting that the layers in the higher-temper-
ature simulations move more independently of their respective
neighbors as temperature increases (Figure 7). The correlation

coefficients between non-neighboring layer pairs were
determined as well for larger supercells at 100 K and 300 K
and the results are shown in the Supporting Information. The
decrease in layer-slip correlations at 300 K suggests that there

are likely more possible combinations of layer-pair positions
that can contribute to an averaged orthorhombic structure.
In order to confirm this hypothesis, we constructed a

histogram of the y-displacements for each layer pair over the
trajectory in order to probe the distribution of layer-slip
movements in the simulation (Figure 8). In addition, structural
snapshots were taken from the simulation trajectory to show
examples of how different structures are related to various
points on each of the histograms. These histograms were
determined, again, with respect to the trajectory-averaged
center of mass for each layer pair, where the origin is placed at
the center of the simulation cell.
From the histograms of the y-displacements generated over

the course of the simulation trajectory, we observe that the 100
K simulation exhibits a bimodal shape with distinct displace-
ments, while the 300 K simulation exhibits a broad yet
unimodal distribution. The broadened distribution at 300 K
suggests that there are likely more combinations of layer-slip
displacements and positions that average out to a putative
orthorhombic structure. This is confirmed through the
structural snapshot from the simulation trajectory, where we
observe that the orthorhombic structure can be made of many
possible different combinations of layer-pair arrangements
rather than a perfectly aligned supercell.

Paracetamol Form III Intermolecular Bonding. In
order to gain an understanding of how certain structural

Figure 7. Trajectory-average layer-slip correlation coefficients of each
neighboring layer pair in the supercell vs temperature.

Figure 8. Histogram of layer center of mass displacements with respect to the trajectory average for 100 and 300 K for (a) layer pair 1, (b) layer
pair 2, (c) layer pair 3, and (d) layer pair 4. The green lines on the histogram mark the displacements of each layer pair for structure 1, a perfect
monoclinic supercell at 100 K, while the brown lines on the 300 K histogram mark the displacements of each layer pair for structure 2, a misaligned
orthorhombic supercell. The coordinate origin for these simulations is placed at the center of the unit cell.
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motifs may result in these types of dynamic behaviors, the
intermolecular bonding arrangements of the crystal structures
of form III-m and form III-o were analyzed. One such
interaction that stands out is the weak methyl−phenyl
interaction between each layer pair in both the monoclinic
and orthorhombic structures (Figure 9). Upon inspection of
the monoclinic structures, there exists alternating short and
long methyl−phenyl interactions within each individual layer
pair. Between the two monoclinic form III twin structures that
are observed predominantly throughout the low-temperature
simulations with α angles of 82 and 98°, respectively, we
observe interchanged methyl−phenyl interaction distances,
leading us to hypothesize that the layer movements and
transitions between monoclinic twins, especially in the low-
temperature simulations, are driven by the competing
interactions between these intra-layer pair short and long
methyl−phenyl interactions throughout the entire structure.
The observation of a bimodal distribution of displacements in
the low-temperature simulations suggests that competition
between the intra-layer short and long interactions result in a
double-well potential of mean force separating the two
monoclinic twins.
In addition, we observe from the simulation that

uncorrelated layer slippage occurs as layer pairs rather than
individual layer slips, where layer slippage occurs through
specific interfaces in the crystal structure. The analysis of the

crystal structure shows that the “slipping” interfaces exhibit
shorter methyl−phenyl interactions (Figure 9). This suggests
that within the double-layered form III structure, the long-
bonding slipping interface is more prone to disorder and layer
slips, while the short-bonding interfaces generally displace
together in a correlated manner.
In order to understand how these methyl−phenyl bond

distances in the “slipping” layer interfaces change between the
monoclinic and orthorhombic structures, a pair distribution
function was calculated between the interacting methyl and
phenyl centers of mass at each of the layer-slipping interfaces
(Figure 10). The pair distribution functions at 50 K and 100 K
computed from the Crystal-AFED simulations show more
distinct peaks corresponding to more ordered intermolecular
interactions within the structure, while the 300 K simulation
exhibits a broadened distribution. Like the observed layer-pair
displacement histograms, these pair distribution functions
show that the 300 K orthorhombic structure exists as an
ensemble average of disordered structures possessing varying
intermolecular bond distances.

■ CONCLUSIONS

Paracetamol form III is an important crystalline phase because
of its potential pharmaceutical use, yet its structural features
have remained elusive. Our study has investigated the
enantiotropic transformation of paracetamol form III-m to

Figure 9. (a) Structural analysis of two twins of the form III-m structure showing interchanging short- and long-bonding interactions (comparing
intra-layer pair). (b) Structural analysis of the form III-o crystal structure showing shorter methyl−phenyl bond lengths for non-slipping layer
interfaces and longer-bonding distances for slipping layer interfaces (comparing inter-layer pair).
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form III-o. The results from standard MD and Crystal-AFED
simulations demonstrate that the mechanism of this enantio-
tropic transformation is related to local disorder due to
dynamic layer-slip displacements. Thus, form III-o is an
orthorhombic supercell built from a thermal ensemble average
of layer-slipped structures rather than a perfectly aligned
orthorhombic structure. In addition, consistent with exper-
imental observations, we showed using standard NPTF and
Crystal-AFED that the free-energy minimum of form III as a
function of the crystallographic cell angle α shifts from a
monoclinic cell toward an orthorhombic cell with increasing
temperature. Overall, this study demonstrates the complexity
underlying how dynamic disorder can stabilize crystal
structures at finite temperatures, which may not be captured
with the current state-of-the-art methodologies in CSP.
Although this study primarily focused on the effect of layer-
slip disorder on the enantiotropic transformation of para-
cetamol form III, we believe that this type of phenomenon can
occur for many other enantiotropic polymorphic pairs and can
be thoroughly studied using MD and enhanced sampling.
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