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ABSTRACT: The need for environmentally friendly nonaqueous
solvents in electrochemistry and other fields has motivated recent
research into the molecular-level solvation structure, thermodynamics,
and dynamics of candidate organic liquids. In this paper, we present the
results of quantum density functional theory simulations of glycerol
carbonate (GC), a molecule that has been proposed as a solvent for
green industrial chemistry, nonaqueous alternatives for biocatalytic
reactions, and liquid media in energy storage devices. We investigate the
structure and dynamics of both the pure GC liquid and electrolyte
solutions containing KF and KCl ion pairs. These simulations reveal the
importance of hydrogen bonding that controls the structural and
dynamic behavior of the pure liquid and ion association in the
electrolyte solutions. The results illustrate the difficulties associated with classical modeling of complex organic solvents. The
simulations lead to a better understanding of the underlying mechanisms behind the previously observed peculiar ion-specific
behavior in GC electrolyte solutions.

1. INTRODUCTION

Linear and cyclic carbonate molecules have been the subject of
recent extensive study due to their utility as solvents in a variety
of chemical systems. One of the primary applications has been
their key role as liquid media for electrolytes in lithium-ion
batteries.1−5 The cyclic carbonate molecules ethylene and
propylene carbonate (EC, PC) share features that make them
ideal for solvating ions in solution,6,7 namely their large dipole
moments (4.81 and 5.36 D,8 respectively), high polarizabilities,
and resulting large dielectric constants.9,10 As an indicator of the
impact of the addition of a single methyl group in PC relative to
EC, the PC solid displays a melting temperature 90.9 °C below
that for EC (38.2 °C).
A third member of this series, glycerol carbonate, (4-

hydroxymethyl-1,3-dioxolan-2-one or GC, see Figure 1) results
from the conversion of one H atom on the methyl group of PC
to an OH hydroxyl group. Developments in the world of green
chemistry have identified GC as a potentially diverse chemical
building block due to its wide reactivity11−16 and its role in the
valorization of biofuel manufacturing byproducts, specifically
glycerol.17,18 These applications come in addition to potential
uses in energy storage devices17 and as a novel nonaqueous
solvent for biocatalysis.19

GC exhibits a large dipole moment (5.05 D8) as seen in EC
and PC. The hydroxyl tail, however, leads to hydrogen bonding
possibilities in the liquid. Those hydrogen bonds in GC can be
between OH groups and/or between the OH group and the

carbonyl oxygen. Further, the OH group can form hydrogen
bonds to dissolved anions. Interestingly, while the EC and GC
liquids are completely miscible with water, the PC/water
mixture exhibits liquid−liquid phase separation.20 Thus, the
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Figure 1. Glycerol carbonate labeling convention used in this paper.
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EC/PC/GC sequence provides a fascinating and challenging
testing ground for molecular theory. In addition, by comparing
and contrasting specific ion solvation in these liquids with that in
water, insights can be gained into a broader range of ion
solvation environments that have implications for biological
solutions.21

In the bulk phase, GC exhibits a high viscosity of 85.4 cP at 25
°C (compared to EC at 1.90 cP, PC at 2.53 cP, and water at 0.89
cP) and yet displays a melting point of−70.8 °C, which is lower
than that of PC (−52.7 °C) and much below EC.10,17 The GC
liquid temperature range is remarkably large, 425 °C, since the
boiling temperature is significantly higher than for EC and PC.
Clearly, hydrogen bonding interactions are heavily involved in
producing these unique liquid properties.
The structure and dynamics of the GC liquid can be impacted

by the addition of certain salt pairs to the solution.10,22 KF, as an
example, substantially increases the glass transition temperature
from −70.8 °C for pure GC to −61.3 °C for the electrolyte
solution. The KCl ion pair, on the other hand, has little effect on
the transition temperature.
A recent study23 has compared the liquid structure of GC to

PC using neutron scattering and molecular modeling
techniques. The modeling utilized a molecular force field
involving Lennard-Jones and point charge interactions which
were fit to the scattering data using an iterative process and
Monte Carlo simulations. Those simulations were then used to
infer structural details not included in the total structure factor.
Other simulation methods employed in modeling aqueous and
organic liquids have utilized polarizable force fields fit to ab initio
quantum chemistry calculations and experimental data.24−26

Additional classical models have incorporated scaled atomic
partial charges to mimic electronic polarization effects.27 Those
models produced relatively accurate results for the transfer free
energy of the Li+ ion between water and the organic phase and
for the ion diffusion constants. This same approach, however,
encounters difficulties in reproducing the experimental en-
thalpies and free energies of molecular solvation in room
temperature ionic liquids.28 Inclusion of explicit polarization
improves both the agreement with experiment and the
transferability of the force fields.
In previous work, we first explored ion solvation thermody-

namics in EC and PC using classical force field models.29 The
simulations showed that although relatively accurate solvation
free energies could be obtained the computed solvation
enthalpies and entropies deviated significantly from experiment.
Subsequent quantum simulations9 revealed the origin of the
computed discrepancies as due to significant solvent molecular
polarization in the strong field of the ion. In this study, we
present results related to the structure and dynamics of pure GC
and electrolyte solutions using ab initio molecular dynamics
(AIMD) simulations for comparison with classical models. In
particular, we examine in detail the impact of hydrogen bonding
and the importance of accurate quantum modeling in these
systems. The purpose of the simulations is to gain a basic
understanding of the key interactions that drive the observed
complex behavior of the GC solutions. Other recent quantum
simulations of EC and PC solutions have explored structure and
dynamics in these liquids.30,31

The remainder of the paper is organized as follows. We first
discuss the computational methods employed in our classical
and quantum simulations and charge transfer calculations. We
then present the results of the calculations with associated
discussion. Finally, we summarize the conclusions of our work.

■ METHODS
Molecular Dynamics. The classical molecular dynamics

(MD) simulations were performed using the GROMACS32

suite of codes (v2020.2). The OPLS-AA general force field was
employed to model the GC molecules. The parameters were
obtained from the LigParGen online utility.33−35 The Particle-
Mesh Ewald (PME) method was used to model the long-range
electrostatic interactions, and long-range energy and pressure
corrections were applied to the Lennard-Jones interactions for
systems with a side length less than 2 nm.36 Three systems were
created for the present study: one unit cell containing 32 GC
molecules, and two electrolyte systems containing one ion pair
each of either KF or KCl solvated with 27 GC molecules. These
systems were equilibrated by first applying the steepest descent
energy minimization algorithm to settle the initial configurations
and then using the Nose-Hoover thermostat37,38 to raise the
average temperature to 300 K. Finally, the density was
equilibrated at 1 atm pressure using the Parrinello−Rahman
barostat.39,40

Each production simulation was then run in a constant
number/volume/temperature (NVT) canonical ensemble for 2
ns, using a 2 fs time step. Equilibrated box side lengths were
1.663 nm for the pure GC system, 1.665 nm for the system with
27 GCmolecules and 1 KF ion pair, and 1.676 nm for the system
with the KCl ion pair. Additional classical simulations to test the
size dependence were run for the bulk and electrolyte systems
where the number of solvent molecules and box side length were
increased to 2000 and 6.5 nm, respectively. We saw no
significant size dependence in the classical radial distribution
functions.
Density functional theory based quantum molecular dynamic

simulations were run using the CP2K41,42 (v2.6.1) package. The
RevPBE/DZVP-MOLOPT-SR-GTH43−45 functional/basis was
used in conjunction with the appropriate RevPBE-optimized
GTH pseudopotentials.46,47 The D3 dispersion correction with
Becke-Johnson damping was included.48,49 The initial coor-
dinates for the AIMD simulations were taken from independent
equlibrated classical production runs (see Figure 2).
Two simulations contained 32 glycerol carbonate molecules,

and simulations of the electrolyte solutions contained 27
glycerol carbonate molecules and one (KF or KCl) ion pair.
The starting distances between the ion pairs in the electrolyte
systems were chosen to be between 2.8 and 5 Å to allow for the
formation of contact or shared-solvent ion pairs during the

Figure 2. K (purple)−F (pink) ion pair solvated in glycerol carbonate.
The first solvation shell is shown in color, and the ion bridging hydroxyl
tail is highlighted in cyan. Periodic images have been removed for
clarity. Picture generated using AIMD quantum simulation data.
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quantum simulations. The ions were restrained to these
positions (2.8, 3.2, 3.6, 4.0, and 5.0 Å) during the classical
simulations, which followed the same equilibration procedure
detailed above. The initial conditions for the AIMD simulations
were taken fromwell-separated configurations along the classical
trajectories. These initial configurations were subjected to short
energy minimizations carried out via 50-iteration geometry
optimizations (using the same RevPBE/DZVP-MOLOPT-SR-
GTH functional/basis set) prior to thermal equilibration. A
plane-wave integration grid cutoff of 1000 Ry and a relative
cutoff of 40 Ry was found to produce minimal errors compared
to a benchmark calculation using 2000 and 200 Ry cutoffs.
The PBE functional has been shown to lead to overstructuring

in systems with large amounts of hydrogen bonding such as
water.50,51 The PBE functional showed a slightly higher degree
of hydrogen bonding relative to the RevPBE functional, so the
latter was chosen for the final analysis. A 1 fs time step was
achieved by transmuting themolecular hydrogens into tritium.52

The production simulations were allowed to first equilibrate for
80 ps, and data were collected for a further 100 ps in the NVT
ensemble. AIMD trajectories for comparison with our previous
EC and PC simulations were taken from ref 9.
Trajectory analysis was performed using the Trajectory

Analyzer and Visualizer program (TRAVIS),53 VMD,54 and
theGROMACS suite of analysis tools. These codes were utilized
to compute radial distribution functions, mean-squared
displacements, angular distribution functions, and the viscosity.
Radial distribution functions were also converted to potentials of
mean force to analyze interaction free energy profiles.
2.2. Charge Transfer Calculations. The charge transfer

between associating GC molecules and between GC and ions
was analyzed using the ORCA55 quantum chemistry program
(to calculate electron densities) and a Bader analysis program56

(to partition atomic charges). The B3LYP57−60 functional in
conjunction with the 6-31G** orbital basis set61 was used to
calculate the single-point energies and electron density
distributions of 200 dimer conformations. These conformations
were taken from the AIMD simulation trajectories. The Bader
analysis program was then used to assign charge to each atom
center in the simulation, and these results were plotted as
histograms for ease of comparison. The Multiwfn program was
used to generate the electron density change profiles used to
further characterize hydrogen bonds in the systems.62 Results
from these calculations are summarized in the main text and
presented and discussed further in the Supporting Information.

3. RESULTS AND DISCUSSION
3.1. Hydrogen Bonding in Pure Glycerol Carbonate.

The hydrogen bonding-type interactions are illustrated via
various radial distribution functions (RDFs) in Figure 3 that
displays AIMD data for the three carbonate systems (EC, PC,
and GC). In the EC system (Figure 3a) the primary interactions
are between the carbonyl headgroup (O4) and the hydrogens
attached to the bottom of the carbonate ring (highlighted gray in
Figure 3). Because of the symmetry of this molecule, the
individual profiles for each hydrogen are indistinguishable.
The PC system’s profiles (Figure 3b) show that the additional

methyl group has little effect on the preference of the carbonyl
oxygen for the hydrogens directly attached to the carbonate ring.
Even the hydrogen attached to the same carbon as the methyl
tail (highlighted in blue) is involved in nearly identical binding
to the carbonyl oxygen despite the added excluded volume of the
tail itself. This is why the chain-forming liquid structure found in

EC systems, where the individual molecules line up behind one
another facing a common direction, is also present in PC23 (see
below).
The addition of the OH group in GC promotes hydrogen

bonding beyond the weak interactions seen in EC and PC
(Figure 3c,d). The dominant RDF features can be seen in the
carbonyl’s (pink) interaction with the hydrogen of the hydroxyl
tail (highlighted green in panel c) and the hydroxyl oxygen’s
(pink) interaction with other hydroxyl hydrogens (highlighted
green in panel d). These new hydrogen bonding interactions are
larger in magnitude than other interactions in the GC system
and are greater than any interactions seen in the pure EC or PC
systems.
There are also differences between GC and EC/PC when

examining the carbonyl’s interactions with the other hydrogens
in the system. For instance, the hydrogen (blue) bound to the
branching carbon shows significantly less binding to the
carbonyl oxygen in GC. In contrast, the RDFs for the hydrogens
bound directly to the ring, but not on the branching carbon, are
generally unaffected. This reduction in binding indicates that,
not surprisingly, the tail of GC has a larger impact than PC’s
methyl tail on the local liquid structure. The strength of the
hydrogen-bonding interactions results in a reduction in liquid
chain-forming ability in GC (see below).
The primary hydrogen bonding interactions in GC that are

reported in Figure 3 are compared to the classical results in
Figure 4. The potentials of mean force (PMFs) have also been

Figure 3. Radial distributions functions describing the association
between the oxygens in EC (a), PC (b), andGC (c,d) and the hydrogen
bonding sites of neighboring molecules. The highlighted atom colors
correspond to profiles of the same color and their interactions with the
oxygen (highlighted in pink). All RDFs shown were generated from
RevPBE/DZVP-MOLOPT-SR-GTH AIMD data.
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calculated from the RDFs. These results show the general
underestimation of the hydrogen bonding interactions in the
pure GC liquid by the classical model. The potentials of mean
force show that the free energy barrier for hydrogen-bond
dissociation in the carbonyl-to-hydroxyl interaction is 1.7 kcal/
mol and for the hydroxyl-to-hydroxyl interaction is 2.1 kcal/mol
in the AIMD simulations. The same interactions in the classical
system display free energy barriers to hydrogen bond
dissociation of 1.0 and 1.5 kcal/mol, respectively.
The RDFs previously reported for pure GC, based upon the

Monte Carlo fit Empirical Potential Structure Refinement
(EPSR) method,23 are even lower in magnitude than those
generated here with the OPLS-AA classical model. When other
site interaction RDFs are calculated (O4−O4, O4−O1, O4−C2
shown in Figure S1), the differences can be understood as due to
the EPSRmodel’s overestimation of the ring-to-ring interactions
and underestimation of the carbonyl-to-hydroxyl and/or
hydroxyl-to-hydroxyl interactions. This raises the concern of
whether the EPSR method for fitting the classical model to the
experimental structural data converges to a unique solution for
organic solvents with complex interactions. The possible lack of
uniqueness is indicated by the ability of our AIMD simulations
to replicate the experimental center-of-mass to center-of-mass
RDFs and measured structure factors while exhibiting individual
pair RDFs that differ substantially from the classical EPSRmodel
(Figure S2).
3.2. Dynamics of Pure Glycerol Carbonate. The

calculated transport properties of the pure GC liquid are
shown in Table 1. Because of the unavailability of a direct
experimental measurement of the diffusion coefficient for GC,
we have estimated its value using the experimental viscosity and
the Stokes−Einstein relation (using a molecular radius of 3 Å,
see Figure S2). For reference, the Stokes−Einstein estimate is
relatively accurate for water (Stokes−Einstein estimate of 173
Å2/ns versus the experimental value of 298 Å2/ns) and silicon
dioxide at high temperature (a highly viscous, glassy system).63

The classical simulations take advantage of much longer
simulation times which allow for computation of the viscosity
(using the Berk-Hess particle perturbation method, PPM64).
The weaker intermolecular interactions reported in the

classical RDFs above lead to poor agreement with experiment
for the self-diffusion coefficient and bulk viscosity. These results
can be compared with previously reported diffusion calculations
for EC and PC.65 The results highlight the added complexity of
modeling GC with its prominent hydrogen-bonding interac-
tions.
For comparison, the self-diffusion coefficient calculation

based upon the AIMD simulations matches quite well with the
experimental estimate (1.4 compared to 0.89 Å2/ns). We note
that there is a slight decrease in the slope of the mean square
displacement at long times (0.6 to 0.8 ns) in the classical
simulation (Figure S4); if the AIMD diffusion constant is
correspondingly scaled downward by 20%, the agreement of the
computed value with the Stokes−Einstein estimate is quite
good. This gives us confidence that the AIMD simulations are
faithfully reproducing the structural and dynamic properties of
the pure GC system.

3.3. Local Structuring in Pure Glycerol Carbonate. The
heatmaps shown in Figures 5 and 6 detail the combined
distribution functions (CDFs) which involve the angle between

Figure 4.Comparison of classical (black) and AIMD (green) hydrogen
bonding RDFs and corresponding potentials of mean force for the pure
GC liquid.

Table 1. Dynamic Quantities of Pure GC at 300 Ka

method self-diffusion coefficient (Å2/ns) viscosity (cP)

OPLS-AA 19.6 * 12.46 ± 0.9*
RevPBE 1.4
experimental 0.89 ** 85.0017

a*, this work; **, estimated from experimental viscosity via the
Stokes-Einstein relation. The classical diffusion constant was
calculated as a linear fit of the mean square displacement over the
time scale 0.16 to 0.6 ns. The AIMD diffusion constant was computed
as a linear fit over the time scale 0.08 to 0.16 ns. The classical and
quantum mean square displacement curves are shown in Figure S4.

Figure 5.Heatmaps showing chain formation in EC and PC, contrasted
with GC. High density regions for all systems are outlined and labeled
as “a” or “b”. X-axis label and ticks for EC/PC are the same as those for
GC. Generated using RevPBE/DZVP-MOLOPT-SR-GTH AIMD
data.
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two defined vectors and the distance between the molecule
center-of-masses to which the vectors belong. These CDFs allow
us to probe the extent of specific structural modes commonly
found in carbonate systems.
The first mode is molecular chain formation. As described

above, molecules that undergo chain formation line up one
behind another with their dipoles pointing in the same direction.
In the case of EC and PC, this means that the carbonyl bonds
point in the same direction (see Figure S3 for schematic
structures). We can measure the degree to which two molecule’s
dipoles line up by defining a vector along that dipole (the
carbonyl bond in EC, PC, and GC) and measuring the angle
between that vector and the same vector on a neighboring
molecule. The defined vectors are displayed in the Figure 5 inset
image and are labeled α⃗. Each heatmap compares GC’s structure
with that of EC and PC.
In Figure 5, the first region of interest (“a”) shows the density

for molecules interacting at a close range of 4−5 Å. All three
systems display high density at this distance peaking near 180°.
This means that two carbonate molecules interacting most
closely strongly prefer to have their carbonyl groups pointing in
opposite directions. This is consistent with a stacking arrange-
ment and will be further explored when combined with the
results in Figure 6.
The second region in Figure 5 (“b”) is where we see the

differences between GC and the other carbonates. In this region,
molecules that are far enough away to be directly behind or in
front of the reference molecule show high density near 0° if
chain formation occurs. In contrast with the other carbonates,
GC shows no high density in this area and therefore there is no
sign of chain formation in its liquid phase. The “b” regions for
EC and PC are spread out more than their “a” regions due to the
flexible nature of the molecular chains. This gives a wider range
of angles for which they can still be said to be associating.
The second CDF displayed in Figure 6 gives insight into the

extent and nature of molecular stacking in each system. Similar
to the previous heatmap, two vectors are defined, but in this case

they are not identical. The first is the vector normal to the GC
molecule’s ring (labeled as β⃗) and the second is drawn along the
line connecting the reference GC molecule’s ring center to a
neighboring GC’s ring center (labeled as r)⃗. This angle, when
combined with the distance, allows for pinning down the
position of the closely interacting, opposite facingmolecules that
were shown to be present in the “a” density areas in Figure 5.
Taking the EC system as a reference (Figure S3), stacking

occurs when one molecule sits on top of another and is
predominantly accompanied by the carbonyl bonds pointing in
opposite directions. If there is the ability for more than one
molecule to associate with the reference, then there will be two
regions of high density, and that is what we see for EC. The
density labeled “a” shows that one EC molecule is stacking on
the bottom of the reference EC, and the density hot spot labeled
“b” shows that another molecule associates from the top as well.
This indicates the potential of EC to form long-range structuring
in the direction perpendicular to the chain formation direction.
The above bidirectional stacking observed in EC is missing in

the GC and PC systems that display stacking in one direction
only. The fact that we see density only near 0° for GC and PC
means that in order to stack both molecules have to be facing
one another. That is to say, their tails are pointing toward the
other molecule to which it associates. In GC, this allows for the
relatively strong binding of each molecule’s carbonyl group to
the other’s hydroxyl tail.
The liquid structure in GC is mediated by the previously

described hydrogen bonding in the system. The bonding
between the carbonyl group and the hydroxyl hydrogen can lead
to an orientation-specific stacking conformation where two GC
molecules are bound facing one another. On the other hand, the
hydrogen bonding between the hydroxyl tails of neighboringGC
molecules again leads to dimer formation, but these dimers are
observed to move more freely relative to each other (being
bound only by their tails). The competition between these sites
and the blocking of chain formation by the tail of GC leads to a
more disordered liquid23 relative to both EC and PC. Even
though the GC liquid is more disordered, the relatively strong
hydrogen bonding of the pairs results in a much higher viscosity
relative to EC and PC.

3.4. Structure in GC Electrolyte Solutions. The natural
next step after examining the pure GC solutions is to extend our
investigation to the physical properties of the GC electrolyte
solutions. The ion pairs chosen are KF and KCl, which have
been experimentally examined in refs 10 and 22. Dissolved KF
produces a significant shift in Tg while KCl does not. These
systems were modeled with both classical and AIMD methods.
The classical simulations were used to probe a variety of
concentrations for the electrolytes, whereas the AIMD
simulations were limited to one concentration and were used
to evaluate the performance of the classical model.
Sarri et al.10,22 hypothesized that the interaction responsible

for the glass transition temperature increase seen in the KF
solution but not in the KCl solution is the stronger hydrogen
bonding of the GC tail to the F− ion relative to the Cl− ion. The
RDFs in Figure 7 detail these interactions for the KF system. As
can be seen in both the classical and AIMD simulations, the
interactions are significant with both classical and quantum
models predicting strong binding of the hydroxyl hydrogen with
the fluoride ion. The classical model overestimates the
interactions, compared to the AIMD simulations, at both low
and high concentrations. These results can be contrasted with
those above for the pure GC liquid, where hydrogen bonding is

Figure 6. Heatmaps showing molecular stacking formation in EC and
PC, contrasted with GC. High density regions for all systems are
outlined and labeled as “a” or “b”. X-axis label and ticks for EC/PC are
the same as those for GC. Generated using RevPBE/DZVP-MOLOPT-
SR-GTH AIMD data.
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underestimated by the classical model. Thus, a uniform charge
scaling approach is likely to encounter difficulties in modeling
the diverse behaviors observed in GC.
To investigate these issues, we scaled27 our GC partial charges

to 110, 90, 80, and 70% of their original values. Even with this
scaling (that proved helpful for studies of the EC and PC
solutions27), the classical models failed to match the anion
binding distance and magnitude seen in our AIMD simulations
(corresponding RDFs, Figures S5−S8).
The classical model’s overestimation of the anion/GC

binding leads to 5 GC molecules associated with the F− ion at
high concentrations, larger than our AIMD-predicted coordi-
nation number of 4. The fourth GC bound to the fluoride ion
serves a key role in this system as a shared-solvent bridge
between the F− and K+ ions. This bridging GC molecule inserts
its tail to stabilize KF as a shared-solvent ion pair (see Figure 2
above and results below) instead of contact ion pairs, triplet, or
free ions as seen in the more extensive classical simulations.
Another interesting and important difference between the
AIMD and classical simulations appears in the 3−4 Å range in
the ion/solvent RDFs. In that region, the AIMD simulations
suggest a second solvation shell that includes three additional
GCs.
The differences in ion pairing described above are quantified

in the cation−anion RDFs in Figure 8. These RDFs show that
the shared-solvent ion pair is unique to the AIMD KF
simulations, as evidenced by a peak in the 4−5.5 Å range.

This shared-solvent ion pair structure forms within 20 ps in each
of the AIMD KF simulations regardless of initial starting
position. In addition, the shared-solvent ion pair remains stable
for at least 180 ps. The classically modeled KF prefers a contact
ion pair configuration. For the KCl ion pair, on the other hand,
the AIMD simulations produce a contact ion pair (as does the
classical model).
To continue the investigation of the differences in solvent

interactions between the KF and KCl electrolytes, RDFs have
been calculated to investigate the hydrogen bonding experi-
enced by the anion in both systems. We also examined the
changes in binding between the potassium ion and the oxygens
of GC. The strong hydrogen bonding between the hydroxyl
hydrogen and the anion found in KF is reduced in KCl. This is
illustrated in the PMFs which reveal a reduction in the free
energy barrier to ion pair dissociation from 5.5 to 3.1 kcal/mol
(Figure 9).

In the first solvation shell, the Cl− anion binds 2.5 GC
molecules on average compared to 4 for fluoride. The second
solvation shells around the anion also differ significantly in KCl
relative to KF. In the 3−4 Å range of Figure 9, the KF system
gains 3 GCmolecules, whereas the chloride anion only gains 1−
2 GC molecules. This displays the ion specific structuring
unique to each anion, with the F− anion displaying significantly
more induced structure relative to Cl−. This observation is likely
involved in the significant increase in Tg for the KF solution with
little change for the KCl solution.
The cation interactions with oxygens in the KCl system are

similar to those in KF (Figure 10 left), but there is a reduction in
the binding of the K+ ion with O3 that can be traced to the
bridging GC molecule no longer being locked in between the
ions (Figure 10, right side).
The change from shared-solvent (KF) to contact (KCl) ion

pair structures also affects the geometry of GCmolecules around
the anions. The distributions of the angle determined by the
GC-ligand to fluoride to GC-ligand angle are displayed in Figure
11. From the distribution of this angle, we see that there is a
preference for tetrahedral geometry in the first solvation shell of

Figure 7. RDFs describing the binding of GC to fluoride through the
hydrogen of the hydroxyl tail in the KF electrolyte solutions. Classical
(blue and green) and AIMD (black).

Figure 8. Comparison of AIMD ion association in KF (black)/KCl
solutions (purple), and the impact of electrolyte concentration on
classical representations (blue and green).

Figure 9. RDFs describing the binding of H6 to fluoride (black) and
chloride (purple), both with potassium present in the system.
Calculated from AIMD simulation data.
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fluoride in the KF system. In an ideal system, this wouldmanifest
as a distribution centered at 109.5°, but the presence of the
potassium ion appears to shift this peak of the distribution
slightly downward. This could be due to the potassium ion
squeezing the interacting GC molecules closer together toward
the side opposite the cation.
For the KCl system (Figure 12), we see a mixture of solvation

structures. The most commonly occurring consists of 2 GC
molecules and the binding potassium. These three ligands form
a shifted trigonal-planar geometry where the ligand−anion−
ligand angle (which in an ideal system would be 120°) can be
broken into two separate distributions. The first distribution
centered at 89.5° follows the angle between the two associating
GC molecules. The second, centered near 125°, follows the
angle between each of the associating GC molecules and the
potassium ion. These angles can be seen in the inset image in
Figure 12 labeled as θ1 and θ2, respectively.
We suggest two factors are driving the distributions away from

the ideal trigonal planar value of 120°. First, as evidenced in
Figure 9 above, there is a third GC molecule that can enter the
first solvation shell of the chloride ion. This influence would shift
the two ligand−anion−ligand angles we have observed down-
ward. Second, the potassium ion, as a large positively charged

species, can push the associating GC ligands away from itself.
This would cause them to group together on the opposite side of
the anion, shifting their association angle downward while
shifting the second angle we measured, θ2, slightly higher. This
explains why the GC−anion−GC angle (θ1) is shifted lower
while the GC−anion−potassium angle stays close to 120°.

3.5. Charge Transfer in GC Electrolyte Solution. Both
hydrogen bonds between nearby GCmolecules and interactions
of ions with their solvation shells involve strong forces that can
display chemical character. Results pertaining to charge transfer
(CT) in these two bonding modes are presented in the
Supporting Information (Figures S9−S13 and Table 1). The
configurations for the calculations were taken from the AIMD
simulations. Charge density distributions are presented along
with data using the Bader charge partitioning method.
For the GC−GC hydrogen bonds, there is clear polarization

in both the hydroxyl/carbonyl and hydroxyl/hydroxyl inter-
actions (Figure S9). The electron density around the H-bonding
hydrogens on the hydroxyl groups is depleted, while there is a
buildup of electron density on the oxygens to which the
hydrogens bond (Figure S10). The charge redistribution pattern
is complex with a multipolar character. In order for a polarizable
model to accurately capture the charge redistributions and
resulting interactions, it is likely that multiple distributed
polarizable sites (Drude or point dipole) would thus be
necessary. Since these hydrogen bonds are crucial for
determining the physical properties of the GC solutions, it is
clear that classical models should be guided by data from the
quantum simulations.
The ion/GC interactions also display chemical complexity

(Figures S11−S13 and Table 1). For these calculations, the
individual ions were simulated in the GC liquid without
counterions. Comparing charge transfer between the F− and Cl−

ions and GC, they both lose approximately 0.2e as electron
density spills out onto the surrounding solvent molecules. There
appears to be a balance between the “harder” nature of the F−

ion with its stronger electric field and more chemical-type
interactions with the GC hydroxyl tail. In contrast, the “softer”
Cl− ion is more polarizable and displays less intimate chemical
interactions with GC. The net result is a comparable level of CT
from the anions to the GC solvent. The total binding of the
fluoride ion through an H-bond to the GC molecule is
significantly stronger than that of the chloride ion. On the

Figure 10. RDFs describing the binding of O4 (left) and O3 (right) to
potassium in KF (black) and KCl (purple) electrolyte systems.
Calculated from AIMD simulation data.

Figure 11.Distribution of the ligand−anion−ligand angle that describe
the first shell geometry around the fluoride anion.

Figure 12. Distributions of the ligand−anion−ligand angles that
describe the first shell geometry around the chloride anion.
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other hand, the net CT from the solvent to the K+ cation is
roughly 0.1e or half that observed for the anions.

4. CONCLUSIONS

The aim of this paper has been to gain initial insights into local
molecular structure and dynamics in glycerol carbonate (GC)
electrolyte solutions via quantum and classical molecular
dynamics simulations. The work was motivated by recent
experiments highlighting the interesting physical behaviors of
the cyclic carbonate sequence EC/PC/GC.6,7,10,22,23 An
interesting further goal is to compare and contrast ion solvation
in these organic liquids with hydration in water.66 The cyclic
carbonate molecules have larger dipoles and polarizabilities than
water, but similar dielectric constants. They thus serve as
effective solvents for ions, for example, in lithium-ion batteries.
The present study examines the properties of the pure GC liquid
and the solvation of the KF and KCl ion pairs in GC.
In terms of pure GC properties, the quantum AIMD

simulations reveal the important role of hydrogen bonding in
determining the structural and dynamical properties of the
liquid. Accurate representation of the molecular interactions is
clearly required to reproduce the transport properties: the
diffusion constant is overestimated by a factor of 22 with the
OPLS-AA classical point charge model, while the quantum
AIMD simulations produce relatively good agreement with
experiment. The classically computed viscosity is correspond-
ingly lower than the experimental value. The AIMD simulations
also accurately reproduce themeasured structure factor of GC.23

Further analysis of the average structure of the EC/PC/GC
sequence reveals differing structural motifs for each liquid. EC
exhibits formation of molecular chains and stacking both above
and below a chosen molecular plane, PC shows some chain
formation but dimer formation rather than bidirectional
stacking, and GC displays no chain formation and the formation
of more strongly bound dimers due to hydrogen bonding. In this
sense, the GC liquid is the most disordered of the three cyclic
carbonates (lacking longer-ranged order), in agreement with the
neutron scattering results.23 The strong interactions involved in
the extensive hydrogen bonding produce the high viscosity of
GC relative to EC, PC, and water.
The addition of the KF and KCl ion pairs allows for a detailed

analysis of local structure involved in specific-ion solvation in the
complex GC liquid. For the KF electrolyte, the classical
simulations predict a contact ion pair, while the quantum
simulations display a shared-solvent ion pair in which the OH
group from GC inserts between the ions. This structural pattern
was observed in several AIMD simulations that started with
initial ion configurations ranging from direct contact to distances
nearly those seen in the shared-solvent geometry. The shared-
solvent structure likely is involved with the observed increase in
viscosity upon addition of KF to pure GC, along with the
increased glass transition temperature.10 In addition, the
classical model overestimates direct hydrogen bonding between
GC and the anion.
The KCl pair, on the other hand, displays a contact ion pair

configuration in both classical and quantum simulations. The
hydrogen bonding is clearly weaker for the interaction of theOH
group of GC with the Cl− ion (relative to F−). These results
support the hypothesis from ref 22 that the strong interactions of
GC with the F− ion are central to the observed macroscopic
properties such as higher glass transition temperature and
solution viscosity.

The observation that the classical models underestimate
hydrogen bonding in pure GC while overestimating the
hydrogen bonding of GC with the anions reveals the complexity
of the interactions involved in this molecular liquid. Thus,
quantum AIMD simulations can provide benchmark results on
local structure and dynamics that lead to the development of
more accurate classical models. Classical models are required for
the simulation of larger-scale phenomena such as phase
transitions and viscosities. A future goal is to develop such
classical models that capture the essential interactions in
solvation.

■ ASSOCIATED CONTENT
*sı Supporting Information
The Supporting Information is available free of charge at
https://pubs.acs.org/doi/10.1021/acs.jpcb.0c10942.

Radial distribution functions for glycerol carbonate,
structure factors, schematic diagram of liquid structural
motifs, mean-square displacements, structural results
from scaled-charge simulations, data from charge transfer
calculations (PDF)

■ AUTHOR INFORMATION
Corresponding Authors

Andrew E. Eisenhart − Department of Chemistry, University of
Cincinnati, Cincinnati, Ohio 45221, United States;
Email: eisenhaw@mail.uc.edu

Thomas L. Beck − Department of Chemistry, University of
Cincinnati, Cincinnati, Ohio 45221, United States;
orcid.org/0000-0001-8973-7145; Email: becktl@

ucmail.uc.edu

Complete contact information is available at:
https://pubs.acs.org/10.1021/acs.jpcb.0c10942

Notes
The authors declare no competing financial interest.

■ ACKNOWLEDGMENTS
We thank Pierandra Lo Nostro and Barry Ninham for helpful
discussions. We are grateful for the numerous contributions of
Lawrence Pratt to our work on ion solvation in molecular
liquids. This material is based upon work supported by the
National Science Foundation under Grants CHE-1565632 and
CHE-1955161. The computations were performed at the Ohio
Supercomputer Center and the University of Cincinnati
Advanced Research Computing Center.

■ REFERENCES
(1) Goodenough, J. B.; Park, K.-S. The Li-Ion Rechargeable Battery: a
Perspective. J. Am. Chem. Soc. 2013, 135, 1167−1176.
(2) Melot, B. C.; Tarascon, J.-M. Design and Preparation of Materials
for Advanced Electrochemical Storage.Acc. Chem. Res. 2013, 46, 1226−
1238.
(3) Choi, N.-S.; Chen, Z.; Freunberger, S. A.; Ji, X.; Sun, Y.-K.; Amine,
K.; Yushin, G.; Nazar, L. F.; Cho, J.; Bruce, P. G. Challenges Facing
Lithium Batteries and Electrical Double-Layer Capacitors. Angew.
Chem., Int. Ed. 2012, 51, 9994−10024.
(4) Xu, K. Electrolytes and Interphases in Li-Ion Batteries and
Beyond. Chem. Rev. 2014, 114, 11503−11618.
(5) Xu, K. Nonaqueous Liquid Electrolytes for Lithium-Based
Rechargeable Batteries. Chem. Rev. 2004, 104, 4303−4418.

The Journal of Physical Chemistry B pubs.acs.org/JPCB Article

https://dx.doi.org/10.1021/acs.jpcb.0c10942
J. Phys. Chem. B XXXX, XXX, XXX−XXX

H

https://pubs.acs.org/doi/10.1021/acs.jpcb.0c10942?goto=supporting-info
http://pubs.acs.org/doi/suppl/10.1021/acs.jpcb.0c10942/suppl_file/jp0c10942_si_001.pdf
https://pubs.acs.org/action/doSearch?field1=Contrib&text1="Andrew+E.+Eisenhart"&field2=AllField&text2=&publication=&accessType=allContent&Earliest=&ref=pdf
mailto:eisenhaw@mail.uc.edu
https://pubs.acs.org/action/doSearch?field1=Contrib&text1="Thomas+L.+Beck"&field2=AllField&text2=&publication=&accessType=allContent&Earliest=&ref=pdf
http://orcid.org/0000-0001-8973-7145
http://orcid.org/0000-0001-8973-7145
mailto:becktl@ucmail.uc.edu
mailto:becktl@ucmail.uc.edu
https://pubs.acs.org/doi/10.1021/acs.jpcb.0c10942?ref=pdf
https://dx.doi.org/10.1021/ja3091438
https://dx.doi.org/10.1021/ja3091438
https://dx.doi.org/10.1021/ar300088q
https://dx.doi.org/10.1021/ar300088q
https://dx.doi.org/10.1002/anie.201201429
https://dx.doi.org/10.1002/anie.201201429
https://dx.doi.org/10.1021/cr500003w
https://dx.doi.org/10.1021/cr500003w
https://dx.doi.org/10.1021/cr030203g
https://dx.doi.org/10.1021/cr030203g
pubs.acs.org/JPCB?ref=pdf
https://dx.doi.org/10.1021/acs.jpcb.0c10942?ref=pdf


(6) Peruzzi, N.; Ninham, B.W.; LoNostro, P.; Baglioni, P. Hofmeister
Phenomena in Nonaqueous Media: The Solubility of Electrolytes in
Ethylene Carbonate. J. Phys. Chem. B 2012, 116, 14398−14405.
(7) Peruzzi, N.; Lo Nostro, P.; Ninham, B. W.; Baglioni, P. The
Solvation of Anions in Propylene Carbonate. J. Solution Chem. 2015, 44,
1224−1239.
(8) Chernyak, Y. Dielectric Constant, Dipole Moment, and Solubility
Parameters of Some Cyclic Acid Esters. J. Chem. Eng. Data 2006, 51,
416−418.
(9) Pollard, T. P.; Beck, T. L. Structure and Polarization Near the Li+
Ion in Ethylene and Propylene Carbonates. J. Chem. Phys. 2017, 147,
161710.
(10) Sarri, F.; Tatini, D.; Tanini, D.; Simonelli, M.; Ambrosi, M.;
Ninham, B. W.; Capperucci, A.; Dei, L.; Lo Nostro, P. Specific Ion
Effects in Non-Aqueous Solvents: The Case of Glycerol Carbonate. J.
Mol. Liq. 2018, 266, 711−717.
(11) Behr, A.; Eilting, J.; Irawadi, K.; Leschinski, J.; Lindner, F.
Improved Utilisation of Renewable Resources: New Important
Derivatives of Glycerol. Green Chem. 2008, 10, 13−30.
(12) Rousseau, J.; Rousseau, C.; Lynikaite, B.; Šacǩus, A.; de Leon, C.;
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