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ABSTRACT: We discuss the photon activation of structural relaxations in glassy melts
and frozen glasses containing molecules that can photoisomerize. The built-in stress
following a photoinduced electronic transition lowers the thermal activation barrier for
subsequent structural reconfiguration of the glassy matrix. We provide explicit
predictions for the barrier distribution and structural relaxation spectrum as functions
of the concentration of photoactivated molecules and the fragility of the material. The
typical barrier decreases upon photoactivation, while the barrier distribution increases in
width with increasing mole fraction of photoactive molecules and fluence, and becomes
multimodal. In a frozen glass, the initial effects of photoisomerization locally facilitate the
dynamics near the excited chromophores and can lead to complete fluidization at a
sufficiently high fluence. Photon activation initially decreases the yield strength of the
glass. Depending on the precise time course of illumination, there however emerges a
spatial coexistence of softened regions with regions that, after being destabilized by
illumination, have reconfigured so that they are now made of ultrastable glass or have crystallized as in a porcelain. This sequence of
events, after illumination, can lead to highly stable amorphous solids, potentially approaching the Kauzmann limit. These
mechanisms are at the root of optical information storage technologies in amorphous materials.

I. INTRODUCTION

The slow molecular motions of glasses and supercooled liquids
take place through activated events. It is awkward to try to
explain the steep temperature dependence of molecular mobility
without invoking some kind of energy barrier crossing. The near-
Arrhenius nature of the temperature dependence of those
molecular motions that still occur just below the laboratory glass
transition temperaturea fact often ignored by many
theoristsmakes the case for the importance of activated
processes in glasses truly unequivocal. From where does the
activation energy needed to overcome the barriers in the energy
landscape come? Ordinarily, the activation energy is borrowed
from the thermal vibrational motions of the molecules. Physical
chemists have long known that activation energy may not only
come from heat but can alternatively come from the absorption
of light.1,2 Indeed, over the last century, much has been learned
about how molecular-activated events occur by initiating
chemical reactions through the absorption of photons.3,4 The
absorption of a photon deposits some of the excitation energy
into vibrations, but some energy also becomes deposited in
conformational changes or bond breaking. Photoactivation can
then initiate further reaction events and configurational
changes.1,2 While the immediate consequences of absorbing a

photon are intrinsically quantum mechanical in nature, the
subsequent events can often be understood classically. In this
paper, we explore the consequences of photochemical initiation
events on the classical reconfiguration processes in glasses and
supercooled liquids, using the random first-order transition
(RFOT) theory,5,6 which highlights activated processes, as a
guide.
While our concerns in this paper are largely theoretical, we

would be remiss not to point out that understanding the
sequelae of photon absorption in glasses is of importance to
many technological problems ranging from photonics7 and
optical data storage in holograms8 to energy storage9 to the
degradation of glassy plastics in the environment.10 In
sufficiently intense light, chalcogenide glasses have been
shown to age11,12 and even flow7,13,14 at temperatures much
below their thermal glass transition. These systems also can
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photocrystallize.15 Illumination of amorphous silicon carbide
surfaces has been shown to cause reconfiguration events, which
have been followed with scanning microscopy.16 Understanding
the photoinitiation processes for these systems is complicated by
the richness of the electronic structures of amorphous
semiconductors both in the ground and the excited states.17−21

A somewhat simpler example of photon-activated dynamics is
provided by organic glasses that contain azobenzene dyes. Upon
the absorption of light, these intensely colored dye molecules
undergo conformational changes analogous to the cis to trans
photochemical isomerization in stilbene, the study of which has
illuminated many aspects of energy flow in molecules as well as
frictional effects on reaction dynamics in condensed
phases.22−27 While the electronic structure issues for these
organic systems are more manageable than the issues for the
amorphous inorganic semiconductors, quantum-chemical stud-
ies still continue to reveal intriguing intricacies.28,29 Owing to
these complexities, we will focus on the events immediately
following photon activation in glasses, in the present paper,
though some qualitative conclusions will also be made for the
case of extended illumination.
The present analysis suggests that, for the purpose of

analyzing the subsequent classical motions, the photinitiation
process can be thought of as storing strain energy in the local
vicinity of the light-absorbing molecule. This strain energy then
becomes available to allow further local reconfiguration events
on the amorphous energy landscape, which can then be
described using the random first-order transition theory of
glasses.5,6 The RFOT theory envisions the primary activated
events in glasses and supercooled liquids as the nucleation of
alternative aperiodic packings in an initial aperiodic structure
selected from the energy landscape.30 The RFOT theory shows
there are two main classes of activated events that merge
together near the crossover temperature, often referred to as α-
and β-relaxations. The α-relaxations involve the motions of
relatively compact clusters containing ∼200 molecules near the
laboratory glass transition temperature Tg. The β-relaxation,
coming from the low-energy tail of the barrier height
distribution, arises through the rearrangement of percolation
clusters or strings that involve motions of a smaller number of
particles, typically.31,32 These two styles of rearrangement merge
near a spinodal-like crossover to collisional motion.
The localized character of all these activated motions implies

that, at sufficiently low concentrations of the chromophores, the
effects of photon absorption are also quite heterogeneous; only
the reconfiguration events that occur near to the photo-
isomerized molecules can be activated by light. This additional
heterogeneity, in turn, implies there will be a distinct
dependence of the nature and distribution of the photoactivated
motions of glasses not only on the concentration of absorbers
but also on the total amount of light absorbed as well as the time
course of its absorption. Since photoactivation shifts the
distribution of the rates of reconfiguration events only in the
direct vicinity of the absorbers, one finds typically a markedly
bivariate distribution of relaxation times. In addition, after a
photoactivated region has reconfigured, the local environment
of the chromophore will relax to a new state on the energy
landscape, one more characteristic of those found at the ambient
temperature, which is typically lower than the original fictive
temperature of the glass. The distribution of relaxation times
then becomes multivariate, because subsequent motions now
will have higher barriers. The mosaic picture of RFOT theory
predicts, then, that photoactivated glasses will display

significantly more dynamical heterogeneity than even thermally
activated glasses do already, having some regions being much
less stable than the average,33 while other regions will have
become rather more stable. Heterogeneous relaxation has been
pointed out in computational studies of model systems,34−36 but
computational investigations have been confined to higher
temperatures than those characteristic of glasses in the
laboratory.
The complex interplay of both softening and hardening of

different regions in glasses then depends on the detailed history
of illumination and relaxation. In this paper we will not treat this
interplay in detail but, rather, will focus primarily on the
immediate sequelae of photoactivation for two specific
situations that describe only what happens immediately
following an intense, but brief, pulse of light. In the first, we
will discuss the case where the illumination is so intense and the
density of photoactive molecules is so high that several
photonically induced excitations have taken place in a single
dynamically correlated region. Separately, we will discuss the
case where only a few photons have been absorbed, which leads
to well-separated photon-activated regions in the glass. In this
regime, photactivated molecules can be thought of as sites of
heterogeneous nucleation for structural reconfigurations. We
will also comment on the further consequences of photo-
activated barrier crossing, which leads to a very heterogeneous
mixture of regions in the glass, some of which are “ultra-
stable.”37−39 These effects imply that continuous illumination
and aging will change the mechanical behavior of glasses either
to harden them or to soften them depending on the illumination
protocols. This protocol complexity explains many puzzling
results in the technological literature concerning photochemical
information storage. The description can be straightforwardly
generalized also to include external shear, which we show will
further speed up photoinduced fluidization and aging.

II. MICROSCOPIC MODEL
For concreteness, we will consider a solution containing
photoactive molecules that can switch between two distinct
stereoisomeric states. Notable examples of such molecules
include a variety of diimide-, diphosphene-, or ethylene-
containing molecules that can switch between the cis and
trans isomers of the double-bonded subunits. Much as for other
photochemical processes,28 photoinduced isomerization in a
glassy material can be thought of as resulting from motion
through a conical intersection on an upper energy surface. It is
useful to consider two limiting cases with regard to the effects of
the environment of the photoisomerizing molecule. For a
rapidly relaxing solvent, the isomerization involves internal
rotations of the molecule. These rotations are well-approxi-
mated bymotion along solvent-averaged energy surfaces that are
rather close to the Born−Oppenheimer surfaces in the gas phase
with, perhaps, solvation corrections due to the polarization of
the solvent, see Figure 1. In the minimal description, then, there
is at least one internal angular variable, call it φm, reflecting the
relative orientation of the two units connected by the rotatable
bond. To simplify the following discussion, we keep in mind an
azobenzene or resveratrol-like molecule as the photoactive
species, but many of the conclusions are general and would
apply, for instance, to the more complex photophysics of the
chalcogenides. In the case of the azobenzene isomerization, a
convenient choice for the reaction coordinate φm is the dihedral
angle formed by the planes containing the two aromatic units.
The two stereoisomers of azobenzene correspond to the minima
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on the electronic ground-state surface V(GS)(φm) in Figure 1.
Immediately following photoexcitation, the molecule finds itself
on an excited-state potential surface V(Ex)(φm), in accordance
with the Franck−Condon principle. The minima on the excited-
state surface generally do not coincide exactly with those on the
ground-state surface, as we illustrate schematically in Figure 1.
Because vibrational motions are fast, the molecule will often be
able to reach the minimum on the excited potential surface
before it electronically de-excites to the ground case, as in
Neukirch et al.29 The excited-state minimum is close to the col
separating the ground-state minima. Thus, following the
eventual electronic de-excitation through the conical inter-
section, the molecule will fall on either side of the col with
comparable probability. As a result, the quantum efficiency of
isomerization can be as large as 50%, as is the case in the study in
ref 40. Last but not least, we note that, according to ref 29, the
highest occupied molecular orbital (HOMO) and lowest
unoccupied molecular orbital (LUMO) energies vary by as
much as 2 eV, respectively, during isomerization. These figures
provide, then, an upper-bound estimate for the energy
differential between the relevant extrema on the potential
energy surfaces in Figure 1.
The opposite extreme limit is that of a very “stiff” solvent,

which cannot relax significantly during these intramolecular
motions. Now, rather than simply exerting friction, the
effectively frozen solvent gives rise to a distribution of perturbed
energy surfaces for isomerization. For some solvent config-
urations, isomerization can not proceed until the environment
also moves so as to conform to the target isomer state. For other
configurations, the molecule can still rearrange. To describe the
distribution energy surfaces requires additional variables
reflecting the locally broken symmetries of the environment:
The energy now depends not only on the relative orientation of
the aromatic groups bridged by the isomerizable bond but also
on how each ring moves with respect to the environment in
which the ring was originally trapped. In a simplest description
for the broken symmetry environment, we can define rotation
angles for each ring, φ1 and φ2, and the respective potential
energies of interaction with the environment as V1(φ1) and
V2(φ2). The molecular isomerization coordinate is simply the
difference between φ2 and φ1.

m 2 1φ φ φ= − (1)

The gas-phase energies are functions of this difference variable
alone, but in the frozen environment, the energy function
becomes less symmetric

V V V

V

( , ) ( ) ( )

( )

j j i i

i i

( )
1 2

( )
2 1 1

( )
1 1

( )

2
( )

2 2
( )

e e s s

s s

φ φ φ φ φ φ

φ φ

= − + −

+ − (2)

where V(je)(φ) is the electronic potential energy from Figure 1,
which would govern the isomerization of the standalone
molecule in the absence of the restoring elastic force from the
matrix but, of course, including solvent polarizability. The
superscript “(je)” labels the electronic state. The energy terms V1
and V2, which account for the restoring force from the matrix,
depend on the identity of the current aperiodic free energy
minimum, hence the label “(is)”. The depths, locations, and the
curvatures of these minima vary from one aperiodic minimum to
another and are distributed random variables, to be discussed
shortly.
All three functions on the right-hand side (rhs) of eq 2 are

periodic with period 2π. By construction, V(je)(φm) has at least
two minima, within a single period, which are generally
nondegenerate. The functions V1 and V2 could conceivably
have one or more minima, depending on the shape of the
corresponding molecular unit. For the sake of concreteness, we
will assume that both functions V1(φ) and V2(φ) have just one
minimum located at φ = 0. We illustrate the energy function (2)
for the ground electronic surface in Figure 2 and for an excited

state in Figure 3. It seems instructive to use not the variables φ1
and φ2 as the arguments but, instead, their linear combinations:
the torsion angleφm from eq 1 and the orthogonal coordinateφe
≡ φ1 + φ2. We set φ1

(is) = φ2
(is) = 0 in Figures 2 and 3, for

concreteness.
In Figure 4, we schematically depict the energy of the

molecule-plus-environment along the sliceφe = 0, for the ground
and an excited electronic energy surface. We observe that, when
added to the intrinsic potential for rotating the bond, the
solvent-induced confining potential will destabilize the mini-
mum of the excited-state surface while moving its location
sideways, toward theminimumof the ground-state surface. For a
sufficiently stiff matrix, the excited-state minimum may
disappear altogether. At the same time, the matrix-induced
potential will raise the energy of the ground-state transition state
and will displace its auxiliary minimum. These displacements of

Figure 1. A schematic showing how torque is generated following the
photoexcitation of a photoisomerizable molecule in a fast solvent. At
the bottom of the figure, we show the stereoisomers corresponding to
specific minima on the electronic ground-state energy surface. R1 and
R2 denote some molecular units such as benzene rings. The angular
coordinate φm corresponds with the rotation angle for the double bond
connecting the two nitrogen atoms.

Figure 2. Potential surface from eq 2, with V(i)(φ) = −cos(2φ) and
V1(φ) = V2(φ) =−cos(φ). This specific V(i)(φ) is intended to illustrate
the ground-state electronic term.
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the minima result in a decrease of the quantum yield for
isomerization, relative to the mobile solvent case, consistent
with observation.40 The aforementioned destabilization of the
minima on the potential surfaces implies there will now be a
built-in stress. The magnitude εi of this photoinduced stress
energy is shown graphically in Figure 4 for three distinct
realizations of the effectivemolecule-plus-environment potential
acting on the variable φm. In one realization, the restoring force
of the matrix is so high that the electronically excited
configuration does not even have a metastable minimum. The
resulting built-in stress energy is graphically indicated with the
quantity ε1. If the matrix is not too stiff, so that the upper surface
retains ametastable minimum, the resulting built-in stress will be
lower. The magnitude of this stress energy is shown with the
quantity ε2 on Figure 4. This realization corresponds to the
energy surface shown in Figure 3. The quantity ε3 gives the built-
in stress energy corresponding to a situation when the molecule
returns to the electronic ground state before the matrix relaxes,
as in Figure 2. The quantity ε3 is clearly the largest of the three εi
parameters; however, the probability of landing in the

corresponding configuration is the lowest, too. Note also that,
if the matrix-induced additional potential is sufficiently steep,
then there is no metastable minimum on the ground-state
surface in the first place (this unlikely situation is not shown).
The built-in stress on the excited surface can be relaxed either

by falling into a lower-energy electronic state and/or
reconfiguring the environment. The vibrational relaxation of
the environment is generally fast, following Kasha’s rule.41 The
remaining stress energy can then power further structural
rearrangements, the main subject of this paper. For instance, to
structurally relax the metastable configuration corresponding to
the quantity ε2 in Figure 4, the torsional variable φm must
achieve a magnitude of nearly π/2. For this to happen, the
environment must rearrange so that the quantity (φ1

(is) − φ2
(is))

also changes by π/2. To relax to the configuration corresponding
to the quantity ε3 in Figure 4 may thus require more than one
reconfiguration event between different aperiodic minima of the
molecule−solvent system. Typically in a reconfiguration event,
solvent molecules move only a Lindemann length,42 which is
approximately one-tenth of the interparticle spacing.
One can bound the magnitude of the built-in stress energy by

noting that the energy of the vertical electronic transition is
numerically close to 2 eV (λ≲ 500 nm). Thus, Figure 4 suggests
that the photoinduced built-in stress energy per chromophore
εph will be, numerically, only a fraction, but perhaps not too small
a fraction, of an electronvolt and in any event can be sizably
larger than kBT. To be explicit, one may write down an
approximation for the energy function (2) near the (shifted)
bottom of an electronically excited energy surface to determine
ε2 in Figure 4.

V V
k

( )
2
( )m 0

e
2 1 0

2φ φ φ φ= + − −
(3)

k k
2
( )

2
( )i is

1 1
( ) 2 s

2 2
( )s sφ φ φ φ+ − + −

(4)

In this harmomic approximation, the V(je) term has been
expanded around the minimum, located at φ0 in the absence of
the elastic component of the solvent response; see Figure 4. The
spring constant ke is the curvature of the electronic energy at this
minimum. Likewise, we retain only the quadratic term in the
response of the matrix, while setting both of the corresponding
spring constants to the same value ks, for simplicity. The quantity
ks depends on the shear modulus μ of thematerial and geometric
factors:43 ks ≃ μa3, where a is the appropriate molecular length
scale. Minimizing eq 3 with respect to φ1 and φ2 and subtracting
V0, we obtain the built-in stress energy.

k k
k k2(2 )

( )i i
2

e s

e s
2
( )

1
( )

0
2s sε φ φ φ=

+
− −

(5)

As already mentioned, this built-in stress energy will be released
when the environment reconfigures so that the relative
orientation of the elastic minima for the two benzene rings
matches the new position φ0 of the minimum of the electronic
surface. For the minimum at φ0 to exist in the first place, one
must have ks < ke. Thus, keks/(2ke + ks) ≃ ks/2. Since ks ≃ μa3 is
of the order electronvolt,44 we see that ε2 is less than but perhaps
still of the order electronvolt. Note also that the quadratic
approximation for the elastic response of the matrix in eq 4 is an
overestimate; the actual response scales similarly with the shear
modulus but is not as steep in terms of the displacement.
Equation 5 can be also used to estimate the magnitude of the

Figure 3. Potential surface from eq 2, with V(i)(φ) = 0.5·cos(2φ) and
V1(φ) = V2(φ) =−cos(φ). This specific V(i)(φ) is intended to illustrate
an excited-state electronic term.

Figure 4. A schematic showing how built-in strain can be generated
when an isomerizable molecule is embedded in a stiff solvent. The
dashed lines are the energy surfaces from the Figure 1, which include
the high-frequency response of the solvent. The solid lines include the
contribution of the restoring force from the environment and
correspond with the φe ≡ φ1 + φ2 = 0 slice of the energy surfaces
from Figures 2 and 3. We do not show a configuration in which the
matrix is so stiff that the alternative minimum on the lower energy
surface is removed.
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site-specific fluctuations in the magnitude of the photoinduced
stress energy.While the quantitiesφ0 and ke are fully determined
by the quantum electronic structure of the photoactive molecule
and can be regarded as fixed, the elastic coefficient ks and the
configurational variablesφ(is), showing how the rings are trapped
in the matrix, fluctuate from chromophore to chromophore and
from substate to substate of the glassy energy landscape. These
fluctuations are, likely, correlated: The specific combination of
these two parameters in eq 5 corresponds to the local energy
density. We expect that fluctuations of the frozen strain energy
are similar in magnitude for distinct electronic surfaces, and,
thus, their size is comparable to the equilibrium fluctuations that
depend on the molar heat capacity.
In the following, we will write the average built-in stress

energy per photoactivated event as

Cph i iε ε ε= ≤ (6)

In this expression we introduced a numerical constant C ≤ 1 to
account for the possibility that the built-in stress may not be
released by a single reconfiguration event. This constant can be
treated as a fitting constant in the absence of a detailed structural
model of the photoactivated molecule in its environment.

III. STRUCTURAL DYNAMICS AND THE EFFECTS OF
PHOTOACTIVATION

The photoinduced built-in stress modifies the subsequent
structural relaxation of the molecular environment around the
chromophore. As discussed in the Introduction, glassy systems
structurally relax via cooperative, activated events that are
quantitatively described by the random first-order transition
theory. We briefly review some pertinent aspects of the RFOT
description of activated glassy dynamics; detailed accounts can
be found in refs 5 and 6.
A. Review of Pertinent Notions of the RFOT Theory.

Activated reconfigurations of molecular glasses can each be
thought of as a spatially contiguous sequence of displacements of
rigid molecular units. Each such unit may be called a “bead.”
When a bead moves, the displacement is generically near the
limit of the mechanical stability, which is often called the
Lindemann length.42 The number N of beads that have already
moved is a convenient progress coordinate that measures the
changes in glassy structure. Since the initial state of a
reconfiguration is a specific energy minimum chosen out of
many, individual bead moves are typically energetically uphill in
the beginning of the reconfiguration process but are entropically
stabilized, because there are many ways to choose where to place
the particles as they move. The free energy becomes downhill
past a certain size N‡. N‡ thus corresponds to the bottleneck. A
series of energy increments resulting from these individual
moves can be approximated as a continuous curve; several
examples are sketched in Figure 5. To avoid confusion we note
that the “energy” coordinate in Figure 5 is actually the Gibbs free
energy for escaping from an individual vibrational mini-
mum;45,46 see also below. The individual free energy activation
profiles vary throughout the glass, because they depend on the
initial configuration.
The typical free energy profile can be described as a

continuous function of N that depends also on the shape of
the reconfiguring region in physical space. Reconfiguring regions
can have many shapes, being relatively compact near the
Kauzmann temperature TK, but being more diaphanous at
temperatures near the dynamical transition to collisional

motion. In a frozen glass, the free energy profile also depends
on the energy of the initial state, which, for shallow quenches,
can be described using one additional parameter, specifically, the
fictive temperature.30,47−49 In the mean-field version of the
RFOT theory, the transition to collisional transport is a spinodal
and is describable with critical exponents, etc. That spinodal
however becomes a soft crossover in actual glasses, which are
finite-dimensional systems. This crossover occurs near a
temperature Tcr, which can be predicted by the RFOT
theory.31,50,51 The high-barrier subset of reconfiguration events
that dominate relaxation in equilibrated melts at temperatures
below Tcr become generally larger and relatively more compact
as the temperature decreases. For the more compact
reconfiguration events, the typical free energy profile for
reconfiguring a region of size N contains two contribu-
tions.30,44,52

F N N gN( ) 1/2γ= + Δ (7)

The first quantity, γN1/2 > 0, reflects the typical mismatch
penalty between the reconfigured region and the surrounding
matrix, which is only elastically displaced with distortions less
than the Lindemann length. We point out, in passing, that there
remains some controversy on the mismatch energy exponent,53

but this is not important for the discussion here. The term ΔgN
is negative in sign; it is the Gibbs free energy difference between
the set of target configurations and the initial configuration and
thus reflects the bulk driving force for escape from the local
metastable configuration.
The most probable activation barrier following from the

nucleation profile, eq 7, then becomes

F
g4,mp

2γ=
− Δα

‡

(8)

The subscript α indicates that the high-barrier, compact
reconfigurations correspond with what is usually called the
primary, or α-relaxation, process. The critical nucleation size of
the reconfiguring region is

N
g2

2
γ=
Δ

‡ i
k
jjjjj

y
{
zzzzz (9)

The overall size of the final reconfiguration event, that is, the
cooperativity size N*, is determined by the condition that the
free energy vanishes: F(N*) = 0. In other words, at size N* a
thermodynamically available target state with the same energy as
the original configuration will be found with probability one;
thus there is no specific tendency to grow the region further.46,54

(Tunneling between such states provides a mechanism for the

Figure 5. A schematic showing a typical free energy profile from eq 7
(smooth line) and three example profiles emanating from a specific
location, including the effects of driving force fluctuations.
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infamous two-level systems seen in amorphous solids.44,55) One
then finds

N a
g

N( / ) 43
2

ξ γ* ≡ =
Δ

= ‡i
k
jjjjj

y
{
zzzzz (10)

where we also defined the volumetric size ξ of the cooperatively
reconfiguring region.
Above the kinetic glass transition, new configurations are

always becoming available, so the initial configuration is chosen
out of a fully equilibrated distribution. In the equilibrated liquid,
therefore, the driving force toward a new local configuration is
entirely entropic in origin52,56

g Tseq cΔ = − (11)

where sc is the configurational entropy per particle; the quantity
eNsc/kB gives the number of distinct free energy minima available
to a region of sizeN. While there remain disputes regarding how
to best define sc in finite dimensions, the configurational entropy
is tolerably well approximated by the difference between the
entropy of a glassy melt and the corresponding crystal, since the
bulk of the vibrational frequencies of the crystal and the glass are
not very different. In a nonequilibrium glass, the initial
configuration is metastable with respect to the equilibrium
ensemble at the same temperature, and therefore the driving
force generally has an additional enthalpic component.30,45

g h Ts( )Δ = Δ − Δ (12)

For glasses quenched from the melt, Δh depends on the so-
called fictive temperature of the glass and the configurational
heat capacity Δcp = T(∂sc/∂T): Δh ≈ Δcp(T − Tf); see also
below.
Local fluctuations of the activation profile result from local

variations in both the initial energy and the fluctuations of the
configurational entropy of structures that are available for
reconfiguration. These fluctuations lead to a broadening of the
barrier distribution. The broadening toward the high-barrier
side is cut off, because the environment around any especially
slow regions actually will have already rearranged on a typical
time scale and thus have changed the boundary conditions on
the reconfiguration event.33 Bhattacharya, Bagchi, and Wolynes
have shown how this effect, which might be called “facilitation,”
can be described using an extended mode-coupling theory that
accounts for activated events.57,58 Rather than using this
formalism, here we employ approximate expressions for the α-
relaxation barrier distribution due to Lubchenko.59 For the
present purposes, the Lubchenko approximation is more
convenient than the earlier approximation for the facilitation
cutoff introduced by Xia and Wolynes.33 Thus
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where F̃≡ F‡/Fα,mp
‡ < 1+ is the barrier scaled by its most probable

value, and the constants F̃e, c1, and c2 are determined by requiring
that the distribution be normalized and be continuous, as well as
have its first derivative continuous at the first break point, too.
The relative size of the fluctuations in the barrier

F
F

F
g
g,mp

δ δ δ̃ ≡ =
|Δ |α

‡

‡
(14)

directly follows from the fluctuations of the driving force (per
particle) δg.

g g f N( ) ( ) 1/2δ δ δ= Δ ≡ * −
(15)

eq 15 reflects the fact that the fluctuation δg of the intensive
quantity Δg scales as N−1/2 with the region size N. The size-
independent quantity δf in eq 15 is then identified with the
square root of the variance of the driving force per particle. By eq
10, the relative barrier fluctuation does not explicitly depend on
the cooperativity size.

F
F

F
f

,mp

δ δ δ
γ

̃ ≡ =
α

‡

‡
(16)

In the thermally equilibrated regime, the quantity δf is
determined by fluctuations in the configurational entropy at the
cooperativity size.30,33

f T k c T( )B p
1/2δ = [ Δ ] (17)

The quantityΔcp(T) is the (temperature-dependent) configura-
tional heat capacity of the liquid. It is numerically close to the
excess liquid heat capacity of the liquid relative to the
corresponding crystal. Below the glass transition, the fluctua-
tions in the driving force can be approximated using the same
expression using the frozen-in value ofΔcp(T) atTg while setting
T = Tg in eq 17.30 We note that both the Lubchenko and Xia-
Wolynes approximations introduce sharp cutoffs that are
smoothed out in the more accurate treatment of facilitation
effects by the extended mode-coupling theory.57,58

There is always an entropic advantage for allowing the
reconfiguring region to vary in shape. As the system approaches
the dynamical transition temperature the reconfiguring region
becomes less compact owing to the entropic advantage of
diaphanous shapes. (The most compact shape, a sphere, is
unique and thus has no shape entropy.) These shape
fluctuations resemble percolation clusters or stringlike objects.31

For either percolation clusters or for stringlike reconfigurations,
because of their large interfacial areas, the free energy penalty for
creating them scales linearly with the number N of particles that
have been displaced.31,45

F N N gN k T N N( ) (ln )Bγ ϕ= ′ + Δ − Ω ≡ (18)

The mismatch coefficient γ′ for the diaphanous clusters is
proportional to that for compact clusters: γ′ = cγγ. This
magnitude of the mismatch coefficient reflects the enthalpic cost
of breaking a requisite number of bonds for moving a particle.
This mismatch energetic penalty, though, is ameliorated by the
entropic advantage of forming such noncompact shapes at
higher temperature. The quantity Ω reflects the multiplicity of
strings that can emanate from a given locale. Given the modest
size ofN in liquids in the laboratory, the two limiting cases from
eqs 7 and (18) are expected to cover the full range of region
shapes well.
While the free energy profile for compact reconfiguration

events is nonmonotonic, at a given temperature, the profile for
the diaphanous clusters, eq 18, is monotonic, either increasing or
decreasing withN depending on the sign of ϕ. The special value
ϕ = 0 signals the crossover from activated transport to largely
collisional transport.31
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String growth becomes downhill above the crossover
temperature Tcr, where ϕ < 0, after paying a one-particle
initiation cost Fin. Like the free energy in eq 18, this initiation
cost accounts both for the enthalpy of bond breaking and the
driving force but does not contain the entropic contribution lnΩ
from differing shapes, because exactly one particle must be
moved to initiate the reconfiguration.

F gin γ= ′ + Δ (19)

When ϕ > 0, that is, at temperatures below the crossover, the
stringy excitations can only grow to a finite extent. Despite being
positive on average, the energy cost of one step in a stringlike
motion is, however, distributed, so atypical low-barrier processes
can always take place. These weakly activated processes give rise
to the so-called β-relaxations. They are also responsible for the
deviations from the VTF (Vogel-Tammann-Fulcher) law near
the crossover, which can be detected by the Stickel plot.60 The
corresponding barrier distribution was worked out by Stevenson
and Wolynes.32 It is given by
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where δf is from eq 15.More about this distribution can be found
in Appendix C. Ns,max is the maximum string length, which is
determined by the merging with the compact α-event
distribution.32,61

N F /s,max ,mp ϕ= α
‡

(22)

We indicated, in eq 20, that the barrier is distributed between its
smallest value, the initiation cost Fin, and the most probable
value Fα,mp

‡ of the α-relaxation barrier, because larger barriers
will, again, be wiped out by facilitation effects.
The distribution for β-relaxation processes that come from the

stringlike motions is not normalized to one, because the
distribution is cut off by overlap with the compact α-relaxation
events.32 The weight of the distribution of β-events is given by
(see Appendix C)

F F q

F q

sinh ( )

sinh( )
1,mp in

,mp

Ψ =
[ − ]

≤α

α

‡

‡
(23)

This weight increases with temperature reaching a value that
depends on the initiation cost 1 − Fin/Fα,mp

‡ < 1 as the crossover
is approached from below, which formally corresponds with the
limit ϕ, q→ 0. At the crossover temperature, the distribution of
barriers (20) tends to a power law, p(β)(F‡)≃ Fin/(F

‡)2 implying
a very broad distribution of relaxation times, ∝(τ ln2(τ/τ0))−1,
nearly a 1/f spectrum. In the usual expression for the waiting
time of an activated process

eF k T
0

/ Bτ τ=
‡

(24)

the prefactor τ0 is a vibrational time scale and is on the order of a
picosecond.62

Though historically derived using separate arguments, the α-
and β-relaxation processes are not strictly distinct; rather, they
represent the limiting varieties of a complete family of

reconfiguration events. For practical purposes, we will take
them as contributing to the overall relaxation spectrum in a
roughly additive fashion

p F p F p F( )
1

1
( ) ( )( ) ( )=

+ Ψ
[ + ]α β‡ ‡ ‡

(25)

where the factor in front of the square brackets will take care,
after the fact, of the overall normalization; the quantityΨ is from
eq 23. For the thermally activated cases, both the α-and β-
components of the overall barrier distribution are cut off at Fin
on the low-barrier side. The initiation cost Fin remains positive
below the crossover, ϕ > 0, according to eqs 18 and (19), and
reaches its lowest value of kBT lnΩ at the crossover itself. Finally
we note that, in the glassy state, the driving force for
reconfiguration can be increased by applying an external stress.
Under stress, the condition ϕ = 0 with the additional driving
force determines the yield strength.45,63,64

B. The Spatially Averaged Photoactivation Regime.
When the concentration of photoactive molecules is high, after
also a high fluence of light is absorbed, each reconfigurable
region will have taken on similar amounts of photoinduced
stress. The average of this stored energy can be roughly
determined by spatially averaging over the photoexcited
molecules. We see that photoactivation in this regime leads to
a substantial additional bulk driving force for reconfiguration
that depends on the concentration of photoisomerized
molecules.

g gph εΔ = Δ − ̃ (26)

In this expressionΔg < 0 is the driving force, per bead, from eq 7
while the quantity

n a( )ph
3

phε ε̃ ≡ (27)

The average built-in stress energy due to photoactivation, per
bead, depends on the residual stress left by photoisomerization
and the concentration nph of photoisomerized units. εph is the
built-in stress energy left by a photoactivation event that can be
released in a single reconfiguration event, as discussed in Section
II.
The additional driving force −ε ̃ plays a role analogous to that

of the excess energy in a nonequilibrium glass that has been
frozen-in at a higher glass transition temperature than the
ambient temperature30 or that has been introduced by placing
the glass under external mechanical stress.63 The magnitude of
the spatially averaged built-in mechanical stress energy ε ̃ is
determined by the probability pph = npha

3 to find a photoactive
unit at a given location. We estimate that, for pure azobenzene,
this probability would maximally be ∼0.3, assuming that each of
the benzene rings and the azo unit can be taken to comprise an
effectively spherical bead. For azobenzene solutions, then, we
have pph ≲ 0.3. We note that, in principle, ε ̃ can be measured
calorimetrically by determining the heat release when a
photoactivated glass is heated.
With the averaged stored energy for bulk photoactivation, the

most probable barrier for compact α-relaxation processes is then
modified according to

F
g4,mp,ph

2

ph

γ=
− Δα

‡

(28)

Likewise the driving force for reconfiguration events that have
the shapes of percolation clusters is increased.
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g k T(ln )ph ph Bϕ γ= ′ + Δ − Ω (29)

We see that photoinduced isomerization speeds up both the
α-and β-relaxations. On the one hand, the typical α-relaxation
barrier remains finite but can be greatly reduced. The β-
relaxation processes, on the other hand, may eventually become
downhill through photoactivation, for sufficiently high fluence,
eventually causing full photofluidization. Note that the initiation
cost Fin is also decreased by photoactivation

F gin,ph phγ= ′ + Δ (30)

but remains positive below the crossover, ϕ > 0, according to eq
29.
When considering the dynamics, however, we must account

not only for the averages but also for the fact that photoactivated
units are not distributed uniformly in space. This gives rise to
additional fluctuations around the typical reconfigurational free
energy profile in eq 26. To the lowest-order approximation, the
excess strain energy follows a binomial distribution for the
number of isomerized units, implying the variance of the
additional stress energy is proportional to pph(1 − pph). The
driving force εph will also vary from chromophore to
chromophore, because the restoring forces from the environ-
ment are distributed with a standard variation δεph. After we add
these contributions, the variance of the driving force, per
particle, increases after irradiation, cf. eq 15.

f k T c n a n a n a(1 )pph
2

B
2

ph
3

ph
3

ph
2

ph
3

ph
2δ ε δε= Δ + − +

(31)

To calculate the resulting relaxation spectrum in the spatially
averaged regime, then, one can still employ the general formula
from eqs 25−(31), by simply modifying the parameters of the α-
and β-processes to account for the effects of photoactivation.
In order for the spatially averaging argument in the Section to

be strictly valid, the quantity npha
3 cannot be too small;

otherwise, the sample can no longer be regarded as even
approximately homogeneous. We will turn to this dilute regime
shortly. At high fluence, however, the photoactivation-caused
corrections in eqs 26 and (31) can be very significant. Indeed,
Δg is of order kBT. The built-in stress energies εph are of order
101kBT, and npha

3 can be as large as 0.3; therefore, the
photoinduced destabilization can be significantly greater than
the inherent driving forces for thermal reconfiguration. We
therefore see that photoactivation can destroy barriers entirely,
thus leading to photofluidization.
The effects of the additional broadening of the barrier

distribution reflected in eq 31 are significant, too. Indeed, the
quantity Δcp ranges from 0.25kB for very strong liquids to more
than 10kB for very fragile liquids (per bead).

52 As discussed in
Section II, the magnitude of the fluctuations δεph in the built-in
photoinduced stress energy is also expected to be close in
magnitude to that of the thermal energy fluctuations, whose
variance scales as Δcv,43 and thus the photoinduced fluctuations
are numerically as significant as the first term on the rhs of eq 31.
The direct fluctuations from photoactivation however are scaled
down by the factor npha

3. Thus, we expect the fluctuations due to
varying the number of photoactivated units make the most
significant contribution to the broadening of the barrier
distribution. In view of the large magnitude of this term,
proportional to ε,̃ the presence of even a single isolated excited
moiety in a reconfiguring region will significantly change the

barrier distribution, making even a very strong material behave
like a very fragile liquid.
To illustrate the above ideas in an experimentally relevant

context we adopt a specific parametrization for the materials
properties that will be used over the full temperature range
below the crossover: 0 < T < Tcr; see Appendix A for details. The
energies are shown in units of the laboratory glass transition
temperature Tg. The deviations of the T-dependence of the α-
relaxation time from the strictly Arrhenius form, that is, how
fragile or strong the liquid is, will be quantified using the
conventional fragility index m = ∂ log10τ/∂(Tg/T). The elastic
properties of the glass enter through the Poisson ratio σ. The
latter ratio will be set at 0.25 throughout. For the temperature
dependence of the configurational entropy, again for concrete-
ness, we will use the Richert-Angell fit65,66

s c T T T(1/ 1/ )c p g K≃ Δ − (32)

where TK is the so-called Kauzmann temperature, andΔcp is the
heat capacity jump at Tg. Thus, the T-dependence of
configurational heat capacity is simply Δcp(T) = Δcp(Tg/T).
Note that the RFOT theory correctly predicts thatm andΔcp are
related.52,67

To determine the value of the driving force Δg in frozen
glasses, T < Tg, we will adopt the usual approximation in which
the state of the glass is initially described by using just one
additional parameter, which is often called the fictive temper-
ature Tf.

30,47−49 The fictive temperature is usually close to the
glass transition temperature Tg on the laboratory time scale,
where the material fell out of equilibrium on cooling but can be
modestly lowered following an extensive amount of annealing
and/or aging; here we will set Tf precisely to the laboratory glass
transition temperature Tg. For most molecular glass formers, the
effects of volume mismatch, on cooling, and vibrational entropy
changes during reconfiguration are not very significant.6,45 The
Gibbs energy stabilizationΔg from eq 12 comes largely from the
configurational degrees of freedom. Using eqs 12 and (32), one
obtains for the driving force30
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where we used that the additional enthalpic drive is Δh = ∫Δcp
dT. By construction, the Kauzmann state is the glassy state with
the lowest enthalpy. In actuality, additional processes may occur
in the amorphous solid, such as nanocrystallization68 or other
types of local ordering. We will not quantify these in the present
paper.
First we determine the dependence of the RFOT crossover

temperature Tcr on the amount of built-in stress energy. This
dependence can be experimentally tested using the observation
that, below the crossover, many transport phenomena begin to
become decoupled.51,59,69 When the effecitve Tcr(ε)̃ becomes
less than Tg, the glass also will flow easily, that is, fluidize. Setting
ϕ|T=Tcr

= 0 in eq 29 straightforwardly yields the dependence of
Tcr on the stored energy density due to photoactivation. In
Figure 6, we show the dependence of the effective crossover
temperature on photoinduced stored stress energy for select
values of the fragility index that cover the experimentally
observed range. According to the discussion in Section B, the
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magnitude of ε ̃ is unlikely to exceed 3kBTg or so. Nonetheless we
observe that very fragile substances can easily be fluidized even
at temperatures substantially below the thermal glass transition
at Tg. In contrast, we expect that stronger substances will still
exhibit activated transport, after photoactivation, which none-
theless will still be quite a lot faster that one would expect from
pure thermal activation. As we shall see also, the strength of the
glass will be compromised by photoactivation, initially.
We first show in Figure 7 three barrier distributions for a

fragile liquid at the laboratory glass transition. One distribution

is for the pristine material, while the other two are for the
photoactivated material for two distinct values of the
concentration of photoactivated molecules, nph = 0.1 and nph =
0.2, respectively. For both of these illustrative cases, the built-in
stress energy per photoactivated event was set at a rather

substantial value εph = 10kBT. According to Figure 6, the nph =
0.2 case corresponds to a situation that is quite near the
crossover to collisional transport. We observe that the already
substantial β-relaxation tail of the distribution in the pristine
material becomes even more pronounced in the photoactivated
material. Indeed, the β-and α-parts of the barrier distribution
become comparable in weight near the thermal crossover. The
effects of photoactivation on a strong substance are shown in
Figure 8. While the overall motions do not speed up as much as

for the more fragile material, the changes in the shape of the
barrier distribution are actually more dramatic for the strong
material. While the β-wing of the distribution is virtually absent
for a pure strong liquid, after photoactivation the β-wing
becomes just as significant, relative to the α-relaxation, as it is for
the thermally activated fragile liquid near the crossover. The
theory suggests, then, that photoisomerization will lead to the
emergence of β-relaxations in strong substances, which would
otherwise be hard to detect. Light makes strong substances
behave qualitatively as if they were in fact fragile liquids.
To summarize, whether or not photoactivation can

completely eliminate the reconfiguration barriers, motions in
the glass or supercooled melt are made much faster by
photoactivation. They also become more nonexponential over
a substantial temperature range.
We emphasize that the photoactivated relaxation spectra

shown in Figures 7 and 8 correspond to a rather specific
experimental protocol. These spectra are best thought of as
prescribing the structural dynamics immediately after a relatively
intense yet fairly short pulse of light. The pulse should be intense
enough to create a given amount of built-in stress energy, while
the duration of the pulse should be short enough so that little
structural relaxation has been able to take place during the pulse
itself. The shortest relaxation times for the photoinduced spectra
in Figures 7 and 8 are of order 10 psec; so, for a strict
comparison, the pulse duration should be on the order of a
picosecond or less, a regime quite easily achievable in practice
these days.
The speed up of the dynamics following a pulse of light is only

transient. Under steady illumination, not only both thermal and
photoactivated relaxations occur but also regions that have
relaxed may absorb additional photons. The resulting dynamics

Figure 6. Dependence of the temperature of the crossover from the
activated to the collisional transport is plotted against the magnitude of
the built-in photoactivated stress energy for select values of the fragility
index. The corresponding values of TK are indicated in the legend and
are shown on the graph with the asterisks.

Figure 7. Barrier distributions for a very fragile substance atT =Tg. The
nph = 0 curve corresponds to a pristine equilibrated fluid, while the nph >
0 curves correspond to the effective relaxation spectrum in the same
liquid but following a short, intense pulse of light.

Figure 8. Same as Figure 7, but for a very strong substance.
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can be described by a spatially dependent stochastic model that
accounts for the kinetics of excitation and de-excitation, both
electronic and structural, and the interactions between
relaxations that are in close spatial proximity. A quantitative
description can be obtained using dynamical equations for
fluctuating mobility,64,70,71 but these must be generalized now
for the case where there are two types of regions, namely, “dark”
and photoactivated, respectively. The structural effects on the
local quantum yield must also be included. In frozen glasses,
there is the additional difficulty reflected in the local variations of
the fictive temperature. In this paper, we limit ourselves to a brief
qualitative discussion of the expected results.
For photoactivation in frozen glasses, eqs 26−(29) and Figure

6 allow us to evaluate the barrier distribution corresponding to
the earliest times following an intense pulse of light. In Figure 9,

we show relaxation spectra for the aging of a glass sample that
has been rapidly cooled to an ambient temperature below Tg.
One spectrum is for a pristine sample, while the other two
spectra are for the same aging process but also in the presence of
built-in photoactivated stress produced by a short intense pulse
of light, for two distinct values of εph. We chose the ambient
temperature so that it would take a year or so for the pristine
sample to show extensive aging. (The aging will be only partial,
because the regions neighboring those regions that have already
relaxed will be substantially stabilized thus effectively halting
further relaxation.) The presence of an extensive low-barrier
portion in the photoactivated spectrum implies rapid but local
aging. These faster regions will relax toward more stable
structures representative of equilibrium at the ambient temper-
ature. This aging process will result in a heterogenious sample
made of spatially coexisting regions with varying degrees of
stability.
We see that photoinduced built-in stress dramatically speeds

up aging. In Figure 10, we show the magnitude of the steady-state
photoinduced energy stress density such that initial aging events
at a specific target temperature Ttarget < Tg occur on the time
scale corresponding to the usual laboratory glass transition. On
the one hand, for Ttarget > TK, the target state is representative of
the ambient temperature as already pointed out. On the other
hand, for Ttarget < TK, the target state will be an ideal glass with

properties characteristic of TK. By eq 8, the necessary
photoinduced stress energy ε ̃ is
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(34)

Assuming the mismatch coefficient γ is temperature-
independent, this yields the results shown in Figure 10. We
observe that, even for reasonably modest values of ε ̃ ≈ kBTg,
rather deep states become kinetically accessible, especially for
more fragile substances.
As illumination proceeds at T < Tg, the glass is first transiently

fluidized, as exemplified by the photoactivated spectrum from
Figure 9, and subsequently ages to a more stable state. The
equilibrium state at T < Tg would be much more stable than that
at Tg. The typical relaxation barrier in an equilibrated material
increases rapidly with lowering the temperature and, in fact,
diverges upon approaching the Kauzmann temperature,
according to eqs 8, (11), and (32), owing to the lack of
alternative structural states.5,6,56 Because of this, such a stable
material cannot be obtained practically by cooling a bulk liquid.
After photoactivation, the driving force toward equilibrium, Δg
= −Tsc − ε,̃ does not vanish even at TK and below, where sc = 0.
Indeed, since sc(Tg)≃ 0.8kB,

46,52,72 we expect for ε ̃ of order kBTg,
even near TK the typical barrier for reconfiguration, F

‡≤ γ2/4ε ̃ is
not too different from that for an equilibrated melt near Tg.
Figure 9 also implies that fragile glasses, for which TK is

already close to Tg in the first place, can be partially driven to the
lowest-enthalpy glassy state through photoactivation. Once the
irradiation has been discontinued, however, the driving force to
re-equilibrate would now vanish, Δgph → Δg ≃ 0. Irradiation
eventually then will lead to a dramatic increase in the typical
relaxation barrier and, essentially, a complete arrest of the
structure. In fact, to melt such an ultrastable structure on a
realistic time scale, one will need to heat it well above the original
glass transition temperature, because in addition to the usual
entropic contribution−Tsc < 0 to the driving force there is now a
positive enthalpic contribution: Δh = ∫ TK

T Δcp dT. The driving
force for a transition from a structure equilibrated at temperature

Figure 9. Barrier distributions for initial aging events in a fragile glass
made by a quench to temperature T = TK + 0.01·Tg, also in the presence
of illumination for two values of built-in stress energy.

Figure 10.Magnitude of photoinduced built-in stress energy needed to
drive a glass to a target temperature on the time scale of the laboratory
glass transition, for select values of the fragility index. The
corresponding values of TK are indicated in the legend and on the
graph, with the asterisks.
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T < Tg to one equilibrated at Tg becomes Δg = ΔcpTg[ln(Tg/T)
+ (1 − Tg/TK)], cf. eq 33. Owing to this increased stability,
ultrastable glasses37−39 tend to rejuvenate by front propaga-
tion.64,70,71

To illustrate the above notions on light-induced softening and
the subsequent hardening of frozen glasses, we show in Figure 11

three relaxation spectra for a very fragile substance at a
temperature T below Tg (but above TK): (a) for the equilibrated
liquid, (b) the same liquid now subject to a built-in
photoinduced stress, and (c) the liquid first equilibrated at the
same low temperature T and then quickly heated to the glass
transition temperature Tg. We selected the temperature T to be
not too low but rather close toTg for graphical clarity, so that the
photoactivated and dark relaxation spectra can be displayed
clearly on the same graph. We observe that the barriers for both
equilibrium dynamics at this low temperature and for the
dynamics upon rejuvenation to the laboratory glass transition
temperature are very high. Bear in mind that F‡/kBT = 45
corresponds to a relaxation time longer than a year. This
remarkable stability of the photoaged glass even slightly below
Tg can be used, then, to record information using polarized light.
Polarized light creates driving forces for the isomerizable units to
orient in a particular direction that maximizes the absorption
and subsequent structural stabilization. Given this, the photo-
activated aging spectra shown in Figure 9 explain the kinetics of
the early stages of information writing, which employs linearly
polarized light. The spectrum of photoactivated rejuvenation in
Figure 11 prescribes the much slower kinetics of photoinduced
erasure of optical information, which uses circularly polarized
light. Such optical recording and erasure of information using
thin films are described in ref 8. The present results also
automatically imply that ultrastable glasses should be more
photostable, consistent with observation.73

Under continuous illumination, photoinduced aging and
rejuvenation are rather complicated, because the glass becomes a
time-dependent superposition of four types of regions: Two
types of regions are at fictive temperature Tf, pristine and
photostrained, and two other types of regions have energy

distributions characteristic of the ambient temperature, but
which also may be pristine or may be photostrained. Still, one
can make several qualitative statements about the kinetics on the
approach to a photochemical quasi-steady state. The structural
relaxation of photoactivated regions is largely irreversible, while
the dynamics in the ultrastable regions is largely arrested. The
aging of the structure is then determined by the photoactivated
spectrum, which is, however, time-dependent, because the
structure of the glass is also changing with time under
illumination. If the spectrum were considered to be static, the
survival probability profile for the α-relaxation spectra would be

well-approximated by the stretched exponential e−(t/τmp)
β

, where

τmp = τ0e
Fmp
‡ /kBT is the most probable relaxation time. The

stretching exponent β would be small, since it is well-
approximated by the expression33,59
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with δF‡ from eq 14. Note that photoactivation makes the
dynamics resemble those of a fragile liquid, for which δF‡ >
4kBT. These semiquantitatve considerations already shed some
light on the experimentally observed kinetics of photoinduced
erasure of in-plane birefringence in the thin films of an
azobenzene derivative.8 Erasure exhibits a slow regime well-
approximated by a power law t−T/Tm, where the empirical
parameter Tm is larger for recordings that have been made using
more intense exposure. We note that this slow, powerlike regime
has been observed only over a modest range of erasing time, an
order of magnitude or so. Thus, while the reported power-law
kinetics seem to be slower than the stretched exponential, they
are hard to distinguish from it. The exponent 4kBT/δF

‡ from eq
35 and the exponent T/Tm both show the same dependence on
the temperature and amount of exposure to light during the
recording. Indeed, the parameter δF‡ is proportional to the most
probable barrier. It effectively becomes larger as the sample
becomes more stable. The reported aging kinetics appearing
slower than the stretched exponential is consistent with themost
probable relaxation time τmp itself growing linearly with time; see
Appendix B.
Yet even the photoactivated dynamics becomes very sluggish,

once the ambient temperature is sufficiently low. This results in
several system-specific phenomena. An important example is
provided by the low-temperature chalcogenide glasses20,74 that
are subjected to macroscopic amounts of photons at supra-gap
frequencies. Lubchenko and co-workers19,21,75 have suggested
that the photoexcited electrons and holes that have failed to
recombine become trapped in special orbitals, whose locations
mirror themosaic of the cooperatively reconfiguring regions that
were frozen in at the glass transition. These special, electroni-
cally active defects reveal themselves through electron spin
resonance (ESR) signals andmidgap optical absorption,76,77 and
they are removed only by prolonged annealing at sufficiently
high temperatures. The magnitude of stored stress energy, per
defect, was estimated19,21,75 to be ∼101kBTg, consistent with the
present discussion.
We did not explicitly consider the possibility that crystal-

lization or other local ordering processes can be induced by
photoactivation. Several regimes of ordering in supercooled
liquids and the glassy state have been discussed by Stevenson
and Wolynes.68 Generally, the lack of equilibrium in the glass
provides extra destabilization with respect to those ordering

Figure 11. Barrier distributions for dynamics at a temperature
intermediate between Tg and TK, without and with built-in photo-
activated stress energy. Also the barrier distribution for rejuvenation by
heating from that low temperature to Tg, without illumination, is
shown.
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processes. This makes possible nanocrystallization, already in
the absence of photon activation. The photoactivation of
crystallization is, in fact, the apparent mechanism underlying
optical recording on rewritable optical drives. This way of
recording information is not connected with the polarization of
light but, instead, capitalizes on the distinct electro-optical
properties of the glass and the crystal.
We finish this Section by a short discussion of how the yield

strength of glasses is modified by photoactivation. The strength
of glasses is one of their most remarkable features. It approaches
the Frenkel limit78 much more closely than do crystalline
materials, which fail owing to dislocation motions. The above
results for frozen glasses can be straightforwardly generalized to
account for the effects of an additional external shear Γ by

replacing ε→̃ε+̃ a
2

2 3

×
μ

Γ 15(1 )
(7 5 )

σ
σ

−
−

, where μ is the shear modulus.63

The T < Tg part of the “phase diagram” in Figure 6 can be
interpreted as delineating the regime of mechanical stability of
the glass. The T < Tg phase boundaries are nearly straight lines:
γ′ − ΔcpTg ln(Tg/TK) − kBT lnΩ − ε ̃ ≈ 0. Thus, we obtain a
simple expression for the limiting strength of the glass, in the
presence of photoactivation.
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(36)

The initial weakening of glasses by light is shown in Figure 12, at
T = TK. At higher temperatures, the critical value of Γ is lowered

somewhat further. In any event, we observe that glasses can be
substantially weakened at experimentally accessible values of
photoinduced built-in stress, while fragile substances can be
easily brought near mechanical breakdown! After phoinduced
aging, however, the glass will become harder, as we have seen.
C. The Limit of Low Fluence. Percolation of Photo-

activated Regions.We next consider the situation where only
a small fraction of the molecules has become photoactivated so
that isomerization events are well-separated in space and time.
Because regions containing a photoexcited molecule are
atypical, photoisomerization will only speed up the relaxation

in the vicinity of the photoisomerized molecule. In this way, a
photoactivated region can be thought of as a center of
heterogeneous nucleation of structural relaxation. The local
stress effectively picks out those activation paths for
reconfiguration whose highest point can be stabilized by
releasing that photoinduced stress. As a consequence, the local
relaxation barriers for regions containing a chromophore are
simply reduced by the amount εph.

F Fph phε= −‡ ‡
(37)

Also see Figure 13. Thus the whole barrier distribution for
regions with a choromophore is shifted by a constant amount

nearly uniformly toward the low-barrier side. We will not
address here the additional broadening due to the distribution of
photoactivated stress energy εph.
For the very inhomogeneous situation arising in the low

fluence limit, the consequences of facilitated dynamics reflected
in eq 37 are different for the α-and the β-processes, as we discuss
next.
For the compact events that are the main contributors to α-

relaxation, the most strained configuration is the transition state,
in which N‡ beads have already moved. Thus, the mole fraction
xα of the sample that can be relaxed by the photoisomerizing
moieties is given by

x n N a n /4ph
3

ph
3ξ= ≡α

‡
(38)

where nph = Nph/V is the concentration of photoexcited centers.
This relation follows from the observation that the high point of
the activation profile will be affected only if the isomerizing
molecule occurs for a value Nph such that Nph < N‡; see Figure
13. The remaining regions of the glass without isomerized
molecules can only relax thermally. Consequently, the α-
relaxation part of the barrier distribution is modified by
photoactivation according to a mixing relation.

p F x x p F x p F( , ) (1 ) ( ) ( )ph
( ) ( ) ( )

phε= − + +α
α α

α
α

α‡ ‡ ‡

(39)

In this equation, so as to avoid confusion, we emphasize that
p(α)(F‡) stands for the functional form of the barrier distribution
for α-relaxation that one has in the pristine sample. In other
words, the quantity F‡ in eq 39 is the argument of that functional
form; it is not the most probable value of the barrier. The most
probable value of the photoactivated portion of the distribution

Figure 12. Dependence of the liming strength of the glass at T = TK is
plotted against the magnitude of the built-in photoactivated stress
energy for select values of the fragility index. The corresponding values
of TK are indicated in the legend.

Figure 13. Schematic illustrating how the activation barrier is effectively
lowered in the presence of built-in stress. The free energy profile is
lowered through the photoactivated destabilization that occurs at the
location Nph near the transition state.
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simply is shifted down by εph, according to eq 37. Note that, in
this “shifted” part of the distribution, the high-barrier cutoff is
(approximately) determined by the most probable value Fα,mp

‡ of
the pristine barrier distribution. For this reason, we suggest that
one use the original Gaussian distribution derived by Xia and
Wolynes33 for this photoactivated contribution cut off at Fα,mp

‡

and properly normalized.
The barrier distribution in eq 39 depends (exponentially) on

the temperature through the parameters in eq 13 but also
algebraically through the T-dependence of the cooperativity
length and, hence, the reweighting parameter xα. This
dependence on the size of the cooperative region is actually
quite substantial, as we illustrate in Figure 14. We note that the

quantity on the rhs of eq 38 could be, in principle, greater than 1,
because a region of size N‡ may contain more than one
isomerizable moiety, but in that case we should use the results
obtained using the spatially averaging argument described in
Subsection B. We emphasize that, by construction, eq 39 applies
only for small concentrations of photoisomerized moieties.
Equation 39 becomes nonsensical for xα > 1, of course. In any
event, because of the elastic interactions between the photo-
induced local stresses,79,80 photon-activated dynamics will
percolate the sample already at values of xα less than 1, that is,
well-before eq 39 becomes formally invalid. Interestingly, this
percolation is progressively easier to achieve at lower temper-
atures, according to Figure 14.
At low levels of photoactivation, the distributions for the β-

relaxation should also be a reweighted combination of the
pristine and the “photostabilized” barrier distributions

p F x p F x p F( ) (1 ) ( ) ( )ph
( ) ( ) ( )

phε= − + +β
β

β
β

β‡ ‡ ‡
(40)

where the limit xβ → 1 of the mole fraction of photoactivated
material nominally corresponds with stringy excitations
becoming described by the spatially averaging results discussed
earlier. As in the case of the α-relaxation, the photoactivated
contribution to the barrier distribution for β-relaxations is cut
off, on the high barrier side, at the most probable value Fα,mp

‡ of
the pristine barrier distribution.
In contrast with the α-relaxation, below the crossover

temperature the typical free energy profile for string growth is
positively sloped throughout. Thus, the analogue of the critical
size for capturing a photoisomerized unit in a region undergoing

β-relaxation is the full length of the string; a photoactivated unit
will be able to release the strain within a region whose size is
equal to the number of moves Ns comprising the string. Thus,
the reweighting factor should be

x n N aph s
3= ⟨ ⟩β (41)

where ⟨Ns⟩ is the average string length. When xβ is very small,
one may neglect the interactions between distinct strings,
implying the detailed morphology of the string motion does not
affect the estimate in eq 41. Such morphologies could be quite
complicated, reflecting the complex physics in the crossover
region.
We estimate the average length of the string in Appendix C at

the same level of approximation described by Stevenson and
Wolynes.32 The average size turns out to be

N
q f

F F q F F

F F q

1
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s 2 ,mp ,mp ,mp in
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δ
⟨ ⟩ = { − −
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α α α

α

‡ ‡ ‡

‡
(42)

The temperature dependence of ⟨Ns⟩ in the [Tg, Tcr] range is
exemplified for the same set of substances as in Figures 6 and 10.
One notices that the average string length varies with
temperature relatively little and remains modest in magnitude
for fragile substances but can reach up to several tens near the
crossover for strong fluids.
We note that, in contrast with the maximum string length,

which would diverge at the crossover when we neglect string
overlap, the average length remains finite even at the crossover, q
→ 0, owing to the maximum barrier set by the α-relaxation.
Indeed, near the crossover the average string length becomes

N
F F F
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2δ δ
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(43)

This cutoff on the string stems ultimately from the facilitation
effects, which essentially signal the overlap of many stringy
reconfiguration events. The rest of the cumulants of the string-
length distribution are finite, too, consistent with the cutoff by
the facilitation phenomena at the crossover; details on the
distribution of the string length can be found in Appendix C.
Furthermore, the average string length in fact must vanish if the
initiation cost is zero, according to eq 42. The vanishing of the
initiation cost implies the restoring force to beadmovement is so
small in the first place that already a vanishingly short string will
lead to the destruction of the cage that serves to confine an
individual bead.
Equations 40−(42) can be used to compute the β-part of the

relaxation spectrum, which, together with the α-part, should be
used as input into the general formula 25. We expect that, even
for modest levels of photoactivation, that is, for not too small
xα,β, the resulting barrier distribution is still reasonably
quantitatively useful so long as the corresponding reconfiguring
regions have not yet percolated.
We note that the limit where the volumetric fraction xβ of the

β-events goes to 1 does not actually correspond to a percolation
of β-relaxation even in nominal terms. β-processes can be
initiated only at a subset of locations. This fraction is reflected in
the norm of the distribution Ψ being less than 1. Thus, a better
estimate for the percolation threshold is given by the criterion

x 1Ψ ≈β (44)

Figure 14. Temperature dependence of the typical transition-state size
N‡ for the α-relaxations, from eq 9, for select values of the fragility index.
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and not xβ ≈ 1. Considering that Ψ decreases markedly below
the crossover temperature, the multiplicative correction in eq 44
above is significant. In order for the crossover to take place, the
string motions should be also marginally stable, of course31

0phϕ = (45)

where we assume that, because the percolation has taken place, it
is appropriate to use the mean-field value of ϕph from eq 29
relevant for the spatially averaged regime, not the pristine value
from eq 18.
We infer from Figures 14 and 15 that the photoactivated part

of the β-relaxation is largely suppressed, relative to the α-part,

except for very strong substances and near the crossover. For the
same reason, we anticipate that the percolation threshold for the
α-relaxation will usually occur under weaker illumination than
what is needed for the β-relaxations.
We show an example of the photoactivated barrier

distribution following a short intense pulse, in Figure 16, for a
moderately fragile liquid near the crossover temperature. The
value εph = 2kBTg is chosen so that the photoactivated stress-
modified initiation free energy cost for string growth is still
positive. (We remind the reader that εph ≠ ε.̃) The first peak,
proceeding from the left, corresponds to the photoactivated β-
relaxation contribution to the overall barrier distribution. The
photoactivated α-peak has merged with the α-peak for the
pristine peak. On the one hand, near Tcr, the barrier distribution
for all substances looks qualitatively similar to the one shown in
Figure 16, irrespective of the fragility. Near the laboratory Tg, on
the other hand, the β-wing for strong substances is virtually
absent, while for fragile liquids, only the pristine part of this wing
is visible, as should be clear from Figures 14 and 15. We note
that, in principle, the driving force εph can be made greater than
Fin, in which case the photoactivated contribution should be cut
off at F‡ = 0, while the corresponding weight added to the
pristine contribution to p(F‡). Indeed, those regions where the
photostabilized barrier F‡ − εph is formally negative will have
released their built-in stress very quickly, specifically, on the
vibrational time scale τ0.
Photoinduced aging in frozen glasses in the low-fluence limit

thus qualitatively resembles what is predicted using the spatially
averaged formulas. Indeed, those regions that succeed in

structural relaxing will become stabilized. The new structure
locally will be now be representative of the ambient temperature.
Thus, in the course of a relatively prolonged illumination, one
can expect a very rich relaxation spectrum that has up to eight
distinct contributions, which may or may not be seen as separate
peaks. These contributions can be thought of, respectively, as α-
and β-peaks corresponding to the four combinations that can be
formed using two values of the fictive temperature and the two
values of the built-in stress energy.
Finally we note the arguments here suggest that the

dependence of the barrier distribution on N‡ and ⟨Ns⟩ can be
used to quantify the temperature dependences of the
cooperativity size for both relaxation types. Existing measure-
ments and indeed direct observations via scanning micros-
copy16,81−84 provide overwhelming evidence that the size ξ is on
the scale of a few nanometersconsistent with predictions of
the RFOT theory52its detailed temperature dependence has
so far been inferred relatively indirectly using bounds due to
Berthier et al.85 but again in agreement the RFOT theory.6 In the
absence of selectivity in the frequency of relaxation, these
indirect experiments involve a weighted average of the quantities
N* and ⟨Ns⟩. Careful experimental studies of frequency-
dependent relaxation spectra, after photoactivation, should
provide another way to separately determine the two dynamical
correlation lengths.

IV. SUMMARY
We have described how photoinduced isomerization activates
the dynamics of viscous, glassy melts and frozen glasses proper.
Low-viscosity solvents seem rather passive and exert little more
than frictional damping on the isomerizing molecule; the
molecule itself can be imagined as simply stirring the solvent. In
contrast, glassy materials will first respond elastically when
disturbed by a photoexcited molecule. This elastic response is a
consequence of the transient breaking of the translational
symmetry in the liquid as it is cooled below the dynamical
crossover temperature. Both the emergence of the transient
elasticity and the eventual structural relaxation of itso as to
restore the broken symmetrywe see can be quantitatively

Figure 15. Temperature dependence of the typical string length Ns for
the β-relaxations, for select values of the fragility index.

Figure 16. Relaxation spectrum for a glassy melt above the glass
transition temperature following a short, intense pulse of light of
relatively low fluence. The value of the built-in stress energy εph per
molecule, immediately following the pulse, is indicated on the graph.
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described using the random first-order transition theory of
glasses.5,6

The built-in stress resulting from the photoexcitation serves to
increase the driving force for the cooperative motions of the
molecule and its environment on the combined free energy
landscape. This stress energy can be determined calorimetrically
by warming the sample sufficiently. The photoinduced increase
in the driving force can be made so large that the structural
reconfigurations can become completely barrierless, as they
would be in a uniform liquid above the RFOT crossover.
Applying shear further enhances this effect. In the absence of
further irradiation, fluidized regions will quickly equilibrate at
the ambient temperature. This means that, below the laboratory
glass transition temperature, the glass will become more stable,
following temporary fluidization. We estimated the amount of
photoinduced built-in stress energy required to drive a glass to
such a more stable state on a given time scale. A distinct
possibility is that photoactivation can destabilize the amorphous
state so much so as to induce crystallization. This is the
mechanism of glass-to-crystal transformation in phase-change
memory alloys.
Because an isomerizing molecule perturbs its environment

only locally, within the cooperativity volume, photoactivation
acts to enhance the already present heterogeneity even further.
Thus, we have seen that, in addition to speeding up the structural
dynamics overall, photoisomerization also broadens the
relaxation spectrum. In terms of dynamics, this amounts to
making even strong substances behave like their more fragile
counterparts. Likewise, the photoactivation enhances the spatial
aspect of the dynamical heterogeneity, which has particularly
striking consequences below the laboratory glass transition.
Following an intense pulse of light, the sample becomes a mosaic
of regions of very widely distributed stability and relaxation
rates. This spatial heterogeneity is of interest in its own right, as it
provides a new possible test of glass transition theories,
including the temperature dependence of the spatial extent of
the cooperativity of structural relaxations. The heterogeneity in
the stability of the glass can be also used as a practical way to
record information. The present results are qualitatively
consistent with the experimentally observed trends for optical
writing and erasure in amorphous films that contain optically
isomerizable molecules. In particular, the positive correlation
between the stability of recording and the writing exposure
directly follows from the present picture. The present results
suggest that a more accurate treatment of the spatially
heterogeneous dynamics of aging will yield the power-law
kinetics writing/erasure observed in thin films, which is a subject
of ongoing efforts by us.

■ APPENDIX A: DETAILED PARAMETRIZATION OF
THE LIQUID PROPERTIES

For the mismatch penalty coefficient γ, we will adopt the
Lubchenko-Rabochiy approximation that emphasizes elastic
effects:46

Ka k T( )3
B

1/2γ = (A1)

where K is the bulk modulus. Although not affecting the leading
asymptotics T → TK of the temperature dependence of the α-
relaxation barrier from eq 8, the detailed temperature depend-
ence of the bulk modulus does vary sometimes substantially
from substance to substance. This makes it difficult to write
down a simple functional form for the temperature dependence

of the α-relaxation barrier from eq 8 that would be accurate for a
broad range of substances and in a wide temperature interval.
Such an accurate description requires a detailed calculation.46,72

At the same time, such a simple form is useful to illustrate the
present results with the best clarity. As a compromise, here we
adopt a particular parametrization in which the mismatch
coefficient γ is temperature-independent: ∂γ/∂T = 0. More
complicated forms can be undoubtedly written down that yield
better numerics; however, already this simple form reflects the
fact that, for many substances, the bulk modulus decreases with
temperature at a rate comparable to the growth of the linear
function T.51,72 (Note however that, for some strong substances,
the modulus K actually increases mildly with temperature.72)
The relations for the molecular inputs in eqs 32 and (A1),

together with the RFOT predictions from eqs 8 and (11), give
an α-relaxation time τα described by the following simple
functional form.

F

k T
T
c T T T T

ln( / )
4

1
( )0
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B
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p g K
τ τ

γ
= =

Δ −α
α
‡
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Here τ0 is the vibrational time scale of ca. 10 ps, which
corresponds to viscosity values of order 1 cPs. It will be
convenient to express quantities with the units of energy in terms
of the kinetic glass transition temperature Tg. We define this
laboratory glass transition to be at the time scale corresponding
to the Arrhenius exponent at Tg equal to some fixed number Ag.
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k T
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T T

,mp

B
g

g

=α
‡

= (A3)

Again we will adopt the conventional value Ag = 37 for
concreteness. Assuming τ0 = 1 × 10−12 s, this implies a kinetic
glass transition defined on the laboratory time scale equal to
10−12·e37 s ≈ 0.3 h.
At the thermal crossover to collisional transport, the

Arrhenius exponent from eq A2 is predicted31,50,51 to be a
universal number so that τ/τ0 = 103...104.

F

k T
A

T T

,mp

B
cr

cr

=α
‡

= (A4)

For concreteness, we adopt Acr = 7. Again, any of the
temperatures Tg, TK, and Tcr can be used as the energy scale,
Tg being the obvious choice because of its ready accessibility.
Given the constraints expressed in eq A3 and (A4),

respectively, the temperature dependence of the most probable
barrier is fully determined once one knows the apparent
activation energy at the glass transition. This activation energy
distinguishes strong from fragile systems through the so-called
fragility index m = ∂ log10τ/∂(Tg/T). The fragility index then is

m e A
T T

T T
(log )

2

K
10 g

g K

g
=

−
− (A5)

According to the above equation, the smallest possible value of
the fragility coefficient compatible with a positive TK is mmin =
2(log10(e))Ag ≈ 32. Experimental values of m have been
reported to be as low as 20 or so, which would apparently
correspond with a negative TK. This observation poses no
fundamental issues actually, as the temperature TK, at which the
configurational entropy extrapolated to T < Tg vanishes, must be
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generally regarded as a fitting constant. Still, the functional form
(32) is no longer physically acceptable for TK < 0, as it would
imply a negative heat capacity. Thus, we will limit ourselves to
the range m > mmin, the smaller end of the range corresponding
to strong substances, and the higher end to fragile substances.
Once we knowTg andm, no additional parameters are needed

to evaluate the relative width of the equilibrium barrier
distribution in the absence of illumination, from eq 16.

F
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(A6)

Thus, the equilibrium barrier distribution for α-relaxation and
the crossover temperature are uniquely specified by the fragility
alone. To fix the coefficient cγ relating the mismatch coefficients
γ and γ′ from eqs 7 and (18), respectively, one however needs to
separately specify the bulk modulus. Indeed, setting T = Tcr and
ϕ = 0 in eq 29 and using eq A1 yields straightforwardly

c
K
A K4

ln ( )1/2

cr
1/2=

̃
+ Ω

̃γ
i
k
jjjjj

y
{
zzzzz (A7)

where K̃cr ≡ Ka3/kBT|T=Tcr
is the dimensionless bulk modulus, at

T = Tcr. The quantity K̃ is equal to the inverse square of the
Lindemann ratio, up to a numerical factor.44 The Lindemann
ratio42 is the vibrational displacement of a particle relative to the
particle spacing and is expected to be nearly universal near the
crossover.50 This circumstance then allows one to express K̃cr as
a fixed number times a quantity that is determined by the
Poisson ratio σ.51

K B
(1 )(5 6 )
3(1 2 )(1 )cr

σ σ
σ σ

̃ = + −
− − (A8)

The numerical constant B in front of the fraction reflects the
precise value of the Lindemann ratio at the temperature in
question. In this paper we set B = 10 in order to satisfactorily fit
the values of the configurational entropy and the relaxation
barrier over the entire temperature range while neglecting the
temperature dependence of the mismatch coefficient γ. Thus,
aside from the overall energy scale (and for a T-independent γ),
the dynamic properties of equilibrated glassy liquids can be
specified by two dimensionless quantities, specifically, the
fragility D and the Poisson ratio σ. The latter varies much less
than the former, from substance to substance; here, we set the
Poisson ratio at a generic value σ = 0.25, for the sake of
concreteness. This leads to K̃cr ≈ 39. The quantity ln Ω is
numerically close to 2,31 implying cγ = 0.54. This is not too
different from the value cγ = 0.49 adopted in ref 45 for hard
spheres.

■ APPENDIX B: TEMPORAL EVOLUTION OF THE
TYPICAL RELAXATION TIME DURING
AGING/REJUVENATION

Relaxations during aging/rejuvenation are overwhelmingly
irreversible. One may thus write a diffusion equation for the
time-dependent, photoactivated component of the barrier
distribution p(F‡), where the diffusivity is scaled by the

Arrhenius factor e−F
‡kBT. The high barrier edge Fmax

‡ of the
distribution moves to the right with the rate scaling as the

corresponding Arrhenius factor itself: F max
‡ ∝ e−Fmax

‡ /kBT. This
immediately yields Fmax

‡ ∝ ln t, which, then, provides an upper

bound on the most probable relaxation time τmp. Thus, the

typical relaxation time τmp = τ0 e
Fmp
‡ /kBT∝ t, up to a correction that

depends on the detailed form of the (time-dependent) barrier
distribution. The notion of the photoactivated part of the
spectrum moving toward the high barrier side nominally
corresponds with a microscopic setup, where the built-in stress
is released in many small steps. In this case, the driving force
becomes progressively smaller with each step, while the
appropriate photoactivated spectrum gradually “drifts” toward
the high-barrier side.

■ APPENDIX C: BARRIER AND STRING-LENGTH
DISTRIBUTION FOR β-RELAXATION

To determine the distributions of the barrier and the string
length for the noncompact, β-subset of structural reconfigura-
tions, we follow Stevenson and Wolynes32 (SW). These authors
picture string growth as a spatially contiguous set of bead moves.
With eq 18, an individual move has an average driving force of
−∂F(N)/∂N = −ϕ, but this quantity fluctuates with root-mean-
square deviation (rmsd) given by the quantity δf from eq 15. SW
thus put forth a diffusion equation for the distribution of the
overall energy cost x of making a string of length t

t x
f

x2

2 2

2ϕ
δ∂

∂
+ ∂

∂
= ∂

∂ (C1)

subject to the boundary conditions

x x F( 0) ( ) 0= = = =‡ (C2)

and the initial condition

t x F( 0) ( )inδ= = − (C3)

since the string growth is subject to an initiation cost Fin; δ(x) is
the usual Dirac delta function. The quantity δf 2/2 plays the role
of the diffusivity. An activation barrier must be non-negative. By
construction, the energy costs are constrained to not exceed a
certain value F‡, giving rise to the boundary conditions (C2).
Thus, F( )‡ is a cumulative distribution including the
contributions of all trajectories that never grow larger than the
given value F‡. The number of such excitation paths for all
strings of length t that actually result in a relaxation is
determined by the total “flux” through the origin, x = 0.

F t
f

x
( , )

2 x

2

0

δ
Ψ = ∂

∂
‡

= (C4)

When summed over all possible values of the string length t, the
above expression gives the full cumulative distribution of the
barrier

F dt F t( ) ( , )
N

0

max∫Ψ = Ψ‡ ‡
(C5)

while the corresponding probability density is simply

p F
F
F

( )
( )( ) = ∂Ψ

∂
β ‡

‡

‡ (C6)

Since the maximum activation barrier is bounded from above
by Fmp

‡ , owing to facilitation effects, the norm of this distribution,
denoted in the main text by the letter Ψ, eq 23, is given by Ψ =
Ψ(Fmp

‡ ). It is understood that Fin < F‡ < Fmp
‡ .

For the Laplace transform s( )̃ = ted st
0

∫ ∞ − t( ), eq C1 yields
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The “drift” term x/∂ ̃ ∂ can be dealt with by introducing a new

function e x f/ 2̃ ≡ ̃
ϕ

ϕ δ− . This yields

f
x

s
f

x F e
2 2

( ) F f
2 2

2

2

2 in
/in

2δ ϕ
δ

δ
∂ ̃

∂
− + ̃ = − −ϕ

ϕ
ϕ δ−i

k
jjjjj

y
{
zzzzz (C8)

Note the functions ̃ and ϕ̃ are also subject to the boundary
conditions (C2), which, then, allows one to expand the function

ϕ̃ in terms of the sine functions sin(πnx/F‡), n = 1, 2, ..., ∞.
After following through with a straightforward calculation, one
may present ̃ as an infinite series.
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With the help of eq C4 and formula (1.445.1) of Gradshtein and
Ryzhik,86 one then obtains a very manageable expression for the
Laplace image Ψ̃(F‡, s) = ∫ 0

∞d te−st Ψ(F‡, t).
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The expression for the original Ψ(F‡, t) is not nearly as simple,
however. To invert the Laplace transform in the expression
above we first note that, while the numerator and denominator
each have a branch cut along the (−∞, −ϕ2/2δf 2] ray on the
real axis, the fraction itself does not. Still, employing an
integration contour that would be appropriate for the latter
branch cut, see, for instance, ref 87, one can show that the
Laplace original can be presented as a sum over the residues of
the rhs of eq C10. The residues are exclusively located on the
aforementioned ray. Either of the two Riemann sheets of the
square root can be used as long as one is being consistent with
using the same sheet for both the numerator and denominator.
This yields the following series expansion.
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We note this expression can be expressed as a derivative of the
Jacobi theta function θ4. One may check that the above
distribution is normalizablethe norm itself equal to F( , 0)̃ ‡ ,
of coursewhile noting that all of its moments ⟨tn⟩ are finite. In
fact, the higher the moment, the better the respective sum
converges. In practice, it is easier to compute the moments and
the corresponding cumulants by evaluating, respectively, the
derivatives of the Laplace transform from eq C10 and its
logarithm at s = 0.
The above statement on the finiteness of the moments and

cumulants of the distribution Ψ(F‡, t) is valid even at the
crossover, where ϕ = 0, and the maximum possible string length
thus diverges. We note that, at ϕ = 0, the cumulants happen to

have a particularly simple form. For the cumulant of order n, Kn,
one has
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where the numerical coefficients cn can be found by Taylor-
expanding ln Ψ̃(F‡, s)ϕ=0 around s = 0. For instance, c1 = 1/3, c2 =
16/945, c3 = 16/945, c4 = 16/1575, c5 = 256/31185. Thus, we
see that the string-length distribution is quite compact, which is
already clear from the series in eq C11, whose leading
asymptotics in the string length t are similar to the 1/kBT →
∞ asymptotics of the partition function for a particle in the box.
We observe that, already in the absence of the force ϕ, which
confines string growth, there is an intrinsic upper bound for the
string length determined by the length scale (F‡/δf)2. The latter
length essentially determines the “time” it takes to “diffuse” from
one edge of the box to the other. The quantity (F‡/δf)2 can be as
large as a hundred or so for very strong substances but, usually, is
substantially smaller, as we discuss in the main text.
Away from the crossover, whereϕ > 0, the string length will be

determined by the smallest of the following three length scales:
(1) the cutoff length Nmax = Fmp

‡ /ϕ (see eqs 22 and (C5)), (2)
the drift length scale (δf/ϕ)2 (see the exponential in front of the
sum in eq C11), and (3) the “intrinsic” length scale from eqC13.
Sufficiently far away from the crossover, the latter intrinsic
length is well-approximated by 2c1F

‡Fin/δf
2, which is less than

the absolute upper bound (F‡/δf)2.
In view of the complicated functional form of the string-length

distribution in eq C11, it is practical to replace the hard cutoff in
eq C5 by a softer, exponential cutoff, which, note, preserves the
normalization.

F te F t( ) d ( , )t N
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/ max∫Ψ ≈ Ψ‡
∞

− ‡
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This approximation was employed by Stevenson andWolynes.32

With their approximation, the cumulative distribution of the
barrier heights is simply equal to

F F N( ) ( , 1/ )s,maxΨ ≈ Ψ̃‡ ‡
(C16)

where Ψ̃ is the Laplace transform from eq C10. Now,
differentiating the above quantity with respect to F‡ yields the
probability density for the β-relaxation barriers given as eq 20 of
main text. Setting the argument of the cumulative distribution
(C16) to its maximum possible value, F‡ = Fmp

‡ , produces the
norm of the barrier distribution Ψ, eq 23 of the main text. The
expressions for the distributions obtained here, specifically from
eqs 20 and (23), differ somewhat from those obtained by
Stevenson andWolynes, the latter also containing an extra factor

e−Finϕ/δf
2

.
Furthermore, we note that the integrand in eq C15 now

becomes the effective distribution for the string length t, if one
sets F‡ = Fmp

‡ in that equation, while the nominal maximum
length is infinite. Accordingly, the Laplace transform Ψ̃(Fmp

‡ , s),
with Ψ̃(F‡, s) from eq C10, can be regarded as the moment-
generating function of this string-length distribution. This is
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analogous to the way the partition function is the generating
function for the energy distribution. Likewise the quantity ln
Ψ̃(Fmp

‡ , s) is the cumulant-generating function of the string-
length distribution. Because the latter distribution is not
normalized to unity, the expectation value for the string length
is most conveniently found by computing the first cumulant.
Thus, we compute the latter expectation value ⟨t⟩ ≡ ⟨Ns⟩ by
differentiating ln Ψ̃(Fmp

‡ , s) with respect to (−s) and then setting
s = 1/Ns,max =ϕ/Fmp

‡ . The result is given as eq 42 of themain text.
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