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Abstract: Whether chemical bonding can regulate excited-state and 
optoelectronic properties of molecular donor-acceptor dyads has 
been largely elusive. In this work we employ time-dependent density 
functional theory (TDDFT) and TDDFT-based nonadiabatic dynamics 
method to explore excited-state properties of covalently bonded zinc 
phthalocyanine (ZnPc)-fullerene (C60) dyads with 6-6 [or 5-6] bonding 
configuration in which ZnPc is bonded to two carbon atoms shared by 
the two hexagonal rings [or a pentagonal and a hexagonal ring] in C60. 
In both cases, the locally excited (LE) states on ZnPc are 
spectroscopically bright. However, their different chemical bondings 
differentiate the electronic interactions between ZnPc and C60. In the 
5-6 bonding configuration the LE states on ZnPc are much higher in 
energy than the LE states on C60. Thus, the excitation energy transfer 
from ZnPc to C60 is thermodynamically favorable. On the other hand, 
in the 6-6 bonding configuration such a process is inhibited because 
the LE states on ZnPc are the lowest ones. More detailed 
mechanisms are elucidated from nonadiabatic dynamics simulations. 
In the 6-6 bonding configuration, no excitation energy transfer has 
been observed. In contrast, in the 5-6 bonding configuration, several 
LE and charge-transfer (CT) excitons have been identified to 
participate in the energy transfer process. Further analysis reveals 
that the photoinduced energy transfer is mediated by a CT exciton, 
such that electron and hole transfer processes take place in a 
concerted but asynchronous manner during the excitation energy 
transfer. It is found that high-level electronic structure methods 
including exciton effects are indispensable to accurately describe 
photoinduced energy and electron transfer processes. Furthermore, 
the present work opens up new avenues for regulating excited-state 
properties by means of chemical bonding. This has significant 
implications for the rational design of excellent heterojunction 
interfaces for a variety of optoelectronic devices with superior 
performances. 

Introduction 

Photoinduced electron and energy transfer processes are 
ubiquitous in natural photosynthesis, for example plant and 
bacterial photosynthetic systems, in which primary photochemical 
events involve capturing and funneling sunlight by a group of well-
organized chromophores called "anatenna complexes" and 
promoting electron transfer using the funneled light into the 

reaction center via a cascade of electron and energy transfer 
processes.1-3 The high efficiency of natural photosynthetic 
systems to convert sunlight into chemical energy has inspired 
basic research in artificial photosynthesis. Over the past few 
decades, a large number of light-harvesting donor-acceptor 
dyads, following the “design” by nature, have been synthesized 
as artificial photosynthetic antenna and reaction-center model 
compounds to mimic the early photoevents of natural 
photosynthesis. These donor-acceptor dyads have been found 
useful in light-electricity conversion, light-fuel production, and 
construction of optoelectronic devices.4-8 Obviously these 
applications are closely related to the photoinduced electron and 
energy transfer processes between the donor and the acceptor 
moieties in the dyads. As a consequence, understanding such 
photoinduced processes is of great importance to both 
fundamental research and practical applications. This has led to 
numerous experimental and computational studies on exploring 
excited-state properties and photoinduced electron and energy 
transfer dynamics in various molecular donor-acceptor dyads.9-16 

Molecular complexes of zinc phthalocyanine (ZnPc) and C60 
(C60) are among the most studied donor-acceptor dyads, in 
particular those formed through noncovalent van der Waals 
interactions.17-26 In these ZnPc-C60 complexes, ZnPc always 
serves as a donor while C60 serves as an acceptor. Upon 
photoirradiation, an exciton is first populated within ZnPc.  It is 
followed by exciton dissociation and charge separation at the 
interface, which eventually produces a charge-separated state. 
Interestingly, previous experiments found that the interfacial 
excited-state properties and photoinduced exciton and charge-
separation dynamics are heavily influenced by the interfacial 
orientation of ZnPc and C60. For example, the face-on orientation 
increases the photocurrent signal by about 50% and improves 
power conversion substantially from 1.5% to 2.8% in comparison 
with the edge-on orientation, which is inferred from the improved 
interfacial charge transfer dynamics.27 

In addition, there is another type of ZnPc-C60 molecular 
dyads in which both ZnPc and C60 are linked through strong 
covalent bonds.28-32 These complexes are better viewed as 
intramolecular donor-acceptor systems. Several experimental 
groups have made significant contributions to synthesizing them 
and studying their physiochemical and excited-state properties, 
for example Guldi and D'Souza groups to name just a few.33-41 
Experiments have found that the chemical nature of covalent 
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linkers in such ZnPc-C60 molecular systems can change the 
electronic interaction between ZnPc and C60 and affect their 
excited-state properties. Nevertheless, the relevant microscopic 
mechanisms are still far from being fully understood. 

On the computational side, some excellent works have been 
reported in recent years for exploring interfacial electronic 
structures and charge transfer dynamics of the ZnPc-C60 
molecular complexes. However, most of them focused on the 
noncovalently-bonded molecular complexes formed via van der 
Waals interactions.42-46 Theoretical studies on covalently-bonded 
ZnPc-C60 molecular systems have been rare. Recently, Santos 
and Wang carried out Ehrenfest dynamics simulations to explore 
photoinduced electron and hole transfer dynamics between ZnPc 
and C60 in two different covalently bonded ZnPc-C60 systems. 47 
Their results reveal that the organic linkers connecting ZnPc and 
C60 have remarkable influence on the photoinduced charge 
injection processes.47 However, the mean-field dynamics 
approach ignores exciton effects that can affect the efficiency of 
charge separation into free electrons and holes at interfaces. 
Moreover, molecular-orbital (MO)-based mean-field methods are 
not suitable for simulating excitation energy transfer due to the 
lack of electron-hole interactions. Thus, it is unclear whether 
excitation energy transfer is involved in the above ZnPc-C60 
dyads. Finally, the MO-based mean-field approximation may not 
correctly capture the role of charge-transfer excitons in excited-
state electron and energy transfer, so that whether charge 
transfer excitons are involved is entirely elusive in such kind of 
mean-field simulations. 

Most importantly, previous studies only explored one 
covalent bonding configuration between C60 and ZnPc. 
According to our study, however, there are two different 
configurations (see Fig. 1). In the first configuration, the two 
oxygen atoms of ZnPc are bonded to the two carbon atoms 
shared by two hexagonal rings of C60 (termed “6-6” bonding 
configuration in this paper). In the second configuration, the two 
oxygen atoms are bonded to the two carbon atoms shared by a 
pentagonal and a hexagonal ring of C60 (termed “5-6” bonding 
configuration in this paper). Until now, it is unclear whether: (1) 
these two different bonding configurations have similar effects on 
the excited-state property and photoinduced energy and electron 
transfer dynamics; (2) chemical bonding can open up a new 
avenue for controlling the excited-state properties of molecular 
donor-acceptor dyads. The insights gained from studying these 
two questions will undoubtedly enhance our understanding on 
how to improve excited-state energy and electron transfer 
efficiencies, which will help the rational design of molecular donor-
acceptor dyads and heterojunction interfaces to achieve superior 
properties of various optoelectronic devices such as solar cells. 

Motivated by the above questions, we have carried out the 
first TDDFT-based nonadiabatic dynamics study to explore the 
excited-state properties and excitation energy transfer dynamics 
of the two covalently bonded ZnPc-C60 molecular systems, in 
which ZnPc is bonded to C60 via either the 5-6 and or the 6-6 
bonding configuration as shown in Fig. 1. It should be stressed 
that the exciton effects are naturally and accurately described by 
employing the linear-response TDDFT method.48,49 Based on our 
simulation results, it is found that these two bonding 
configurations can induce qualitatively different excited-state 
properties and lead to two distinct excited-state relaxation 
dynamics. Specifically, the ZnPc-C60 complex with the 5-6 
bonding configuration has very efficient ultrafast excited-state 

energy transfer mediated by the charge transfer excitons, 
whereas the complex with the 6-6 bonding configuration does not 
exhibit excitation energy transfer at all within the 500 fs simulation 
time. These new findings clearly demonstrate that chemical 
bonding can regulate excited-state properties and relaxation 
dynamics of ZnPc-C60 and may help design novel dyads and 

optoelectronic devices with superior interfacial properties.、 

Simulation Details 

Geometries of the ZnPc-C60 heterojunctions with 5-6 and 6-
6 bonding configurations were optimized using the B3LYP+D3 
method.50-53 For the heavy Zn atoms the inner core electrons were 
treated with pseudopotentials and the outer valence electrons 
were described with the LANL2DZ basis sets. The C, H, O, and N 
atoms were described with the cc-pVDZ basis sets.54,55 Excitation 
energies were computed by the TD-CAM-B3LYP method that had 
been shown to be accurate for the charge transfer excited states.5-

6 In order to explore the interaction between ZnPc and C60 we 
have conducted energy decomposition analysis using the 
combined extended transition state and natural orbitals for 
chemical valence approach.57,58 In its framework, the total 
interaction energy 𝐸𝐸𝑡𝑡𝑡𝑡𝑡𝑡 is decomposed into four terms 

𝐸𝐸𝑡𝑡𝑡𝑡𝑡𝑡 = 𝐸𝐸𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃 + 𝐸𝐸𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒 + 𝐸𝐸𝑜𝑜𝑜𝑜𝑜𝑜 + 𝐸𝐸𝑑𝑑𝑑𝑑𝑑𝑑 
where 𝐸𝐸𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃  refers to the exchange repulsion energy between 
different fragments due to Pauli's principle; 𝐸𝐸𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒  denotes the 
quasiclassical electrostatic interaction energy between the 
fragmental charge densities; 𝐸𝐸𝑜𝑜𝑜𝑜𝑜𝑜  describes the energy gain due 
to the orbital mixing of fragments; and 𝐸𝐸𝑑𝑑𝑑𝑑𝑑𝑑  corresponds to the 
dispersion correction energy. Energy decomposition calculations 
were performed at the B3LYP+D3/TZP level of theory.59 

In our nonadiabatic dynamics simulations, potential energies, 
time derivative nonadiabatic couplings, etc. were calculated at the 
TD-CAM-B3LYP level of theory. The time derivative nonadiabatic 
couplings between two involved electronic states were 
numerically computed using our recently implemented 
algorithm.60,61 Empirical quantum decoherence correction of 
Granucci et al. was added in the dynamics simulations.62 
Moreover, nonadiabatic dynamics simulations were performed 
under the classical path approximation, which was demonstrated 
to be reasonably accurate for excited-state relaxations without 

Figure 1. Schematic heterojunction structures of ZnPc and C60 with different 
(left) 5-6 and (right) 6-6 bonding configurations. In the 5-6 bonding 
configuration, the two oxygen atoms of ZnPc are bonded to two carbon atoms 
shared by both pentagonal and hexagonal rings; while, in the 6-6 bonding, they 
are bonded to two carbon atoms shared by two hexagonal rings. Different 
elements are shown in color. 
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involving large conformational change and chemical bond forming 
or breaking.63-65 Two ZnPc-C60 systems were first heated to three 
hundred Kelvin and equilibrated for one picosecond using 
molecular dynamics simulations. A time step of one femtosecond 
was used for nuclear propagation and a Nosé-Hoover chain 
thermostat technique (chain length: 5) was used to control the 
temperature to around three hundred Kelvin in a Born-
Oppenheimer-based ground-state canonical molecular dynamics 
simulation.6-6,67 Then, a micro-canonical dynamics simulation of 
two picoseconds was performed from which five hundred initial 
conditions were randomly generated. Finally, starting from each 
initial condition, eight hundred trajectories were propagated for 
five hundred femtoseconds. In order to satisfy the detailed 
balance condition under the classical path approximation, 
electronic hop rejection and velocity rescaling were replaced by 
scaling transition probabilities pkj(t) with a Boltzmann factor of 
bkj = exp �−

Ej−Ek
kBT

�, which had been demonstrated to work well in 
many nonadiabatic dynamics simulations of materials.68-70 

All DFT and TDDFT calculations with the CAM-B3LYP 
functional were carried out using GAUSSIAN09.71 Energy 
decomposition calculations were performed with ADF2016.72,73 
Ground-state molecular dynamics simulations were conducted 
with the PBE method74 as well the DZVP-MOLOPT-SR-GTH 
basis sets and Goedecker-Teter-Hutter pseudopotentials.75-78 
These molecular dynamics simulations were carried out using the 
QUICKSTEP module implemented in CP2K.79,80 All nonadiabatic 
dynamics simulations were conducted using our own GTSH 
package.81 Electronic transition density analyses on TDDFT 
results were calculated using MULTIWFN3.6.82 

Results and Discussion 

The molecular complexes of C60 and ZnPc covalently 
bonded via 5-6 and 6-6 configurations were optimized at the 
B3LYP+D3 level of theory, as shown in Fig. 1. It is clear that the 
two oxygen atoms of ZnPc are covalently bonded to C60 in both 
complexes. Overall, these two structures look similar except for 
the bonding position of the two carbon atoms in C60. In order to 
describe their interactions in a more quantitative way, we have 
performed energy decomposition analysis based on natural 
orbitals from the chemical valence method with respect to both 
the ZnPc and C60 fragments. It is obvious from Table 1 that the 
interaction is much stronger in the 6-6 configuration than that in 
the 5-6 configuration, specifically, 196.8 kcal/mol vs. 159.3 
kcal/mol at the B3LYP+D3 level of theory. Thus, the 6-6 
configuration is more stable in gas phase. Nevertheless, the 5-6 
configuration is still possible under certain conditions, e.g. in 
crystals. Further analysis on the four types of interactions related 
to the energy decomposition analysis reveals that the difference 
between the 5-6 and 6-6 configurations mainly arises from the 
orbital mixing interaction (-488.9 vs. -512.9 kcal/mol) and the 
dispersion interaction (-83.6 vs. -102.48 kcal/mol). The other two 
types of interactions, i.e. Pauli and electrostatic interactions are 
comparable for the two configurations (see Table 1). Since the 6-
6 configuration has much stronger orbital and dispersion 
interactions than its 5-6 counterpart, it is understandable why the 
6-6 configuration is more stable. 

To further explore the excited-state properties of the two 
complexes, we carried out TD-DFT calculations using a widely 
used range-separated exchange-correlation functional, i.e. CAM-
B3LYP, which had been shown to work well for charge-transfer 
excited states.83 The simulated absorption spectra of the two 

configurations are shown in Fig. S1, in which nearly same profiles 
with a peak at around 630 nm were observed. Moreover, in both 
cases electronic absorptions are exclusively originated from the 
locally excited (LE) states within ZnPc because of their large 
oscillator strengths. Neither the LE states within C60 nor the 
charge transfer (CT) excited states between ZnPc and C60 
contributed significantly (very small oscillator strengths). More 
interestingly, the relative positions of the corresponding LE and 
CT excited states are different between the 5-6 and 6-6 
configurations, as shown in Fig. 2. For the former configuration, 
the LE states within ZnPc are much higher in energy (S3 and S4) 
than the CT state between C60 and ZnPc and the LE state within 
C60 (S2 and S1). Therefore, the nonadiabatic transitions from the 
LE states of ZnPc to the LE state of C60, via their CT state, are 
thermodynamically favorable and may occur efficiently. In these 
processes one may expect that the LE state of C60 will eventually 
be populated and the CT state between ZnPc and C60 serves as 
an intermediate. In contrast, the LE states within ZnPc are the 
lowest ones for the 6-6 configuration. Thus, once they are 
populated in the Franck-Condon region, the up-conversion 
processes to the higher LE state of C60 and the relevant CT 
states are difficult. As a consequence, the molecular donor-
acceptor complexes of ZnPc and C60 with different covalent 
bonding configurations exhibit distinctly different excited-state 

properties.  
The above different excited-state properties between the 5-6 

and 6-6 configurations will undoubtedly induce different excited-
state dynamics and thus different energy transfer and charge 
separation. In order to obtain quantitative information about these 

Configuration total Pauli Electro. Orb. Dis. 

5-6 -159.3 741.5 -328.2 -488.9 -83.6 

6-6 -196.8 747.3 -328.7 -512.9 -102.8 

Figure 2. Electronic transition density of the lowest five electronically excited 
singlet states in the 5-6 bonding (up) and 6-6 bonding (bottom) configurations 
(charge accumulation in red and charge deletion in blue). Also shown are 
excitation energies (in kcal/mol) 

Table 1. B3LYP+D3 Calculated Energy-Decomposition Analysis based on 
Natural Orbitals for Chemical Valence Method (in kcal/mol). 
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dynamical processes, we have performed TD-CAM-B3LYP 
nonadiabatic dynamics simulations using Tully's surface-hopping 
method84 to study the excited-state relaxation dynamics of the 
ZnPc-C60 complexes in the 5-6 and 6-6 configurations.   

In our simulation the initial states were the bright LE states 
within ZnPc. The overall time-dependent electronic wavefunction 
was linearly expanded from the adiabatic wavefunctions of the 
excited states of interest, Ψ(t) = ΣnCn(t)Ψn , where Cn(t) is the 
time-dependent coefficient for the nth electronic state.81,85 In the 
linear response TDDFT theory,86 Ψn can be approximated as a 
linear combination of the singly excited Slater determinants ψi

a 
with coefficients wia 

Ψ𝑛𝑛 = � � wiaψi
a

𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢

𝑎𝑎

𝑜𝑜𝑜𝑜𝑜𝑜

𝑖𝑖

 
 
in which MO indices i and a run over the occupied and the 
unoccupied orbitals, respectively.  Such a Slater determinant ψi

a 
can be viewed as an exciton with a hole in the ath unoccupied MO 
and an electron in the ith occupied MO. After some linear 
transformations, these MO-based excitons ψi

a can be converted 
to more intuitive, fragment-based LE and CT excitons, 
e.g.|C60ZnPC∗ >,|C60∗ ZnPC >, |C60+ ZnPC− >, and |C60− ZnPC+ > for 
our presently studied ZnPc-C60 complexes (see the supporting 

information for details). 
      Fig. 3 illustrates the time-dependent populations of the 
participating electronically excited states Sn (n=1-5) from the 
nonadiabatic dynamics simulation of the ZnPc-C60 complex in 
the 5-6 bonding configuration. From TDDFT calculations, it is 
clear that only the LE states within ZnPc have large oscillator 
strengths and will be populated upon photoirradiation. However, 
the LE states of ZnPc are very close to that of C60 in energy, for 
example, 45.4 and 46.0 kcal/mol vs. 47.5 kcal/mol at the Franck-
Condon point in Fig. 2. Due to this energy proximity, the initial LE 
state of ZnPc could be the S3, S4, or S5 state (adiabatic electronic 
states in ascending energy). In Fig. 3, their populations are 
combined together (see Fig. S2 for the separated populations). 
Within 500 fs simulation time, these S3, S4, and S5 populations 
decrease monotonically to less than 0.1 and the S1 population 
increases to more than 0.7 accordingly. By contrast, the S2 
population first increases to a maximum of ca. 0.4 at about 100 fs 
and then slowly decreases to 0.2 at the end of 500 fs simulation. 

The above time-dependent populations of the adiabatic 
electronic states provide useful information for understanding the 
excited-state relaxation dynamics of the molecular ZnPc-C60 

complex. Yet the roles of the LE and CT excitons are still not 
uncovered. Such knowledge is important for studying 
photoinduced intramolecular energy and charge transfer 
dynamics among different fragments (e.g. donors and acceptors) 
and can be easily extracted in terms of our developed fragment-
based exciton analysis method. Fig. 4 shows the time-dependent 
weights of |C60ZnPC∗ > , |C60∗ ZnPC > ,   |C60+ ZnPC− > , and 
|C60− ZnPC+ > excitons from the nonadiabatic dynamics simulation 
of the ZnPc-C60 complex in the 5-6 bonding configuration. The 
initial photoexcitation primarily populates the ZnPc LE exciton 
|C60ZnPC∗ > (> 90%) with a very small population on the C60 LE 
exciton |C60∗ ZnPC >  and nearly no for the |C60+ ZnPC− >  and 
|C60− ZnPC+ >  excitons. This agrees with the static electronic 
structure calculations where the ZnPc LE states have much larger 
oscillator strengths than the others (panel a in Fig. S1). Once the 
initial excited states are populated in the Franck-Condon region, 
the excited-state relaxation proceeds involving three types of 
excitons, |C60ZnPC∗ >,  |C60∗ ZnPC >, and |C60− ZnPC+ >. In the first 
100 fs, the |C60ZnPC∗ > population quickly decreases from 0.9 to 
0.4 accompanied by some coherent oscillations. Afterwards, it 
decreases monotonically to < 0.1 until the end of 500 fs simulation. 
Differently, in the first 20 fs the |C60∗ ZnPC > population has a sharp 
increase to 0.4 but decreases to 0.2 in the following 80 fs. Finally, 
it gradually grows up to 0.7 at the end of 500 fs simulation. The 
|C60− ZnPC+ >  population exhibits two different stages. It first 
sharply increases to 0.4 at 100 fs, and then decreases to 0.2 in 
the remaining 400 fs simulation time. As expected, the 
|C60+ ZnPC− > exciton is not involved in the excited-state relaxation 
dynamics.   

We now analyze dynamics in more detail, in particular the 
turning points observed from the time-dependent populations of 
C60∗ ZnPC > and |C60− ZnPC+ >. During the first 20 fs, the population 
of  |C60∗ ZnPC > has a sharp increase to 0.4, consistent with the 
decrease in the population of |C60ZnPC∗ > at the same time. This 
primarily stems from the fact that the LE states of C60 are 
energetically lower than the LE states of ZnPc in some regions. 
Nonadiabatic transitions from the LE states of ZnPc to that of C60 
take place on an ultrafast timescale (ca. 20 fs) because the three 
LE states are very close to each other (e.g. 45.4, 46.0, and 47.5 
kcal/mol in Fig. 2). Subsequently, both the C60 LE exciton 
|C60∗ ZnPC > and the ZnPc LE exciton |C60ZnPC∗ > will further hop 
to the lower CT exciton |C60− ZnPC+ >  (see Fig. 2). Therefore, one 
can see a clear increase in the |C60− ZnPC+ > population reaching 

Figure 4. Time-dependent weights of (a-d) different excitons. (a) local exciton 
within ZnPc; (b) local exciton within C60; (c) charge-transfer exciton from ZnPc 
to C60; (d) charge-transfer exciton from C60 to ZnPc. See supporting information 
for simulation details and algorithms for these analyses 

Figure 3. Time-dependent populations of involved electronically excited states 
Sn (n=1-5). See texts for discussions. 
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a maximum of 0.4 at 100 fs. However, because the S1 state is an 
LE state of C60, |C60− ZnPC+ >  will eventually be converted to 
|C60∗ ZnPC >. Thus, at the end of the 500 fs simulation time, the 
|C60∗ ZnPC > population increases to 0.7 whereas the |C60− ZnPC+ >  
population reduces to 0.2. 

In addition, one can see that the internal conversion 
processes among the LE states of ZnPc and C60, i.e. S3, S4, and 
S5, are very efficient and completed within 20 fs. In comparison, 
those involving the CT state, e.g. from S3 to S2 and from S2 to S1, 
are relatively slow. For example, it takes about 400 fs to reduce 
the |C60− ZnPC+ >  population from 0.4 to 0.2 as shown in panel c 
of Fig. 4. To rationalize these dynamical differences, in-depth 
analysis is carried out in terms of the equations of motion of Tully's 
fewest-switches surface-hopping method, in which energy gaps 
and nonadiabatic couplings of involved electronic states are in 
charge of nonadiabatic hoppings. Fig. 5 shows the corresponding 
distributions of the energy gaps of E2-E1, E3-E2, and Ei+1-Ei (i=3-
5). It is clear that the energy gaps are small among the S3, S4, and 
S5 states. Specifically, the averaged energy gap is smaller than 
2.0 kcal/mol and nearly all energy gaps are smaller than 5 
kcal/mol. 

Moreover, nonadiabatic couplings among these three 
electronic states i.e. S3, S4, and S5 are also very large, as shown 
in Fig. 6 (see diagonal elements). These large values are 
reasonable because there is an inverse relation between the 
energy gaps and nonadiabatic couplings 

dij =
�Ψi �

∂H
∂R�Ψj�

Ej − Ei
 

in which Ψi and Ψj are the two involved electronic wavefunctions, 
and Ei and Ej are related energies. Since the S3, S4, and S5 
electronic states have very small energy gaps, one can expect the 
large nonadiabatic couplings in the bottom panel of Fig. 5. 
Therefore, large nonadiabatic couplings make the internal 
conversion processes among S3, S4, and S5 ultrafast and 
complete within 20 fs. By contrast, there are relatively large 
energy gaps among S3, S2, and S1 in the top panel of Fig. 5. 
Averaged energy gaps are more than 5.0 kcal/mol. In addition, 
one can see wide distributions for these energy gaps. These large 
energy gaps result in relatively small nonadiabatic couplings 
compared with those related to S3, S4, and S5 (see Fig. 6), which 
lead to comparably slower excited-state relaxation dynamics 
among S3, S2, and S1 (see Figs. 3 and 4). 

With further linear transformations on the time-dependent 
fragment-based exciton analysis, one can obtain the underlying 
dynamical information of the photoinduced electron and hole 
transfers among the donor and acceptor. This could provide 
useful information to help design better molecular donor-acceptor 
systems. Fig. 7 shows the time-dependent electron and hole 
occupations located on ZnPc and C60. It is found that more than 
90% electron and hole occupations are initially located on the 
same ZnPc fragment, which means that photoirradiation 
produces LE excitons within ZnPc (see panels a and c). This is 
consistent with the above time-dependent exciton analysis in Fig. 
4. In the first 20 fs, one can see a sharp increase (decrease) in 
the electron and hole occupations on C60 (ZnPc), which 
corresponds to the LE exciton transfer from ZnPc to C60 
observed at the same time in Fig. 4. Afterwards, electrons 
continue to travel from ZnPc to C60 with some coherent 
fluctuations in the first 100 fs, as shown in panels a and b of Fig. 
7. Unlike electron transfer, the hole transfer exhibits a complicated 
behavior after the first 20 fs (see panels c and d). During the next 
80 fs, the hole occupation on ZnPc [C60] increases [decreases] 
from 0.6 to 0.8 [0.4 to 0.2]. This is related to the internal 
conversion processes from the LE states of ZnPc and C60 to the 
CT state, which is also observed from the time-dependent 
populations of the relevant excitons in Fig. 4. Subsequently, holes 

Figure 5. Distributions of energy gaps of E2-E1, E3-E2, and Ei+1-Ei (i=3-5) in 
nonadiabatic dynamics simulations 

Figure 6. Distribution of averaged nonadiabatic couplings among the five lowest 
electronic states i.e. Sn (n=1-5) in nonadiabatic dynamics simulations. 

Figure 7. Time-dependent electron and hole amounts on ZnPc and C60 
fragments calculated based on nonadiabatic dynamics simulations. 
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slowly transfer from ZnPc to C60. Thus, the above nonadiabatic 
exciton transfer dynamics is a coupled electron and hole transfer 
process, which takes place in a concerted but asynchronous way. 
This characteristic is also reflected very well by the calculated 
exciton sizes in the nonadiabatic dynamics simulations, as shown 
in Fig. 8. In the beginning, the exciton size is 5.3 Å due to the LE 
character within ZnPc. After the electron transfer to C60 takes 
place producing a CT exciton, it gradually increases to 7.6 Å at 
100 fs. Finally, the exciton size decreases to 6.0 Å because of the 
hole transfer to C60 to generate an LE |C60∗ ZnPC > exciton. 

Unlike the molecular ZnPc-C60 complex in the 5-6 bonding 

configuration, there are no nonadiabatic transitions observed in 
the nonadiabatic dynamics simulations for the 6-6 bonding 
configuration (see Fig. S3). Populations of |C60ZnPC∗ > ,  
|C60∗ ZnPC >,   |C60+ ZnPC− >, and |C60− ZnPC+ > do not change at all 
during the entire 500 fs simulation time (see panels a-d of Fig. S3). 
Consequently, the distance between the electron and the hole 
does not vary significantly on ZnPC or C60. The results are in line 
with the static electronic structure calculations in which the ZnPc 
LE states are the lowest ones in energy. These two states have 
significantly larger oscillator strengths and photoirradiation makes 
them exclusively populated. In this case, nonadiabatic transitions 
to the higher CT and LE states are unfavorable 
thermodynamically and therefore do not appear in our dynamics 
simulations. As a result, neither the excited-state charge 
separation nor energy transfer is seen in short time (500 fs). The 
comparison between the 5-6 and 6-6 bonding configurations for 
the ZnPc-C60 complex highlights the importance of using 
chemical bonding properties between the ZnPc and C60 moieties 
to regulate the excited-state properties and relaxation dynamics, 
and ultimately the photoinduced energy transfer dynamics. 

Summary 

We have for the first time explored the excited-state 
properties and photoinduced excited-state energy transfer 
dynamics of the two covalently-bonded ZnPc-C60 molecular 
complexes with different bonding configurations between the 
ZnPc and C60 moieties. In the 6-6 bonding configuration the two 
oxygen atoms of ZnPc are bonded to the two carbon atoms 
shared by the two hexagonal rings of C60, whereas in the 5-6 
bonding configuration these two oxygen atoms are bonded to the 
two carbon atoms shared by a pentagonal and a hexagonal ring 
of C60. TD-CAM-B3LYP calculations show that the LE excited 
states within ZnPc are spectroscopically bright in both 

configurations. However, different chemical bonding properties 
induce different electronic interactions between ZnPc and C60. 
As a result, the ZnPc LE states have different energies relative to 
the CT excited states. In the 5-6 bonding configuration, the LE 
states on ZnPc are much higher in energy than the LE state on 
C60 and the CT state between them. Consequently, charge 
separation and energy transfer are favored thermodynamically. In 
contrast, for the 6-6 bonding configuration the LE states within 
ZnPc are the lowest ones, which makes charge separation and 
energy transfer processes unfavorable because these up-
conversion processes require considerable energy. 

These conclusions are further supported by our TDDFT-
based nonadiabatic dynamics simulations. In the 6-6 bonding 
configuration, no exciton transfer and charge separation are seen 
within the 500 fs simulation time. In contrast, all these processes 
are available in the 5-6 bonding configuration. The LE excitons 
|C60ZnPC∗ > and |C60∗ ZnPC > , and the CT exciton |C60− ZnPC+ > 
are involved, with no visible contribution from the CT exciton 
|C60+ ZnPC− > . Detailed analysis reveals that the excited-state 
energy transfer from ZnPc to C60 is mediated by the CT exciton 
|C60− ZnPC+ > . Because of this CT exciton, electron and hole 
transfers take place in a concerted but asynchronous manner and 
both processes are along the same direction from ZnPc to C60. 
Specifically, the electron transfer process is followed by the hole 
transfer. This dynamical characteristic is also reflected by the 
calculated exciton size, which first increases from 5.5 to 7.5 Å due 
to the electron transfer, and then gradually decreases to 6.0 Å at 
the end of the 500 fs simulation time because of the subsequent 
hole transfer. Methodologically, the proved importance of this CT 
exciton for mediating excited state energy transfer of ZnPc-C60 
also underlines the fact that nonadiabatic dynamics simulations 
with higher-level electronic structure methods and beyond the 
mean-field approximation are necessary to accurately uncover 
the role of CT excitons in either excited-state energy or electron 
transfer dynamics. 

Finally, previous experimental studies have found that 
relative orientations of ZnPc and C60 in noncovalently bonded 
complexes are very important for regulating the excited-state 
properties and interfacial electron transfer processes and 
eventually the power conversion efficiencies of the ZnPc-C60 
photovoltaic devices.27 Our present work demonstrates that in 
addition to the relative orientations, chemical bonding can also be 
used as a new way to regulate excited-state properties of 
molecular donor-acceptor dyads, which is crucial for regulating 
photoinduced energy or electron transfer efficiencies of the donor-
acceptor systems. Most importantly, these gained theoretical 
findings could contribute valuable knowledge to help design 
excellent interfaces of heterojunctions of a variety of 
optoelectronic devices such as solar cells to achieve superior 
properties in future.87-91 
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