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Abstract

We investigate the water-gas shift reaction (WGSR) on copper using three lev-

els of exchange-correlation (XC) functionals of increasing complexity: Perdew-Burke-

Ernzerhof (PBE) functional, Heyd-Scuseria-Ernzerhof (HSE) hybrid functional, and the

exact exchange plus the random phase approximation (RPA) correlation functional. We

show that DFT predictions for the kinetics of WGSR strongly depend on the choice of

XC functionals. It is important to have accurate CO adsorption energy. Due to PBE's

overestimation of CO's adsorption energy, it predicts small free surface and a negative

(incorrect) reaction order for CO. HSE and RPA largely avoid such overestimation and

predict large free surface and positive reaction orders for CO. The key �nding in this

work is that the prediction for WGSR mechanism also depends on the choice of XC

functionals. PBE and HSE predict the carboxyl mechanism, while RPA predicts that

both redox and carboxyl mechanisms are important. These results suggest that cau-

tion should be paid when using approximate XC functionals to model heterogeneous

catalysis (such as WGSR investigated here) in which several mechanisms compete. In

addition, we also observed one problem for RPA: It underestimates the overall WGSR

energy and predicts a negative reaction order for CO2. In addition, we examine for-

mate's role in WGSR over copper. Both DFT and previous experiments suggest that

formate does not participate much in the reaction and cannot cause a negative reaction

for CO2 for WGSR over copper.
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1 Introduction

The water-gas shift reaction (WGSR) (CO+H2O → CO2+H2) is an important industrial

process for producing hydrogen which can then be used for many applications such as am-

monia production and hydrogen fuel cells.1,2 WGSR is also an important reaction step in

some heterogeneous catalysis, such as methanol synthesis and Fischer-Tropsch process. In

these catalytic processes, WGSR a�ects H2/CO ratio. WGSR is moderately exothermic and

is slow without catalysts. It is often carried out in two stages.1,2 In the �rst stage, it is

carried out at high temperature (310-450 ◦C), which is often catalyzed by iron oxide and

chromium oxide. In the second stage, it is operated at a lower temperature (200-270 ◦C)

and is often catalyzed by copper-based catalysts.

In this work, we focus on the low-temperature WGSR whose mechanism has long been

debated.3,4 We investigate two mechanisms: the redox mechanism5�12 and the carboxyl

mechanism.2,13�17 The main di�erence between them is how CO is oxidized to produce CO2.

In the redox mechanism, atomic oxygen oxidizes CO to produce CO2. In the carboxyl

mechanism, COOH is formed and then decomposes to produce CO2.

Density functional theory (DFT)18,19 has been widely used to gain insight into the mech-

anism of WGSR.12,15,20�27 Most DFT simulations were performed using the generalized gra-

dient approximation (GGA) exchange-correlation (XC) functionals. It is known that GGA

can produce inaccurate reaction energies. For instance, GGA functionals much overestimate

CO's binding energy on transition metals.28,29 The energy barrier for water dissociation on

copper can vary by as much as 0.28 eV with di�erent GGA functionals.30 The poor accuracy

of GGA functions for describing ammonia synthesis catalyzed by iron was also reported.31

Recently, the accuracy of XC functionals on predicting the mechanism of methanol synthesis

on copper was examined.32,33

In this work, we investigate many aspects of the kinetics of WGSR (such as surface

coverage, reaction order, dominant reaction pathway, rate-limiting step, and role of for-

mate), in order to examine how DFT predictions depend on the choice of XC function-
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als. We examine three XC functionals: Perdew-Burke-Ernzerhof (PBE)34 functional, Heyd-

Scuseria-Ernzerhof (HSE)35,36 hybrid functional, and the exact exchange (EXX) plus the

random phase approximation (RPA) correlation.37�44 They represent three di�erent levels

on Perdew's XC functional ladder.45 We note that even if RPA functional is often expected

to outperform low-level XC functionals, RPA functional has its own problem: It generally

underestimates bonding energies.44,46�48 Therefore, RPA functional still cannot reach the

chemical accuracy.49 On the other hand, RPA seems to give more accurate predictions to

the relative energies. It was found that RPA much improved the adsorption energies of CO

on transition metals50 and the reaction energies for water splitting on an iron atom.51 It is

then interesting to examine the performance of RPA on modeling WGSR.

The paper is organized as follows. First, we examine the accuracy of various XC function-

als for predicting the thermodynamics of WGSR. We calculate the Gibbs energy diagrams for

WGSR using PBE, HSE, and RPA functionals. Based on the energy diagrams, microkinetic

modeling is performed to investigate how DFT-predicted kinetics depends on XC function-

als. Various aspects of WGSR are examined, such as surface coverages, reaction orders,

rate-limiting steps, and dominant reaction pathways. We then discuss the role of formate

in WGSR. To make the modeling more realistic, we examine how CO's converge a�ects the

microkinetic modeling results. At last, we examine the impact of treating several adsorbates

as two-dimensional (2D) ideal gases on the microkinetic modeling results.

2 Methods

2.1 DFT calculations

Most DFT calculations are performed using ViennaAb initio Simulation Package (VASP)52�56

unless speci�cally mentioned. We use a 3×3 Cu(211) surface with a thickness of four layers.

The reason for using Cu(211) is that the reaction barriers for some key steps, such as water

dissociation and CO oxidation, can be lowered by defect sites.12,22,57,58 In addition, adsor-
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bates often bind stronger to surface defects. The periodic images of the slab are separated

by about 10 Å vacuum. PBE and HSE calculations are performed using the Fermi-Dirac

smearing with a smearing temperature of 0.2 eV, a 4×4×1 Monkhorst-Pack59 k-point mesh,

and a kinetic energy cuto� of 400 eV. Gas-phase molecules are calculated by placing them in

a simulation box of 10×10×10 Å. All structures are optimized using PBE functional. During

the optimization, the top two Cu layers and the adsorbates are free to move. The optimized

structures are then used for HSE and RPA calculations.

To reduce the cost of RPA calculations, RPA energies are obtained using the ONIOM60

method

Etot = EPBE
total + (ERPA

cluster − EPBE
cluster), (1)

where EPBE
total is the PBE energy of the system calculated using a kinetic energy cuto� of 400

eV and a k-point mesh of 4 × 4 × 1. ERPA
cluster and EPBE

cluster are the RPA and PBE energies of

the clusters, respectively, and are calculated using a lower kinetic energy cuto� (300 eV) and

a smaller k-point mesh of 2 × 2 × 1, in order to reduce the cost of RPA calculations. The

accuracy for such smaller kinetic energy cuto� is tested in the Section IV in the Supporting

Information (SI). The top two layers of Cu surface together with the adsorbates are selected as

the clusters. The RPA correlation energy at in�nite cuto� limit is estimated by extrapolating

the results calculated using low cuto� energies.61 In RPA calculations, the kinetic energy

cuto� for expanding Kohn-Sham (KS) linear response functions is set to 2/3 of the kinetic

energy cuto� (300 eV), and all unoccupied orbitals are included for constructing KS response

functions. 16 frequency points are used to integrate RPA correlation energy.62 Following

Ref.48, RPA energy is the sum of EXX energy, correction to EXX energy due to fractional

occupation numbers, and RPA correlation energy. Since the clusters only contain the top two

copper layers, the cost of RPA calculations are further lowered by reducing the z dimensions

of simulation boxes (the surface slab is in the x-y plane), while still keeping the periodic

images separated by a 10 Å vacuum.

Transition states are identi�ed using the nudged elastic band (NEB) method,63�65 except
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for the formation of formate whose transition state is located using the dimer method.66 To

reduce the computational cost of NEB, images are relaxed with the two bottom copper layers

kept �xed and a small 2×2×1 k-point mesh. Such small k-point meshes are not expected

to cause much error in later microkinetic modelings as discussed in Section V in SI. DFT

energies of gas-phase molecules, adsorbates, and transition states are given in SI.

The Gibbs energies of CO, H2O, CO2, and H2 in their gas phases are calculated as

GX(g) = EDFT,X(g) +∆GX(g) (2)

where X denotes CO, H2O, CO2, or H2. DFT energy (EDFT,X(g)) is calculated using VASP

as described above. ∆G is the thermodynamic correction to Gibbs energy: ∆G = Et+Er +

Ev −T (St+Sr +Sv)+ kBT . We ignore the electronic thermodynamic contribution to Gibbs

energy. Et =
3
2
kBT , Er = kBT , and Ev =

∑

j hvj(
1
2
+ 1

exp(hvj/kBT )−1
) are the internal thermal

energies due to translation, rotation, and vibration of ideal gas. T = 473.15 K is the WGSR

temperature, kB is the Boltzmann constant, vj is the vibrational frequency, and h is the

Planck constant. St = kB(ln qt+
5
2
), Sr = kB(ln qr+1), and Sv = kB(ln qv+T ∂ ln qv

∂T
|V ) are the

translational, rotational, and vibrational entropies, with qt, qr, and qv being the translational,

rotational, and vibrational partition functions of ideal gas. For Sv, the derivative is performed

with volume V �xed. Detailed discussions on these quantities can be found in the white paper

�Thermochemistry in Gaussian� 67 and can also be found in Ref.68. In this work, for all gas-

phase molecules, ∆G is calculated using the Gaussian 0969 program with the PBE functional

and cc-pVQZ basis set.70

For adsorbates, we only consider the vibrational contributions to the Gibbs energies

unless speci�cally mentioned. The Gibbs energy of X/Cu(211) is calculated as

GX∗ = EX∗ + Ev,X − TSv,X . (3)

where EX∗ denotes the DFT energy of X/Cu(211) calculated using VASP, Ev,X is internal
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thermal energy due to vibration, and Sv,X is the vibrational entropy. The vibrational fre-

quencies are obtained by diagonalizing Hessian matrices constructed using the central �nite

di�erence method. The calculations are performed using VASP with the PBE functional.

The copper atoms are kept �xed to reduce the computational cost for construing Hessian

matrices. For instance, for clean Cu(211) surface, the thermal correction to Gibbs energy is

zero. The vibrational frequencies of all adsorbates and the transition states are given in SI.

2.2 Microkinetic modeling

Microkinetic modeling is performed at the same condition as used in Ref.71: 473.15 K and

1 atm total pressure with 7% CO, 8.5% CO2, 22% H2O, and 37% H2 (balance inert). The

reaction steps used in the modeling are listed in Table 1. For simplicity, we consider that

all reaction steps take place at surface step, and we only consider one type of reaction for

each reaction step and do not consider reactions to have di�erent performance at di�erent

sites. For each reaction, we test several possible con�gurations at di�erent sites and choose

the one having the lowest reaction barrier. All adsorbates and transition states used for

the microkinetic modelings are shown in Figs. 1 and 2. Figures are made using the VESTA

program.72 Formate is formed by reacting CO2* with H*. We do not consider its formation

through reacting OH* with CO(g), which was found unlikely to take place.15,73

For each reaction, its forward and backward rate constants (denoted by �+� and �−�) are

calculated according to the transition state theory k± = kBT
h

e−∆G±
a /kBT , where ∆G+

a (∆G−
a )

is the forward (backward) Gibbs reaction barrier. The coverages of CO*, H*, CO2*, and

H2O* are calculated by assuming that they are in thermal equilibrium with their gas phases
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Table 1: Elementary reactions used for the microkinetic modeling. Asterisks indicate that
the intermediates are adsorbed on surface. Gas-phase molecules are marked by �(g)�. COOHc

and COOHt denote the cis and trans isomers of COOH, respectively.

Redox mechanism:
CO(g) + * → CO* (1)
H2O(g) + * → H2O* (2)
H2O* + * → H* + OH* (3)
OH* + * → O* + H* (4)
OH* + OH* → H2O* + O* (5)
CO* + O* → CO2* + * (6)
CO2* + H* → HCOO* + * (7)
CO2* → CO2(g) + * (8)
2H* → H2(g) + 2* (9)

Carboxyl mechanism:
CO(g) + * → CO* (1)
H2O(g) + * → H2O* (2)
H2O* + * → H* + OH* (3)
CO* + OH* → COOHc* + * (10)
COOHc* → COOHt* (11)
COOHt* + * → CO2* + H* (12)
COOHt* + OH* → CO2* + H2O* (13)
CO2* + H* → HCOO* + * (7)
CO2* → CO2(g) + * (8)
2H* → H2(g) + 2* (9)

Figure 1: Adsorbates used in the microkinetic modeling. Copper, oxygen, carbon, and
hydrogen atoms are blue, red, brown, and white, respectively. For easy visualization, the
periodic images of the adsorbates are removed.

8



Figure 2: (a)-(i) are the top views of the transition states of reactions 3, 4, 5, 6, 7, 10, 11,
12, and 13 in Table 1, respectively. Surface steps are marked by green dashed lines. Unit
cells are marked by the parallelograms.
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as

θCO = K1θ∗ (4)

θH2O = K2θ∗ (5)

θCO2 =
1

K8

θ∗ (6)

θH =
1√
K9

θ∗, (7)

where θX is the coverage of adsorbate X. θ∗ is the coverage of free surface. We assume that

all reactions take place at the surface step, and θX is de�ned as the fractional number of X*

per copper atom along the surface step. Ki is the equilibrium constant of the reaction i in

Table 1. K1 = e−(GCO∗−(GCO(g)+G∗))/kBT , with GCO∗, GCO(g), and G∗ being the Gibbs energies

of CO*, CO(g), and Cu(211), respectively. Similarly, K2 = e−(GH2O∗−(GH2O(g)+G∗))/kBT , K8 =

e−(GCO2∗
−(GCO2(g)

+G∗))/kBT , and K9 = e−(GH∗−( 1
2
GH2(g)

+G∗))/kBT . The rates of the reactions

listed in Table 1 are calculated as

r3 = k+
3 θ∗θH2O − k−

3 θHθOH

r4 = k+
4 θ∗θOH − k−

4 θOθH

r5 = k+
5 θOHθOH − k−

5 θOθH2O

r6 = k+
6 θCOθO − k−

6 θCO2θ∗

r7 = k+
7 θCO2θH − k−

7 θHCOOθ∗

r10 = k+
10θCOθOH − k−

10θ∗θCOOH

r11 = k+
11θCOOHc − k−

11θCOOHt

r12 = k+
12θCOOHθ∗ − k−

12θCO2θH

r13 = k+
13θCOOHθOH − k−

13θCO2θH2O.
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The coverages of OH*, O*, COOHt*, COOHc*, and HCOO* change as

dθOH

dt
= r3 − r4 − 2r5 − r10 − r13

dθO
dt

= r4 + r5 − r6

dθCOOHt

dt
= r11 − r12 − r13

dθCOOHc

dt
= r10 − r11

dθHCOO

dt
= r7.

The free surface is calculated as

θ∗ = 1− (θOH + θO + θCOOHc + θCOOHt + θHCOO + θH + θCO2 + θCO + θH2O). (8)

Above di�erential equations are integrated using the �ode15s� function in MATLAB pro-

gram74 until the steady states are reached.

3 Results and Discussions

3.1 Overall WGSR energy predicted by di�erent XC functionals

First, we examine the accuracy of various XC functionals for predicting the overall Gibbs

energy (GWGS) of WGSR at 473.15 K and 1 atm total pressure with 7% CO, 8.5% CO2, 22%

H2O, and 37% H2. GWGS is de�ned as

GWGS = GCO2(g) +GH2(g) −GCO(g) −GH2O(g) (9)

where GX(g) = EDFT,X +∆GDFT,X is the Gibbs energy of X(g). EDFT,X is the DFT energy of

X(g) and is listed in Table S1 in SI. ∆GDFT,X is the thermal correction to the Gibbs energy

and is calculated at the partial pressure of X(g) using the Gaussian 09 program with cc-pVQZ
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basis and PBE functional. ∆GDFT,Xs are listed in Table 2. The investigated XC functionals

are GGA functionals (PBE, PW91,75 RPBE,28 and BEEF-vdW76), meta-GGA functionals

(TPSS,77 revTPSS,78,79 M06-L,80 and SCAN81), hybrid functionals (PBE0,82,83 B3LPY,84

and HSE), and RPA functional. We also calculate GWGS with the coupled-cluster singles

and doubles with perturbative connected triples (CCSD(T)) using the NWChem program85

with the cc-pVTZ basis set.

Table 2: Standard enthalpy of formation (∆fH
o
X), thermal correction to enthalpy (∆HDFT,X),

and thermal correction to Gibbs energy (∆GDFT,X) for H2O(g), CO(g), CO2(g), and H2(g).
All energies are in the unit of eV.

∆fH
o
X ∆HDFT,X ∆GDFT,X

H2O(g) -2.506 0.651 -0.381
CO(g) -1.145 0.218 -0.872
CO2(g) -4.078 0.404 -0.792
H2(g) 0 0.347 -0.347

To calculate the experimental WGSR energy (Gexp
WGS), we need the experimental Gibbs

energy of X(g), Gexp
X(g), which is estimated as

Gexp
X(g) = ∆fH

o
X −∆HDFT,X +∆GDFT,X, (10)

where ∆fH
o
X is the standard formation enthalpy of X(g) at 293.15 K and 1 atm from NIST

Webbook.86 ∆HDFT,X is the thermal correction to enthalpy for X(g) at 293.15 K and 1

atm, calculated using Gaussian 09 program with cc-pVQZ basis and PBE functional. By

subtracting∆HDFT,X, we remove the thermal component in∆fH
o
X. Both∆fH

o
X and∆HDFT,X

are listed in Table 2. To obtain X(g)'s Gibbs energy at its partial pressure and 473.15 K, in

Eq. 10 we add the thermal correction to Gibbs energy (∆GDFT,X) which is listed in Table 2.

The results are summarized in Fig. 3. We observe that DFT predictions for GWGS much

depend on the choice of XC functionals. RPA signi�cantly underestimates GWGS by 0.15 eV,

while other XC functionals overestimate the WGRS energy. Compared to GGA and meta-

GGA functionals, hybrid functionals less overestimate GWGS. The best agreement with the
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experiment is from CCSD(T) with an error of 0.1 eV.

To measure how far WGSR is from the equilibrium, we calculate β = exp(−GWGR/kBT ).

With Gexp
WGS = −0.194 eV, we have βexp = 0.009, indicating that WGSR is far from equilib-

rium. RPA predicts GRPA
WGS = −0.048 eV which gives βRPA = 0.308, indicating that WGSR

is not far from equilibrium, which is the reason for RPA to predict a negative reaction order

for CO2 as discussed in Section 3.6. This suggests that RPA functional should also be used

with caution for predicting the kinetics of WGSR. Other XC functionals (GGA, meta-GGA,

and hybrid) all overestimate GWGS and predict that WGSR is far from equilibrium.

Figure 3: Overall WGSR energy calculated using di�erent XC functionals and CCSD(T).
Experimental result is denoted by �Exp.�

.

3.2 Adsorption energies of CO, H2O, and H2 on Cu(211)

It is important to accurately predict the adsorption energies of CO, H2O, and H2 on Cu(211),

since they determine the coverages of CO*, H2O*, and H* in the microkinetic modeling.
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Their adsorption energies are de�ned as

Eads
CO = ECO(g) + E∗ − ECO∗ (11)

Eads
H2O

= EH2O(g) + E∗ − EH2O∗ (12)

Eads
H =

1

2
EH2(g) + E∗ − EH∗. (13)

In Table 3 we list the adsorption energies calculated using PBE, HSE, and RPA, which are

compared to the experimental results. We �nd that PBE much overestimates Eads
CO. HSE

slightly overestimates Eads
CO. RPA gives a reasonable prediction for Eads

CO.

Table 3: Adsorption energies (in eV) for CO*, H2O*, and H* on Cu(211) surface calculated
using PBE, HSE, and RPA functionals. Experimental results are listed for comparison.

CO* H2O* H*
PBE 0.94 0.39 0.28
HSE 0.72 0.34 0.29
RPA 0.57 0.34 0.24
Exp. 0.6187 0.52-0.62,88 0.16,0.3489

0.42-0.47,90 0.2691

0.50-0.5392

Next we focus on Eads
H2O

. We estimate the experimental Eads
H2O

based on the adsorption

energy on Cu(110).88,90,92 This estimation is reasonable since previous DFT studies showed

that the adsorption energy of H2O on Cu(211) is close to that on Cu(110).93 We see that

PBE, HSE, and RPA give similar predictions to Eads
H2O

and their predictions are smaller than

the experimental results.

Let's now examine Eads
H . To obtain experimental Eads

H , we note that the adsorption of H2

on copper is an activated process. The barrier for adsorption is about 0.2 eV determined via

the molecular beam technique.89 The desorption energy (at low coverage) was determined to

be about 0.52 eV for Cu(110) and 0.87 eV for Cu(111) by Anger and coworker89 and 0.71 eV

for polycyrstalline copper by Kojima and coworkers.91 Eads
H is set to the half of the di�erence

between adsorption barrier and desorption energy. Table 3 shows that PBE, HSE, and RPA
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give similar predictions for Eads
H and their predictions are close to the experimental results.

In summary, PBE, HSE, and RPA give similar and good predictions to the adsorption

energies of H2O* and H*. For CO*, PBE much overestimates the adsorption energy; while

HSE and RPA give predictions that are close to the experiments. Later, we will show that

PBE's overestimation of Eads
CO causes incorrect kinetics for WGSR.

3.3 Gibbs energy diagrams for the redox and carboxyl pathways

Fig. 4 gives the Gibbs energy diagrams of the redox and carboxyl mechanisms, calculated

using PBE, HSE, and RPA functionals. As suggested in Ref.94, for the redox mechanism,

we consider two schemes for breaking the O-H bond in OH*: (a) directly breaking the

O-H bond (reaction 4 in Table 1) and (b) the reaction between two OH* (reaction 5 in

Table 1). We call scheme (b) the OH-assisted bond breaking. The direct bond breaking is

denoted as TS(O-H) in Fig. 4(a). OH-assisted bond breaking is denoted by TS(O-H..OH)

in Fig. 4(b). All XC functionals predict that TS(O-H..OH)+H2(g) has a lower energy than

TS(O-H)+H* (referenced to CO(g) and H2O(g)). The reason is that OH* stabilizes O-H*,

due to the interaction between the H atom in O-H* and the O atom in OH*. Similarly, for

the carboxyl mechanism, we also consider two reaction schemes for breaking the O-H bond

in COOHt*:94 (a) direct bond breaking (reaction 12 in Table 1, denoted by TS(COO-H) in

Fig. 4(c)) and (b) OH-assisted bond breaking (reaction 13 in Table 1, denoted by TS(COO-

H..OH) in Fig. 4(d)). We also observe that, for all XC functionals, TS(COO-H..OH)+H2(g)

has a lower energy than TS(COO-H)+H* (referenced to CO(g) and H2O(g)), due to the

interaction between the H atom in COO-H* and the O atom in OH*.

The importance of having these OH-assisted reactions is that they have large impact on

the highest barrier in WGSR. For both PBE and HSE, after including these OH-assisted

reactions, the highest barrier changes from breaking O-H bond in Fig. 4(a) to forming CO-O

bonds in Fig. 4(a) and (b). For RPA, the highest barrier changes from breaking COO-H

bond in Fig. 4(c) to the step �TS(COO-H..OH)+H*� in Fig. 4(d). These changes a�ect the
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Figure 4: Gibbs energies of the redox and carboxyl pathways calculated with PBE, HSE, and
RPA at 473.15 K and 1 atm total pressure with a feed composition of 7% CO, 8.5% CO2,
22% H2O, and 37% H2 (balance inert). Subplots (a) and (b) are the redox mechanisms. In
pathway (a), the O-H bond in OH* directly breaks. In pathway (b), the breaking of O-H
bond is assisted by a nearby OH* (denoted as �O-H..OH�). Subplots (c) and (d) are the
carboxyl mechanism. In pathway (c), the O-H bond in COOHt* breaks directly. In pathway
(d), a nearby OH* helps breaking the O-H bond in COOHt* (denoted as �COO-H..OH�).
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rate-limiting steps. For example, as shown in Section 3.4, �TS(COO-H..OH)+H*� is one

rate-limiting step for RPA functional.

3.4 Mechanism of WGSR on copper

Next, we perform microkinetic modeling based on the Gibbs energy diagrams. The turnover

frequency (TOF, denoted by q) of WGSR is calculated as

q =
r3 + r4 + r12 − r7

2
(14)

where r3, r4, r12, and r7 are the rates of the reactions 3, 4, 12, and 7 in Table 1 for producing

and consuming H*. TOF is in the unit of site−1s−1. �Site� refers to the sites along the surface

step, since all reactions are assumed to take place on the surface step. To determine the

mechanism, the contribution from the redox pathway is calculated as

Tredox =
r6
q

(15)

where r6 is the rate for producing CO2 (reaction 6 in Table 1). Reaction 6 is unique to the

redox pathway, since it oxidizes CO* with O*. For the carboxyl pathway, its contribution to

WGSR is calculated as

Tcarb =
r12 + r13

q
(16)

where r12+r13 is the total rate for producing CO2 via the dissociation of COOHt* (reactions

12 and 13 in Table 1). It can be shown that Tredox + Tcarb = 1. The rate-limiting steps are

determined by calculating the degree of rate control.95

In Table 4, we list TOF, Tredox, Tcarb, dominant mechanism, and the rate-limiting steps

predicted by di�erent XC functionals. We �nd that the mechanism depends on the choice of

XC functionals. PBE and HSE predict that carboxyl mechanism is responsible for WGSR,

as also found in previous DFT studies;15,94 however, RPA predicts that the redox pathway is
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competitive with the carboxyl pathway. The prediction for rate-limiting steps also depends

on the choice of XC functionals. Both PBE and HSE predicts that the main rate-limiting

step is the dissociation of water, while RPA predicts that TOF is mainly limited by the steps

for producing CO2*.

Table 4: Turnover frequencies (site−1s−1), Tredx, Tcarb, dominant mechanism, and rate-
limiting steps calculated using di�erent XC functionals. Degrees of control are listed in
the parentheses.

TOF Tredox Tcarb Mechanism Rate-limiting steps

PBE 6.1× 10
−3 0.0% 100.0% carboxyl H2O* + * → H* + OH* (95.7%)

COOHt* + OH* → CO2* + H2O* (4.2%)

HSE 4.5× 10
−3 0.0% 100.0% carboxyl H2O* + * → H* + OH* (69.1%)

COOHt* + OH* → CO2* + H2O* (29.0%)

RPA 1.2× 10
−5 23.1% 76.9% carboxyl & redox COOHt* + OH* → CO2* + H2O* (53.2%)

COOHc* → COOHt* (23.4%)

CO* + O* → CO2* + * (23.1%)

Next, we show that the dominant pathways predicted by di�erent XC functionals can be

understood by analyzing the reaction steps with the highest energies on the Gibbs energy

diagrams in Fig. 4. Note that for such analysis we should exclude the reaction steps that

directly break the O-H and COO-H bonds, since the corresponding OH-assisted reaction

steps have much lower reaction barriers. Also we should not consider the water splitting

step (H2O*+* → OH*+H*), since it is a common step for the redox and carboxyl pathways.

For PBE, the step of the highest energy in the redox pathway is to form the CO-O bond

(i.e., �TS(CO-O)+H2(g)+H2O(g)� step) (see Fig. 4(a,b)), and the highest-energy step in

the carboxyl pathway is to break the COO-H bond (�TS(COO-H...OH)+H2(g)� step) after

excluding TS(OH-H) (see Fig. 4(c,d)). The Gibbs energy for the former step is 1.39 eV which

is higher than the latter step (0.92 eV), therefore PBE predicts the carboxyl pathway to be

dominant. Similarly, for HSE the highest-energy steps in the redox and carboxyl pathways

are the �TS(CO-O)+H2(g)+H2O(g)� step and the �TS(CO-OH)+H2(g)+OH*� step (after

excluding the steps having TS(OH-H)), respectively. Since the former step has a higher Gibbs
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energy (2.02 eV) than the latter step (1.41 eV), HSE also predicts the carboxyl pathway to

be dominant. For RPA, the steps of the highest Gibbs energy in the redox and carboxyl

pathways are the �TS(CO-O)+H2(g)+H2O(g)� step and the �TS(COO-H..OH)+H2(g)� step,

respectively. Since the Gibbs energies of the former reaction step (1.71 eV) and the latter

reaction step (1.64 eV) are close, RPA predicts that the redox and carboxyl pathways are

competing. This also explains the two observations in Table 4: (a) these two reaction steps

are among the rate-limiting steps for RPA and (b) the carboxyl pathway is slightly faster

than the redox pathway.

Another observation in Table 4 is that the water splitting step (H2O*+* → OH*+H*) is

the rate-limiting step for both PBE and HSE, but not for RPA. This can be explained based

on the energy diagrams (Fig. 4) as well. The reason is that the �TS(OH-H)+H*+OH*� step

has the highest Gibbs energy for both PBE and HSE (Fig. 4(c,d)), but has a lower Gibbs

energy than the �TS(CO-O)+H2(g)+H2O(g)� step for RPA (Fig. 4(a,b)).

3.5 Surface coverages predicted by di�erent XC functionals

To assess the performance of catalysts, we need to correctly predict the amount of free surface.

A small free surface indicates that the catalyst is �poisoned� during WGSR. Fig. 5(a) shows

that free surface and the coverages of intermediates strongly depend on the choice of XC

functionals. PBE predicts small free surface and high θCO, due to its overestimation of CO's

adsorption energy (Table 3). PBE then predicts that the copper surface is poisoned by

CO*. This contradicts to the previous experiments5,24 which showed low levels of carbon on

surfaces. HSE also predicts a considerable coverage for CO*, because it slightly overestimates

CO's adsorption energy as seen in Table 3. RPA predicts large free surface and much lower

coverages for CO*, since it slightly underestimates CO's adsorption energy.

For PBE and HSE, large free surfaces can be restored by simply correcting their pre-

dictions for CO's adsorption energy. To con�rm this, we perform microkinetic modelings in

which Eads
CO is set to the experimental value (0.61 eV). Other reaction energies are kept �xed.
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Figure 5: (a) Amount of free surface and the surface coverages of intermediates calculated
using PBE, HSE, and RPA functionals. (b) Results are obtained using the experimental CO
adsorption energy (0.61 eV) in microkinetic modelings.

The results are shown in Fig. 5(b). It is found that, after correcting CO's adsorption energy,

both PBE and HSE predict low coverages for CO and large free surfaces. This test shows

the importance of using accurate CO adsorption energy for modeling WGSR.

3.6 Apparent reaction orders

The reaction order of species i is calculated according to

αi =
∂ ln q

∂ lnPi

where Pi is the partial pressure of species i and q is TOF. Reaction orders calculated using

di�erent XC functionals are summarized in Table 5. Experimental results on Cu(111)5 and

Cu(110)6 are listed for comparison.

3.6.1 CO reaction order

Table 5 shows that CO's reaction order depends strongly on the choice of the XC functionals.

The experiments gave nearly zero reaction order for CO. PBE predicts a negative reaction
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Table 5: Apparent reaction orders of CO, H2O, CO2, and H2 calculated using PBE, HSE,
and RPA functionals and from experiments.

αCO αH2O αH2 αCO2

PBE -1.88 1.04 -0.05 0.00
HSE 0.09 1.29 -0.55 -0.01
RPA 1.44 1.81 -1.32 -0.45

Experiments:
Cu(111)5 0 0.5-1
Cu(110)6 0 1

order for CO, which suggests that WGSR is hindered by increasing CO's pressure. This

is again due to PBE's overestimation of CO adsorption energy. The overestimation causes

copper surface to be quickly occupied by CO* as CO's pressure increases, which then inhibits

WGSR and produces a negative αCO. Since HSE and RPA largely avoid such overestimation,

they predict positive reaction orders for CO.

To see that CO's adsorption energy has a large impact on its reaction order, we vary

CO's adsorption energy (Eads
CO) in the microkinetic modeling and keep other reaction energies

�xed. The results are given in Fig. 6. It is observed that αCO strongly depends on Eads
CO.

αCO increases quickly as Eads
CO is lowered. By using the experimental Eads

CO (0.61 eV, marked

by the dashed line), all XC functionals give a positive αCO.

Table 6 shows the apparent reaction orders calculated by using the experimental Eads
CO

(0.61 eV) and keeping other reaction energies �xed. As expected, after correcting CO's

adsorption energy, all XC functionals give positive and similar αCO. Compared to Table 5,

we observe that Eads
CO also has an impact on H2's reaction order. Both PBE and HSE give

more negative αH2 after correcting CO's adsorption energy.

Table 6: Apparent reaction orders of CO, H2O, CO2, and H2 calculated by using experimental
CO adsorption energy (Eads

CO=0.61 eV) in microkinetic modelings.

αCO αH2O αH2 αCO2

PBE 0.98 1.09 -0.69 0.00
HSE 0.79 1.72 -1.03 -0.01
RPA 1.06 1.45 -0.96 -0.09
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Figure 6: Dependence of CO's reaction order on its adsorption energy. PBE, HSE, and RPA
adsorption energies are 0.94, 0.72, and 0.57 eV, respectively (marked by black, blue, and red
arrows). Experimental adsorption energy (0.61 eV) is marked by the vertical dashed line.

3.6.2 CO2 reaction order

In Table 5, PBE and HSE predict nearly zero reaction order for CO2. The reason is that

both PBE and HSE predict that WGSR is far from equilibrium (see Section 3.1), and then

an increase of CO2's pressure cannot e�ectively inhibit the WGSR. The remaining ques-

tion is that why RPA predicts a negative reaction order for CO2. The reason is that RPA

underestimates GWGS and predicts that WGSR is not far from equilibrium as discussed in

Section 3.1. As a result, an increase in CO2's pressure e�ectively inhibits WGSR. To verify

our argument, for the RPA case, we re-perform microkinetic modeling in which GWGS is

varied by adjusting the RPA energies of CO(g), H2O(g), H2(g), and CO2(g), respectively.

This leads to four di�erent microkinetic simulations. In the �rst simulation, we increase

CO(g)'s Gibbs energy to reproduce the experimental WGSR energy (Gexp
WGS = −0.194 eV)

with other energies kept �xed. This is equivalent to increase CO's adsorption energy. Simi-

larly, in the second, third, and fourth microkinetic simulations, we adjust the RPA energies

of H2O(g), H2(g), and CO2(g), respectively, to reproduce Gexp
WGS. These simulations let us
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examine the dependence of αCO2 on GWGS. The results are shown in Fig. 7. We observed

that, no matter which molecule's energy is adjusted, αCO2 becomes close to zero quickly

as GWGS is reduced from RPA's prediction (-0.048 eV) to the experimental value (-0.194

eV). This con�rms our argument that the negative αRPA
CO2

is due to RPA's underestimation

of GWGS. This �nding suggests that caution should also be paid when employing RPA to

investigate WGSR. To identify such problem in practice, we can compare DFT's prediction

for GWGS against high-level methods, such as CCSD(T) as discussed in Section 3.1, to verify

that whether the overall reaction energy is accurately predicted by DFT.
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Figure 7: Dependence of CO2's reaction order on the overall Gibbs energy of WGSR.

3.6.3 Formate's role in WGSR over copper

In the above section, all XC functionals predict nearly zero αCO2 , when using experimental

Eads
CO. On the other hand, a negative αCO2 was observed in WGSR over industrial catalysts.8,71

Such contradiction suggests several possibilities. (1) The active sites in industrial WGSR

are metallic copper, and all XC functionals gave wrong predictions for αCO2 . (2) The DFT

predictions are correct; however, the reaction network used in this work misses certain key

reactions that are responsible for the negative αCO2 . (3) In industrial WGSR, the active sites

are not metallic copper, and therefore αCO2 predicted here is irrelevant to the negative αCO2
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observed in industrial WGSR.

In what follows, we focus on the possibility (1) and examine whether it is possible to

have negative αCO2 for WGSR over copper. We investigate the scheme proposed by Ovesen

and coworkers.8 In that scheme, formate is responsible for the negative αCO2 . Their idea

is that formate is in equilibrium with CO2(g). As we increase CO2's pressure, formate's

coverage increases, which then deactivates the copper surface and inhibits WGSR. Here, we

show that this scheme is not feasible for WGSR over copper (under the assumption that

the reaction network used in this work contains all the necessary reactions). We �nd that

formate does not participate much in the WGSR over copper. Our results, however, do not

rule out the possibility that formate is responsible for a negative αCO2 observed in industrial

WGSR, since in these reactions the active sites may not be metallic copper.

Since formate is in quasi-thermal equilibrium with CO2(g) and H2(g), its coverage is

determined by the following Gibbs energy di�erence

δG = GHCOO∗ − (G∗ +GCO2(g) +
1

2
GH2(g)). (17)

Then the key is to estimate experimental δG (denoted as δGexp), with its calculation ex-

plained below. We consider the following three steps for forming HCOO*

1. CO2(g) + ∗ → CO∗
2

2. H2(g) + 2∗ → 2H∗

3. CO∗
2 +H∗ → HCOO∗ + ∗.

Based on above three steps, δGexp is calculated as

δGexp = Ef − Ed +∆Gthermal, (18)

24



where Ef is the energy barrier for forming formate from CO2(g) and H2(g), that is,

Ef = ETS(H−COO) − E∗ − ECO2(g) −
1

2
EH2(g), (19)

where ETS(H−COO) is the energy of Step 3's transition state. Ed is the energy barrier for

formate decomposition, that is, the backward reaction barrier of the Step 3. In Eq. 18,

∆Gthermal = ∆GHCOO∗ − ∆GCO2(g) − 1
2
∆GH2(g) is included to convert (Ef − Ed) to Gibbs

energy, where ∆GHCOO∗, ∆GCO2(g), and ∆GH2(g) are the thermal corrections to the Gibbs

energies for HCOO*, CO2(g), and H2(g), respectively, and are calculated using DFT with

the PBE functional.

To compute δGexp, we need Ef and Ed. Ed is set to the experimental activation energies

for formate decomposition.96�98,98�100 Ef is set to the experimental apparent activation barrier

(Eexp
act ) for the formate formation reported for di�erent copper facets and Cu/Si2O.96�98,98�100

In principle, Eexp
act is not equal to Ef , since E

exp
act is the e�ective barrier for the combination of

Steps 1, 2, and 3. However, it was shown that Ef ≈ Eexp
act is a good approximation since Step

3 is the rate-limiting step.99,101 In Ref.99, this approximation was examined for estimating

Ef for formate formation on Cu(100) and the error was only 0.047 eV.

Formate's coverage is then estimated as θHCOO = θ∗e
−δG/kBT with T = 473.15 K. The

upper bound, θupperHCOO, is obtained by setting free surface θ∗ = 1. Table 7 lists DFT and

experimental δG, and θupperHCOO. Both DFT and experiments give large δG, which leads to small

coverages for formate and suggests that formate does not participate much in WGSR over

copper. This is consistent with previous experiments in which formate was not observed after

the WGS reaction on copper.5,24 In summary, both DFT and experimental results suggest

that formate cannot cause a negative αCO2 for WGSR over copper.
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Table 7: Energy di�erence (in eV) between HCOO* and CO2(g)+1
2
H2(g)+* and the upper

bound of formate's coverage, calculated using PBE, HSE, and RPA. Experimental results
are listed for comparison.

δG θupperHCOO

DFT predictions:
PBE 0.349 1.9× 10−4

HSE 0.222 4.3× 10−3

RPA 0.334 2.7× 10−4

Experiments:
Cu(111) 0.72a 2.1× 10−8

Cu(111) 0.7998 3.8× 10−9

Cu(110) 0.4498 2.1× 10−5

Cu(100) 0.29− 0.5599 8.1× 10−4 − 1.4× 10−6

Cu/SiO2 0.73100 1.7× 10−8

a The apparent activation energies for the formation and decomposition of formate are
taken from Ref.96 and Ref.97, respectively.

3.7 E�ect of CO's surface coverage

Above analysis was based on the assumption that the adsorption energies do not depend on

the adsorbates' converges. This assumption is good for adsorbates that have low coverages.

Since PBE predicts large CO* coverage (θCO), in what follows we examine how CO's coverage

a�ects the kinetics of WGSR.

There are three surface step sites in the simulation cell, and we can accommodate up

to three CO molecules at these step sites. In this work, we do not consider the adsorption

of CO on terrace, since the adsorption energies on terrace are higher. The con�gurations

of the three coverages are shown in Fig. 8, with the adsorption energies listed in Table 8.

For all XC functionals, Eads
CO decreases as θCO increases. To incorporate such coverage-

dependent Eads
CO (denoted as Eads

CO,θ) in our microkinetic modeling, for each XC functional

we parameterize Eads
CO,θ in terms of θCO by performing piece-wise linear interpolation over

three points: (0, Eads
CO,θ=0), (2/3, E

ads
CO,θ=2/3), and (1, Eads

CO,θ=1). For the �rst point, we just set

Eads
CO,θ=0 = Eads

CO,θ=1/3. A linear interpolation ensures that the interpolation is monotonic.

We then perform microkinetic modeling using Eads
CO,θ. For HSE and RPA, their predictions
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Figure 8: Three di�erent CO coverages at surface step.

Table 8: CO adsorption energy (in eV) for di�erent coverages on the surface step of Cu(211),
calculated using PBE, HSE, and RPA functionals.

θCO PBE HSE RPA
1/3 0.947 0.725 0.554
2/3 0.910 0.688 0.520
1 0.612 0.394 0.245

for adsorbates' coverages do not change much by using Eads
CO,θ (Fig. S1 in SI). For PBE, the

major changes are: (a) CO's coverage decreases from 96% to 73%, (b) free surface increases

from 3% to 20%, and (c) TOF increases by 46 times. The �rst two changes are due to the

decrease of Eads
CO,θ at high CO coverage. The third change is due the increase of free surface.

For all XC functionals, the dominant mechanism and rate-limiting steps (see Table S4 in

SI) predicted by considering the coverage e�ect do not di�er much from the results obtained

without considering the coverage e�ect. The main reason is that Eads
CO,θ does not change the

reaction barriers inside the redox and carboxyl pathways.

PBE's prediction for CO's reaction order is improved by using Eads
CO,θ due to the increase

of free surface; however, PBE still predicts a negative reaction order (-0.23) for CO (Table

S5 in SI). This shows that PBE's overestimation for CO's adsorption energy can only be

alleviated, but cannot be fully resolved by considering the coverage e�ect. Therefore, an

accurate prediction for CO's adsorption energy is essential for a reliable modeling of WGSR.

On the other hand, HSE and RPA's predictions for all the reaction orders are not changed
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much by using Eads
CO,θ (Table S5 in SI).

3.8 Treat CO*, H2O*, and CO2* as 2D ideal gases

For an adsorbate whose translational barrier is smaller than kBT , it should be treated as a

2D ideal gas, as suggested by Sellers and Campbell.102 The adsorbate (denoted by X) retains

2/3 of its translational and rotational motion from its gas phase

SX∗ =
2

3
SX(g). (20)

In what follows, we examine this scheme by treating CO*, CO2*, and H2O* as 2D ideal

gases, since they are molecularly bound to the surface. We �nd that our �ndings in the

previous sections do not change much with this new scheme. The main reason is that the

energetics in the redox and carboxyl pathways are not a�ected much by this new scheme,

except the reaction steps that involve CO*, H2O*, and CO2*.

We note that this new scheme is reasonable for CO2* which binds weakly to the surface.

However, CO* and H2O* are not really 2D ideal gases, since their translational barriers on

surface are generally comparable or larger than kBT . For instance, the barriers for CO* and

H2O* to di�use along the surface step are 0.049 eV and 0.115 eV, respectively, which are

comparable or larger than kBT = 0.041 eV (with T = 473.15 K). Despite these observations,

we still treat CO* and H2O* as 2D ideal gases to examine the impact of this scheme on

the microkinetic modeling. For other adsorbates and all the transition states, we treat them

as �xed on the surface as in the previous sections, since they are either atoms or radicals

that bind strongly to the surface. Large binding energies generally result large translational

barriers.

Following Ref.,103 we �rst need to calculate the surface concentration of CO*, CO2*, and

H2O* (denoted as CCO, CCO2 , and CH2O, respectively). Since the entropy of a 2D ideal gas

is determined by its surface concentration, the surface concentration is then related to the
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pressures through Eq. 20. Surface concentrations for CO*, CO2*, and H2O* are calculated

as103

CCO = e1/3
(

PCO

kBT

)2/3

(21)

CCO2 = e1/3
(

PCO2

kBT

)2/3

(22)

CH2O = e1/3
(

PH2O

kBT

)2/3

, (23)

respectively, where PCO, PCO2 , and PH2O are their partial pressures. We also need to estimate

the surface coverages of CO*, CO2*, and H2O*, because they occupy certain space along

the surface step. Note that their coverages are not well de�ned, since they are modeled

as 2D ideal gases. We �rst calculate their Wigner-Seitz radii as rWS,CO∗ = ( 1
4πCCO

)1/2,

rWS,CO2∗ = ( 1
4πCCO2

)1/2, and rWS,H2O∗ = ( 1
4πCH2O

)1/2. Then their coverages along the surface

step are estimated as

θCO = dCu−Cu/rWS,CO∗ (24)

θCO2 = dCu−Cu/rWS,CO2∗ (25)

θH2O = dCu−Cu/rWS,H2O∗ (26)

where dCu−Cu = 2.684 Å is the distance between two nearest copper atoms along the surface

step. The free surface is then calculated according to Eq. 8 using θCO, θCO2 , and θH2O.

To perform microkinetic modeling, we also need the rate constants for surface reactions

that involve CO*, CO2*, and H2O*. The rate constants are calculated following Ref.104.

First, we calculate the Gibbs energy (G′
X∗) for X* (X* denotes CO*, CO2*, or H2O*)

G′
X∗ = G′

2D,X∗ +∆Gµ,X∗ (27)
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where G′
2D,X∗ is the Gibbs energy of X* which is treated as a 2D ideal gas

G′
2D,X∗ = EX∗ +

2

3
∆Gr,X(g) +∆Gv,X(g) − kBT ln(qt

′

2D,X∗) + kBT. (28)

Above EX∗ is the energy of X/Cu(211). ∆Gr,X(g) is the thermal correction to Gibbs energy

due to the rotation of X(g). The factor �2/3� is due to that the adsorbate keeps nearly

2/3 of its gas-phase entropy. ∆Gv,X(g) is the thermal correction to Gibbs energy due to the

vibration of X(g), and we assume that the vibrational motion of X(g) largely remains upon

adsorption. qt
′

2D,X∗ is the translational partition function per area for 2D ideal gas X*

qt
′

2D,X∗ =
2πmXkBT

h2
(29)

where mX is the mass of X. The reason for using translational partition function per area is

to be consistent with the use of surface concentration (CX) in rate calculations, as pointed

out in Ref.104. Note that G′
X∗ de�ned in Eq. 27 is not the Gibbs energy per molecule, because

the translational term in G′
2D,X∗ is −kBT ln(qt

′

2D,X∗) rather than −kBT ln(qt
′

2D,X∗/CX).

∆Gµ,X∗ in Eq. 27 is for preserving the overall WGSR energy. It adjusts the chemical

potential of X* to match the chemical potential of X(g). The reason for such adjustment is

that the chemical potentials of a 3D ideal gas and a 2D ideal gas, with the latter's entropy to

be 2/3 of the former one, are not equal. On the other hand, in our microkinetic modeling the

adsorption and desorption processes of X(g) are assumed to not be the rate-limiting steps,

and therefore X* and X(g) should have the same chemical potentials. By including ∆Gµ,

we restore the correct thermodynamics of the overall WGSR. The physical meaning of Gµ,X∗

is that it corrects the Gibbs energy of X*, which is modeled as a 2D ideal gas but is not

exactly a 2D ideal gas. ∆Gµ,X∗ is calculated as

∆Gµ,X∗ = GX(g) +G∗ −G2D,X∗ (30)
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where G2D,X∗ is the Gibbs energy per molecule

G2D,X∗ = EX∗ +
2

3
∆Gr,X(g) +∆Gv,X(g) − kBT ln

(

qt
′

2D,X∗

CX

)

+ kBT. (31)

For PBE, ∆Gµ,CO∗, ∆Gµ,CO2∗, and ∆Gµ,H2O∗ are 0.38 eV, -0.37 eV, -0.32 eV, respectively.

For HSE, they are 0.38 eV, -0.38 eV, and -0.36 eV. For RPA, they are 0.21, -0.45, -0.37 eV.

By including ∆Gµ in the microkinetic modeling, the surface reactions are then fully driven

by CO*, CO2*, and H2O* which are 2D ideal gases and have the same chemical potential as

their gas phases. What Sellers-Campbell's scheme does is to change their surface coverages,

which in turn a�ects the kinetics of WGSR.

Next we compute the rates for the surface reactions involving CO*, CO2*, and H2O*.

Note that this work is slightly di�erent from Ref.104: In this work, the reactions take

place along the surface step. Let's take the surface reaction CO*+O* → CO2*+* as

an example. Following the transition state theory, the rate of the forward reaction is

rf = kBT
h

q‡
(Wq′2D,CO∗)qO∗

(WCCO)θO, where W is the width of the surface step. Since W s in

the denominator and numerator are canceled out, we do not need to know the exact value

for W . WCCO gives the linear density of CO* along the surface step. q′2D,CO∗ is CO*'s

partition function and is the product of translational (qt
′

2D), vibrational (q
v), rotational (qr),

and electronic (qe) contributions: q′2D,CO∗ = qt
′

2Dq
vqrqe. qt

′

2D is de�ned in eq. 29. Wq′2D,CO∗

gives the partition function per unit length along the surface step. In practice, we calculate

rf by rewriting it in terms of Gibbs energies: rf = kBT
h

CCOθOe
−(G‡−G′

CO∗−GO∗)/kBT . G‡ is the

Gibbs energy of the transition state which is assumed to be �xed on the surface, and only

the vibrational contribution to G‡ is considered. Similarly, the rate of the backward reaction

is calculated as rb = kBT
h

CCO2θ∗e
−(G‡−G′

CO2∗
−G∗)/kBT .

Following above procedures, we perform microkinetic modeling. Adsorbate coverages

(denoted by �2D gas�) are summarized in Fig. 9. For comparison, we also show the coverages

calculated by assuming that all adsorbates are �xed on the surface and the results are denoted
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by �Fixed�. We note that the coverages of CO*, CO2*, and H2O* are independent of XC

functionals, since they are fully determined by their pressures. As a result, PBE now predicts

large free surface and small CO coverage. PBE's prediction for CO's reaction order is also

improved as shown in Table 9: A positive CO reaction order is predicted by PBE.

Table 9: Similar to Table 5. Apparent reaction orders are calculated by treating CO*, CO2*,
and H2O* as 2D ideal gases.

αCO αH2O αH2 αCO2

PBE 0.87 0.99 -0.45 0.00
HSE 0.04 0.91 -0.10 -0.02
RPA 1.24 1.77 -1.05 -0.20

Fig. 9 also shows that formate's coverages are still nearly zero with treating CO*, CO2*,

and H2O* as 2D ideal gases. The reason is that the relative energy between CO2(g)+1
2
H2(g)+*

and HCOO* does not change with this new scheme. Therefore our previous conclusion that

formate is unlikely to be the cause for the negative CO2 reaction order for WGSR on copper

still holds.

Figure 9: Adsorbate coverages calculated using di�erent XC functionals. �Fixed� denotes
that the adsorbates are �xed on surface. �2D gas� denotes that CO*, CO2* and H2O* are
modeled as 2D ideal gases.

In Table 10, we list the turnover frequencies, dominant mechanism, and rate-limiting

steps obtained by treating CO*, CO2*, and H2O* as 2D ideal gases. The predictions for

the dominant mechanism are similar to the previous case (see Table 4): PBE and HSE

still predict the carboxyl pathway to be dominant, while RPA predicts that both redox

and carboxyl pathways are important. This is not surprising, since the new treatment of
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CO*, CO2*, and H2O* does not a�ect the Gibbs energies of the transition states inside the

carboxyl and redox pathways. Table 10 also shows that PBE's TOF increases signi�cantly

compared to the previous case (Table 4). The reason is that Sellers-Campbell's scheme gives

large free surface (see Fig. 9(a)).

Table 10: Similar to Table 4. The turnover frequencies (site−1s−1), dominant mechanism,
and rate-limiting steps are calculated by treating CO*, CO2*, and H2O* as 2D ideal gases.
The degrees of control are listed in the parentheses.

TOF Tredox Tcarb Mechanism Rate-limiting steps

PBE 6.9× 10
−1 0.4% 99.6% carboxyl CO* + OH* → COOHc* + * (87.2%)

H2O* + * → H* + OH* (11.8%)

HSE 1.1× 10
−2 0.3% 99.7% carboxyl H2O* + * → H* + OH* (94.3%)

CO* + OH* → COOHc* + * (5.6%)

RPA 2.6× 10
−5 19.2% 80.8% carboxyl & redox COOHt* +OH* → CO2* + H2O* (40.1%)

COOHt* → COOHc* (22.0%)

CO* + O* → CO2* + * (19.2%)

CO* + OH* → COOHc* + * (17.6%)

3.9 Van der Waals e�ect

In the previous sections, PBE predicts that carboxyl pathway is dominate, while RPA pre-

dicts that both carboxyl and redox pathways are important. To investigate whether such

discrepancy is due to the lack of van der Waals (vdW) interaction in PBE functional, we per-

formed additional DFT-D3 calculations.105 The vdW interactions are parameterized based

on the PBE functional. Structures of adsorbates and transition states are re-optimized us-

ing the DFT-D3 functional, and the vibrational frequencies of the adsorbates and transition

states are then calculated using the DFT-D3 functional, based on which thermal corrections

to Gibbs energies are calculated. The results are listed in Table S.8 in SI. Microkinetic model-

ing is then performed based on DFT-D3 results. Overall, DFT-D3 results are similar to PBE

results. DFT-D3 predicts Tcarb=100%, a TOF of 0.0084 site−1s−1, and the rate-limiting step

to be H2O* + * → H* + OH* (with a degree of control of 99.6%). The similarity between
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DFT-D3 and PBE results suggests that the di�erence between PBE and RPA predictions is

not due to vdW interaction but is mainly due to their di�erent descriptions of short-range

chemical bonding between atoms.

4 Conclusions

Nowadays, DFT is widely used for modeling catalysis. In this work, we performed microki-

netic modeling of WGSR on copper using three levels of XC functionals (PBE, HSE, and

RPA functionals) to investigate how the choice of XC functionals a�ects DFT's predictions.

We found that the predicted kinetics of WGSR strongly depends on the choice of the XC

functionals. It is important to accurately predict CO adsorption energy which has a large

impact on the amount of free surface and CO coverage, as well as on CO and H2's reaction

orders. For instance, due to PBE's overestimation of CO's adsorption energy, it predicts a

high level of carbon (which contradicts to experiments) and a negative CO reaction order.

These issues can be �xed by simply correcting CO adsorption energy. The importance of us-

ing accurate CO adsorption energy was also pointed out by Zhao and coworkers recently.106

By using HSE values, CO's binding energy was improved which led to lower CO coverage

and a positive CO reaction order. In this work, we also investigated whether formate can

cause a negative CO2 reaction order for WGSR on copper. Our DFT results and previous

experiment results all suggest that formate has a low coverage and does not participate much

in the WGSR on copper. Therefore, CO2's negative reaction order, observed in WGSR over

industrial catalysts, should be due to other reasons.

An important observation in this work is that DFT predictions for the mechanism of

WGSR depend on the choice of XC functionals. PBE and HSE predict carboxyl mechanism

to be dominant, while RPA predicts both redox and carboxyl mechanisms are important.

Such observation does not change by considering coverage-dependent CO adsorption energy,

treating CO*, CO2*, and H2O* as 2D ideal gases, or considering vdW e�ect. Our �ndings
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suggest that caution should be taken when employing approximate XC functionals to investi-

gate catalytic processes, such as WGSR, in which several competing reaction pathways exist.

Note that the goal of this work is not to show that RPA functional is more accurate than

other functionals on modeling WGSR. Actually, RPA functional has its own problem: It un-

derestimates the overall WGSR energy, which has a large impact on its prediction for CO2's

reaction order. This work suggests that future development of accurate and computationally

e�cient XC functionals is required to achieve reliable modeling of WGSR.
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