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Aerosol jet printing (AJP) is a direct-write additive manufacturing technique, which has
emerged as a high-resolution method for the fabrication of a broad spectrum of
electronic devices. Despite the advantages and critical applications of AJP in the
printed-electronics industry, AJP process is intrinsically unstable, complex, and prone to
unexpected gradual drifts, which adversely affect the morphology and consequently the
functional performance of a printed electronic device. Therefore, in situ process monitor-
ing and control in AJP is an inevitable need. In this respect, in addition to experimental
characterization of the AJP process, physical models would be required to explain the
underlying aerodynamic phenomena in AJP. The goal of this research work is to estab-
lish a physics-based computational platform for prediction of aerosol flow regimes and
ultimately, physics-driven control of the AJP process. In pursuit of this goal, the objective
is to forward a three-dimensional (3D) compressible, turbulent, multiphase computa-
tional fluid dynamics (CFD) model to investigate the aerodynamics behind: (i) aerosol
generation, (ii) aerosol transport, and (iii) aerosol deposition on a moving free surface in
the AJP process. The complex geometries of the deposition head as well as the pneumatic
atomizer were modeled in the ANSYS-FLUENT environment, based on patented designs in
addition to accurate measurements, obtained from 3D X-ray micro-computed tomogra-
phy (l-CT) imaging. The entire volume of the constructed geometries was subsequently
meshed using a mixture of smooth and soft quadrilateral elements, with consideration of
layers of inflation to obtain an accurate solution near the walls. A combined approach,
based on the density-based and pressure-based Navier–Stokes formation, was adopted to
obtain steady-state solutions and to bring the conservation imbalances below a specified
linearization tolerance (i.e., 10�6). Turbulence was modeled using the realizable k-e vis-
cous model with scalable wall functions. A coupled two-phase flow model was, in addi-
tion, set up to track a large number of injected particles. The boundary conditions of the
CFD model were defined based on experimental sensor data, recorded from the AJP con-
trol system. The accuracy of the model was validated using a factorial experiment, com-
posed of AJ-deposition of a silver nanoparticle ink on a polyimide substrate. The
outcomes of this study pave the way for the implementation of physics-driven in situ mon-
itoring and control of AJP. [DOI: 10.1115/1.4049958]

Keywords: advanced manufacturing, aerosol jet printing (AJP), flexible and hybrid elec-
tronics, computational fluid dynamics (CFD)

1 Introduction

1.1 Motivation and Significance. Aerosol jet printing (AJP)
is a droplet-based direct-write additive manufacturing process,
which has emerged as a high-resolution method for the fabrication
of a broad spectrum of electronics, e.g., interconnects [1–3], optical
waveguides [4,5], optoelectronic devices [6–8], organic light emit-
ting diodes [8], quantum dot devices [9,10], fine-pitch electronics
[11], sensors [12,13], and transistors [14–16]. AJP has a large
stand-off distance, allowing for fine material deposition and device
fabrication on nonplaner surfaces (with feature sizes as small as
10 lm) [17–19]. It also accommodates a wide range of ink viscosity
(approximately 1–2500 cP). This implies that novel and advanced
ink materials, e.g., graphene oxide, PEDOT:PSS, carbon nanotube,

and noble metal nanoparticles, can be (ultrasonically or pneumati-
cally) nebulized and then additively deposited on a (flexible or
rigid) surface toward device fabrication. The underlying physics
behind ultrasonic atomization is based on high-frequency vibration,
while in pneumatic atomization, a high-pressure flow of an inert
gas results in droplet formation; these two mechanisms of aerosol
generation will be delineated in Sec. 2. Figure 1 exemplifies flexible
electronics, fabricated by the authors using the AJP process. Please
note that while AJP has been reliably utilized for the fabrication of
conformal electronics or printed 2-2.5D structures, complete three-
dimensional (3D)-fabrication is still a looming challenge.

Despite the aforementioned unique advantages and the broad
range of applications engendered by AJP, the process is highly
unstable, complex, and prone to gradual drifts in machine behav-
ior, leading to suboptimal (and sometimes unsatisfactory) material
deposition and device fabrication [21,22]. Formation of overspray
(and satellite particles), deposition of lines with discontinuous
edges, excess generation of aerosols, and inconsistent flow colli-
mation are examples of adverse phenomena, which cause a devia-
tion from optimal regimes in AJP process. To a great extent,
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changes in material formulation and properties are the leading
cause of the AJP process complexity. The fluctuation of material
properties stems from, for example, ink temperature instability as
well as solvent evaporation, leading to ink predrying and/or parti-
cle accumulation within the deposition head [22,23]. Conse-
quently, implementation of physics-driven in situ process
monitoring and control in the AJP process is inevitably a need. To
realize this objective, the authors have already introduced an
image-based platform for near real-time process monitoring as
well as closed-loop control in AJP, as delineated in Refs. [21],
[22], and [24–29]. The AJP system (machine) was integrated with
temporal and image-based sensors, allowing for near real-time
data acquisition from the process. In addition, a wide range of dig-
ital image/signal processing and control algorithms were devel-
oped for the characterization of two-dimensional (2D) and 3D line
morphology traits. Although the established platform has signifi-
cantly enabled AJP process monitoring and control, the underly-
ing aerodynamics and physical phenomena behind AJP have
remained unexplored. This gap is addressed in this study, which is
a direct continuation of the authors’ previous works [20–22], dedi-
cated to development of a 3D compressible, turbulent multiphase
flow computational fluid dynamics (CFD) model; the aim is to
investigate the underlying physical phenomena behind aerosol
generation, transport, and ultimately deposition in the AJP
process.

1.2 Literature Review and Identified Gaps. There are sev-
eral research works, which explore various aspects of AJP process
monitoring as well as material deposition.

Wang et al. [30] developed a dual-material AJP process to fab-
ricate tunable nanocomposites, utilizing both ultrasonic and pneu-
matic aerosol generation methods. The process was based on two
independently controlled streams of materials, mixed prior to aer-
odynamic collimation (in the deposition head). The dual-material
process allowed for deposition of nanocomposite structures as
well as real-time control of the properties of the deposited struc-
tures. In a research work by Efimov et al., the AJP process was
integrated with a spark discharge generator with the aim to deposit
dry silver nanoparticles (15–100 nm in diameter) on heated silicon
[31] and glass [32] substrates. As a result, this process does not
require postdeposition sintering. While presenting novel and origi-
nal AJP-based fabrication methods, these works did not explore
the physics behind particle generation, collimation, and deposition
on a surface.

Gu et al. [33] presented a new process monitoring method,
based on inkwells, for on-demand deposition rate measurements.
Chang [34] similarly presented a process control framework,
using digital image processing techniques in addition to a
vibration-based wavelet method to monitor the atomization pro-
cess in AJP. The method was capable of not only estimating a

stable fabrication time but also monitoring the morphology of
AJ-printed structures. Using central composite design, they inves-
tigated the effects of AJP process parameters on printed line mor-
phology. Overall, using the control framework, a 50%
improvement in completion rate as well as a 20% reduction in
process variation was obtained. However, no physical models
were presented in their study in support of the experimental
observations.

In a research work by Lombardi et al. [24], an image-based
method was introduced for closed-loop control of the AJP process,
including two types of controllers, i.e., proportional (P) as well as
proportional-integral (PI). The aim was to control line width as a
function of print speed (PS). The presented control method led to
an enhancement of both linewidth and electrical properties of
printed electronics. In a similar work, Thompson et al. [35] devel-
oped a velocity-regulated path planning algorithm to control the
AJP process. Similarly, Smith et al. [36] presented a method for
controlling the quality characteristics of AJ-fabricated flexible
electronics. Sun et al. [37] developed a statistical method (proc-
essing microscopic images) for quality modeling of AJ-printed
electronics. Using ensemble learning, a machine learning
approach, Li et al. [38] introduced a method for AJP process mon-
itoring and control. Verheecke et al. [39] as well as Mahajan et al.
[40] demonstrated offline characterization and optimization of the
AJP process for the fabrication of high-resolution silver intercon-
nects. No physical models were discussed in all these works.
Examination of the fundamental mechanisms and causes of pro-
cess drifts could aid in more efficient characterization, optimiza-
tion, and ultimately control of the AJP process.

Chen et al. [41] studied the effect of droplet size on overspray,
an important characteristic of line morphology. In this regard,
they developed a CFD model to investigate the principles of over-
spray formation as a function of the droplet size distribution and
ShGFR.

Feng [42] studied the deformation of a sessile drop under an
impinging jet. It was demonstrated that above a critical value,
when viscous forces become dominant (compared to surface ten-
sion forces), unsteady droplet deformation occurs. Feng [43] also
studied the dynamics of microdroplet impingement on a surface in
regard to postdeposition phenomena of spreading, receding-
relaxation, and wetting equilibrium. The results showed that when
the influence of viscosity is negligible, periodic oscillation and
aperiodic creeping-to-capillary equilibrium are discernable. In
addition, contact angles as well as droplet viscosity were identified
as two critical factors, influencing droplet bouncing after impinge-
ment remarkably. Feng, furthermore, investigated [44] the nature
of negative pressure distribution during pneumatic aerosol genera-
tion with respect to geometric parameters, using a CFD model.

Discrete phase in a microcapillary was studied in a research
work by Schulz et al. [45]. They showed that as aerosol flow

Fig. 1 Examples of electronic devices, AJ-fabricated at State University of New York
(SUNY)-Binghamton. (a) A silver nanoparticle-based hair-pin radio frequency filter, printed
on Kapton. (b) Multilayer capacitors, composed of silver nanoparticle and dielectric inks
(layer arrangement: conductor, dielectric, conductor). (c) A 1-in. long coplaner waveguide
structure made of silver nanoparticles on Kapton; the ground lines are connected to a con-
ductor layer via holes (adapted from Ref. [20]).
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velocity increases, the Saffman force becomes significant, leading
to radially inward movement of the particles within the capillary.
Similarly, Akhatov et al. [46,47] demonstrated that the Saffman
force, drag force, as well as particle inertia are the main factors in
the modeling of aerosol flow through long microcapillaries. In
another research work, Akhatov et al. [48] also presented solu-
tions for the problem of gas flow in a slowly converging
microcapillary.

Chen et al. [41] studied the effect of droplet size on overspray
with the aid of a CFD model. The objective was to explain the
fundamental principles governing overspray formation in AJP as a
function of sheath and aerosol gas flow rates as well as droplet
size distribution. In addition, the influence of particle impact
velocity and aerosol flow misalignment (stemming from an inter-
nal clearance in the deposition head assembly) on the formation
of overstay were investigated. They exhibited that the aerosol
flow collimation is enforced by Saffman lift force, acting more
significantly on larger droplets, implying that smaller droplets
contribute to the formation of overspray. They emphasized the
existence of a tradeoff between future size and overspray, and
thus the need for optimization of the atomization process to obtain
an optimum particle size distribution.

Overall, the aforementioned studies have explored various
aspects of the underlying physics behind AJP. However, they are
based on 2D-CFD models and/or consider a small portion of the
process. In addition, a few works [44,49] have been dedicated to
pneumatic nebulization in the AJP process. This work is to
address these gaps by forwarding a holistic 3D-CFD model that
includes not only the 3D geometry of the deposition head as well
as the pneumatic atomizer completely, but also all fundamental
physical models behind aerosol nebulization and deposition, such
as turbulence, compressible flow, and multiphase flow.

1.3 Goal and Objective. The goal of this research work is to
establish a physics-based computational platform for prediction of
aerosol flow regimes (as a function of AJP process parameters)
and ultimately, physics-driven control of AJP process. In pursuit
of this goal, the objective of the work is to forward a multiphysics
CFD model to investigate the underlying phenomena behind aero-
sol generation, transport, and deposition in AJP process. The aim
is to explain the causal aerodynamic phenomena behind experi-
mental observations, using a compressible, turbulent multiphase
CFD model developed for the flow of aerosols: (i) during aerosoli-
zation (atomization), (ii) within the deposition head, and (iii) after
deposition on a free surface. This work tests the hypothesis that
the complex aerodynamic states of AJP process is captured, using
a multiphysics CFD model.

The rest of the paper is organized as follows: In Sec. 2, the AJP
process along with its aerodynamic components (including an
ultrasonic/pneumatic atomizer, virtual impactor, and deposition
head) is discussed in addition to a review of the sensor-
instrumented experimental setup used in this work. The develop-
ment of a 3D-CFD model is delineated in Sec. 3, consisting of
geometry modeling, meshing, and setting up the governing equa-
tions. Experimental results, model validation, as well as simula-
tion results of aerosol generation, transport, and deposition are
discussed in Sec. 4. Conclusions and future work are presented in
Sec. 5.

2 Aerosol Jet Printing

2.1 Process. The AJP process is centered on atomization/neb-
ulization of an ink, which can be implemented pneumatically or
ultrasonically. Figure 2 illustrates both the modes of atomization.
In the pneumatic configuration, a high-pressure flow of an inert
gas is injected into the ink reservoir via a head (as will be demon-
strated later in Fig. 4 in Sec. 2.2) where due to the Venturi effect,
the ink is drawn upward through the capillary and then sheared by
the jet; as a result, a nonuniform mist/cloud of aerosols is

generated. Therefore, an aerodynamic separator, called the virtual
impactor (VI), is utilized to filter out droplets with low linear
momentum using an exhaust flow and deliver a uniform stream of
aerosols for deposition. In the ultrasonic mode of atomization
(UA), a transducer is used for direct aerosol/droplet formation.
The temperature of the UA process is kept constant using a chilled
water system to ensure uniform ink viscosity and mitigate
unavoidable process drifts during the deposition of material. A
bubbler filled with ink solvent(s) is used to deliver a saturated gas
flow for atomization and thus to compensate for solvent evapora-
tion. The ultrasonically generated aerosols are more uniform (and
to some extent finer) than those generated pneumatically
[23,50,51]; this precludes the need for a separator such as the VI
in the UA mode. The mean diameters of pneumatically and ultra-
sonically generated aerosols are approximately< 1 lm
and< 0.2 lm, respectively [51]. Relatively monodisperse aerosols
are generated using the ultrasonic mode of atomization, although
it has limited ability to nebulize viscous materials [50]. A pneu-
matic nebulizer is typically used when the liquid viscosity is in
the range of 20–1000 cP, and an ultrasonic atomizer is used for
low viscosity fluids (1–20 cP) [51]. The uniform stream of aero-
sols flows toward the deposition head where a surrounding flow,
called the sheath gas flow (ShGF), is introduced to collimate/focus
the central aerosol flow to a narrow beam, deposited on free sur-
face. The deposited material eventually experiences the postdepo-
sition phenomena of spreading, receding, relaxation, and
coalescence [43].

All printing experiments, discussed in the work, were carried
out using an Optomec AJ-300 aerosol jet printer (Albuquerque,
NM). Shown in Fig. 3, the experimental setup was further
equipped with a 5 MP charge-coupled device (CCD) camera

Fig. 2 Two configurations of aerosol generation in the AJP
process: (a) pneumatic-based and (b) ultrasonic-based. The
pneumatic atomization process further utilizes a virtual impac-
tor to deliver a uniform flow of aerosols.
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(Edmund Optics, Grasshopper, GS3-U3-50S5C-C, Barrington,
NJ), to acquire online images from the printed structures. The
camera was mounted on a 2.5X-10X variable magnification lens
(Edmund Optics, VZM 1000i, Barrington, NJ), illuminated by an
LED ring light (AmScope, Irvine, CA). This light source has a
maximum brightness of 30,000–40,000 Lux and a color tempera-
ture of 6000 K.

2.2 Pneumatic Atomizer. Demonstrated in Fig. 4, the pneu-
matic atomizer is composed of the following components: (i) a
head with an internal capillary and an orifice, generating a multi-
phase jet of aerosols (based on the Venturing effect); (ii) a long
stem, guiding the atomization gas flow toward the atomization
head; (iii) a jar/reservoir, containing ink; and (iv) a cap, which
ensures airtight operation and allows for ink temperature measure-
ments via insertion of a thermocouple.

2.3 Virtual Impactor. Figure 5 exhibits the main comple-
ments of the virtual impactor, including: (i) an impactor, which is
basically a converging nozzle; (ii) a collector, which separates
aerosols based on their linear momentum as a function of the
exhaust gas flow rate (we note that for the central aerosol flow,
not diverted toward the exhaust, this component acts as a diffuser,
resulting in a decrease in the flow velocity); (iii) a stem, guiding
the aerosol flow toward the impactor; and (iv) a retaining nut and
housing. The outlet stream of aerosols (more uniform in particle
size) flows toward the deposition head via a polymer tube, known

as the mist tube. Accumulation of aerosols within the tube (result-
ing in droplet formation and ultimately nozzle clog) is one of the
main causes of anomalies in the AJP process. Consequently,
purging/cleaning the mist tube regularly is a need to maintain
continuous AJP operation.

2.4 Deposition Head and Nozzle. The deposition head is the
last aerodynamic element in the AJP process, aiding in collimated
deposition of aerosols. As demonstrated in Fig. 6, it consists of:
(i) an upper plenum chamber (UPC); (ii) a lower plenum chamber
(LPC); (iii) a combination chamber (CC); (iv) a long converging
nozzle/microcapillary; and (v) a shell together with a retaining
cap. The UPC and LPC guide the sheath gas flow toward the CC
where it concentrically surrounds the aerosol flow. The collimated
aerosol flow then passes through the nozzle (made up of ceramic),
gaining momentum for deposition on a free surface. The exit
diameter of the nozzle is an influential factor on the width and
final morphology of the deposited material.

3 Development of a Computational Fluid Dynamics

Model

In this section, we forward a 3D CFD model to understand the
underlying dynamics behind aerosol transport and deposition in
AJP, and simulate formation of line topology under various pro-
cess conditions. Building a CFD model involves: (1) geometry
modeling; (2) meshing; (3) setting up the governing equations; (4)
specifying the boundary conditions as well as material properties;
and (5) selecting numerical schemes to solve a system of coupled,
linearized algebraic equations relating cell center values (having
discretized the governing partial differential equations (PDEs) of
the problem). We note that the discretization of the governing
equations is based on finite volume method. The simulation
results are verified with the physical conditions of the problem,
and then validated with offline experimental measurements. The
modeling and simulations presented in this study were carried out
in the ANSYS-FLUENT environment (V. 16.2). The objective is to
develop the numerical solution to a compressible and turbulent
multiphase flow problem: (i) in the deposition head (as an internal
flow problem); (ii) during deposition on a rigid and movable sub-
strate (as an external flow problem). In general, there are two
types of errors, namely, discretization and linearization. The for-
mer reduces with refining the mesh, while the latter decreases by
iteration. In our simulations, a linearization tolerance of 10�6 was
set for all conservation imbalances. This ensures obtaining an

Fig. 5 (a) The main components of the virtual impactor, (b) the
assembled VI unit, and (c) an X-ray CT scan of the VI, showing
the mechanism behind the aerodynamic separation of aerosols

Fig. 3 The AJP experimental setup, instrumented with a high-
resolution imaging system allowing for in situ image acquisi-
tion from deposited structures

Fig. 4 (a) The assembled PA unit; (b) the main components of
the pneumatic atomizer; and (c) obtained using X-ray computed
tomography (CT) imaging, a cross section of the atomization
head, showing the mechanism behind the formation of a jet of
aerosols, based on the Venturi effect
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approximate yet reliable solution to the mathematical model (con-
sisting of the governing equations and boundary conditions).

3.1 Geometry Modeling and Meshing. The 3D geometries
of the deposition head (together with its surrounding environment)
as well as the pneumatic atomizer were modeled based on accu-
rate dimensions obtained from X-ray computed tomography (CT)
imaging [22] and a patented design [52] (as will be illustrated in

Figs. 8 and 9 later in Sec. 3.2.4). The geometry of the deposition
head is composed of the following components: (1) ShGF inlet;
(2) upper plenum chamber; (3) lower plenum chamber; (4) combi-
nation chamber; (5) nozzle; and (6) a relatively wide cylindrical
volume (embedded beneath the nozzle to freely observe the
effects of aerosol deposition).

The geometry of the pneumatic atomizer consists of: (1) atom-
ization gas flow (AGF) port; (2) VI port; (3) jar/reservoir and cap

Fig. 6 (a) The main components of the deposition head, (b) a
cross section of the nozzle, obtained using X-ray CT imaging,
(c) the deposition head assembly, and (d) an X-ray cross sec-
tion of the assembly, showing the internal structure (adapted
from Refs. [22] and [26])

Fig. 8 A cross section of the deposition head, showing vari-
ous types of boundary conditions defined for the problem of
aerosol transport and deposition in the AJP process

Fig. 9 A cross-sectional profile of the pneumatic atomizer
along with four types of boundary conditions, including mass
flow inlet, pressure outlet, and no-slip stationery wall. Volume
fraction was used to define the ink volume in the flow domain.

Fig. 7 The main forces acting on an aerosol droplet in a shear
flow (adapted from Refs. [22] and [26])
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(atomization environment); (4) gas flow stem; and (5) atomization
head. Carried out using a high-resolution (submicron) X-ray sys-
tem (GE Phoenix NanomejX, Niskayuna, NY), the X-ray imaging
allowed for not only observation and accurate measurement of the
dimensions of the internal structures (of the assemblies and their
components), but also understanding the flow of material within
the assemblies (which aided in defining the boundary conditions
of the CFD model, e.g., the walls and internal surfaces).

The entire volume of the geometries is then meshed using a
mixture of smooth and soft quadrilateral elements compiled and
refined with respect to both curvature and proximity. To obtain an
accurate solution near the walls, three layers of inflation were con-
sidered on all surfaces (with a geometric growth rate of 1.2). This
is to ensure that equilibrium turbulent boundary layers are covered
with a sufficient number of cells [53]. In general, while generating
inflation layers, to some extent, aids in obtaining a more accurate
solution near a surface, it may lead to poor aspect ratio and thus
deterioration of mesh element quality. In fact, there is a tradeoff
between the number of inflation layers and mesh aspect ratio.

The term “soft” refers to the flexible behavior of a mesh ele-
ment in terms of size or the number of divisions where the ele-
ment mesh size may be affected by geometry features, e.g.,
curvature and proximity. In contrast, the “hard” behavior of a
mesh element strictly preserves the element’s size or shape. The
term “smooth” refers to the geometric quality of a mesh element.
To obtain a smooth mesh, the location and arrangement of nodes
are iteratively changed with respect to their neighboring nodes or
elements [53].

3.2 Governing Equations (Mathematical Model)

3.2.1 Mass, Momentum, and Energy. A combination of
density-based and pressure-based Navier–Stokes solution algo-
rithms was used, respectively, to obtain a steady-state solution to
the coupled multiphase problem, and to bring the conservation
imbalances below the specified linearization tolerance (10�6).
Once a steady-state solution has been achieved, unsteady discrete-
phase models are used to track a large number of injected particles
in the system, released from the aerosol flow inlet (see Fig. 2).
The conservation of energy (in addition to the conservation of
mass and momentum) is added to the model as a fundamental law
of fluid flow to account for the effects of compressibility at high
flow velocities. Equations (1)–(4) illustrate the basic governing
equations (in conservative integral form), which constitute the
basis for the flow of a compressible and Newtonian fluid.

Mass conservation :
@
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Equation of state: p ¼ qRT ðfor perfect gasÞ (4)

In Eqs. (1)–(4), q is the fluid density [kg=m3], v is the velocity
vector [m=s], n is surface normal vector, p is the fluid pressure
[Pa], l is the fluid dynamic viscosity [mPa � s], Cv is the heat

capacity at constant volume [J=K], T is the fluid temperature [K],
j is the fluid thermal conductivity [W= m Kð Þ], and R is the univer-
sal gas constant [m3 � Pa= K molð Þ]. SM and SE are the momentum
and energy source terms, respectively. Furthermore, t, V, and A,
are used to, respectively, represent: time, volume, and area in the
integrals and partial derivatives. U is the dissipation function,
defined as follows [54]:

U ¼ l
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In Eq. (5), u, v, and w are the x-, y-, and z-components of the
velocity vector, v, respectively.

3.2.2 Turbulence

3.2.2.1 Model. The realizable k–e viscous model [55] utiliz-
ing scalable wall functions was used to account for the effects of
turbulence—together with viscous heating/dissipation (accounted
for in the energy equation, Eq. (3)), streamline curvature, and
compressibility (for more accurate prediction of free shear
layers)—in aerosol flow. This is because the interaction between
the central aerosol flow and the focusing sheath gas flow in the
deposition head results in a combined, canonical flow character-
ized with secondary complex features, such as streamline curva-
ture, rotation, and vortices. The advantage of using the realizable
model is that it—unlike the standard and re-normalization group
models—allows for satisfaction of some mathematical constraints
on the Reynolds stresses (which, by definition, reflects turbulent
fluctuations in fluid momentum) [53,55]. The transport equations
for the realizable k–e model are shown in Eqs. (6) and (7)
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where k is the fluid turbulence kinetic energy [J=kg]; lt is the tur-
bulent/eddy viscosity [kg= s:mð Þ]; Prk and Pre are the turbulent
Prandtl numbers for the turbulence kinetic energy and dissipation
rate, respectively (Prandtl number is a dimensionless number, rep-
resenting the ratio of viscous diffusion to thermal diffusion); e is
the turbulence dissipation rate [J= kg:sð Þ]; eD is the rate of dissipa-
tion resulting from the fluctuating dilatation of compressible tur-
bulence [J= kg:sð Þ]; Sk and Se are the turbulence kinetic energy and
dissipation rate source terms, respectively. Note that PrE is the tur-
bulent Prandtl number for fluid energy. For the realizable k-e tur-
bulent model, Prk ¼ 0.82, Pre¼ 1.0, and PrE¼ 0.85 [53]. The rate

of strain of fluid elements is defined as: S ¼
ffiffiffiffiffiffiffiffiffiffiffiffi
2SijSij

p
where
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Sij ¼ 0:5 $vþ $vTð Þ. Furthermore, C1e ¼ 1:44 and C2e ¼ 1:92,
while C3e is evaluated on the basis of the local flow direction (rel-
ative to the gravitational vector) [53]. In Eqs. (6) and (7), starting
from the left-hand side, the first term—also known as the unsteady
term—represents the rate of change of turbulence kinetic energy
(k) and dissipation rate (e), respectively; similarly, the second and
third terms reflect the convection and diffusion transport, corre-
spondingly; the fourth term is the rate of destruction; and the other
remaining terms indicate the rate of production as well as sources.
Compared to other k–e models, the realizable model reflects the
spectral energy transfer more properly; this can be implicitly real-
ized by looking at the sixth term of Eq. (7), i.e.,

q max 0:43;
Sk

e

Sk
eþ5

� �� �
Se, where there is no dependency on the

eddy viscosity (lt) and thus, on the generation of turbulence
kinetic energy. Note that the destruction term in Eq. (7), i.e.,

q C2e
e2

kþ
ffiffiffi
l
qe
p , is not of singularity (because of

ffiffiffiffiffi
l
q e

q
in the

denominator).
Once both k and e have been obtained, the eddy viscosity—

assumed to be an isotropic scalar quantity and work well for jet
flows where only one of the turbulent shear stresses dominates
[53]—is updated using Eq. (8), as follows:
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k2

e
�

2:45cos 0:33cos�1 2:45
SijSjkSki

SijSijð Þ
3
2

 ! !" #

k

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
SijSij þ Xij � eijkxk � 2eijkxk

	 

Xij � eijkxk � 2eijkxk

	 

vuuuut

e

2
66664

3
77775
þ 4:04

0
BBBBBBBBBBBBB@

1
CCCCCCCCCCCCCA

�1

(8)

We note that the whole term inside the outermost parentheses
(called Fl hereafter) is constant in the standard k–e viscous model,
while here is a complex function of Xij as well as xk—in addition
to k and e known as the turbulence fields—which are the mean
rate of rotation tensor and angular velocity of the system of rota-
tion (moving reference frame), respectively.

3.2.2.2 Near-Wall Treatment. In this study, we used scalable
wall functions [53] to more accurately account for near-wall
effects on aerosol deposition in the presence of turbulence. Based
on the law of the wall [56], the flow and turbulence parameters
are expressed as a logarithmic function of the distance from the
wall, y (or y� in nondimensionalized form) as shown in Eq. (9).
Subsequently, a constraint is introduced, which prevents the wall
functions from deterioration in situations where y� falls below a
certain threshold as a result of grid refinement (i.e., when
y� � 11:225) [53], as mathematically stated by Eq. (10). We note
that the imposed constraint on y� (shown in this section for
momentum transport) is similarly applied to standard energy and
turbulence wall functions

vCl
0:25k0:5

sw=q
¼ 2:39 ln 9:79y�ð Þ (9)

y� ¼ max
qCl

0:25k0:5y

l

 !
; 11:225

" #
(10)

In Eqs. (9) and (10), v is the mean fluid velocity at a wall-
adjacent cell of interest [m=s]; Cl is the turbulent viscosity con-
stant; k is the fluid turbulence kinetic energy at the wall-adjacent

cell of interest [J=kg]; sw is the wall shear stress [kg= m:s2ð Þ]
defined based on Newton’s law of viscosity as

sw ¼ l @u
@y

	 

y¼0

where u and y are the x-component of velocity and

the distance from the wall [m], respectively. Similarly, y� repre-
sents the nondimensionalized distance from the wall. q is the fluid

density [kg=m3], and l is the fluid dynamic viscosity [mPa � s].

The term on the left hand-side of Eq. (9), i.e.,
vCl

0:25k0:5

sw=q
, represents

nondimensionalized velocity as a lumped combination of the flow
and turbulence parameters.

3.2.3 Discrete-Phase Modeling. A coupled two-phase flow
model (allowing for interphase exchanges of mass, momentum,
and energy between the continuous and discrete phases) was
established with the aim for: (i) steady/unsteady particle tracking
in the system and (ii) simulation and characterization of particle
deposition under various process conditions. All of our discrete-
phase simulations and calculations of particle trajectories were
performed, having obtained a fully converged continuous-phase
flow field.

Particle trajectories are calculated by time integration of the
force balance equation—i.e., Eq. (11), based on Newton’s second
law of motion written in a Lagrangian frame of reference—where
the forces acting on the particle are equated with the particle
acceleration

@vD

@t
¼

Fg þ FDg þ FSL

þFVM þ FPG þ FOthers

" #
(11)

In Eq. (11), vD is the discrete-phase/particle velocity vector
[m=s]. In addition, Fg þ FDg þ FSL þ FVM þ FPG represent the
gravitational, drag, Saffman lift, virtual mass, and pressure gradi-
ent forces per unit particle mass, correspondingly. Figure 7 dem-
onstrates the main forces acting on a droplet in a shear flow. The
gravitational force (per unit mass), Fg, equals gðqD � qÞ=qD

where qD represents the particle density [kg=m3]. Similarly, the
drag force, FDg, can be further defined as [53]

FDg ¼
v� vD

24qDd2
D

18lCDgRe

 ! (12)

where dDis the particle diameter [m], CDg is the drag coefficient,
and Re is Reynolds number. The denominator in the right-hand
side of Eq. (12) is termed as the particle relaxation time [57]. The
Saffman lift force, FSL, reflecting the lift acting on a small spheri-
cal particle in a slow shear flow [58,59], is given by Eq. (13).
Akhatov et al. [45–47,50] demonstrated the significance of this
force in modeling of high-velocity transport and deposition of
droplets through long microcapillaries.

FSL ¼
5:2q

ffiffiffi
l
q

r
Sijð Þ v� vDð Þ

qDdD SnmSmnð Þ0:25
(13)

Mathematically expressed by Eqs. (14) and (15), the virtual
mass, FVM, and pressure gradient, FPG, forces can be ignored in
situations where the density of the continuous phase is remarkably
lower than that of the discrete phase (i.e., q=qD � 1) [53]. In Eq.
(14), CVM represents the virtual mass factor, set at 0.5 in this
study. A more detailed review of forces acting on a microdroplet
is given as part of one of our previous publications on AJP [22].

FVM ¼ CVM
q
qD

vD$v� dvD

dt

� �
(14)

FPG ¼
q
qD

vD$v (15)
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3.2.4 Boundary Conditions

3.2.4.1 Deposition Head. Illustrated in Fig. 8, the following
boundary conditions were defined for the transport and deposition
of aerosols in the AJP process, modeled as a compressible, turbu-
lent multiphase flow problem.

(1) Mass flow inlet was the type of boundary set for the sheath
gas flow (ShGF), being in absolute frame of reference.
Based upon experimental sensor data (directly obtained
from the Optomec AJ printer’s data logger), both mass flow
rate and gauge pressure were set as a function of the
ShGFR. In addition, two turbulence parameters, i.e., turbu-
lent intensity and turbulent viscosity ratio, were set at 1.5%
and 10, respectively. The thermal condition of the inlet
ShGF imposed a temperature of 300K.

(2) Mass flow inlet was similarly chosen for the AGF. The
mass flow rate and gage pressure were set according to the
experimental data. The same turbulence parameters and
thermal condition as the first boundary conditions were
used.

(3) Stationery wall with no-slip condition using the standard
roughness model (having a roughness constant of 0.5) was
the type of boundary set for the main body of the deposition
head, which also includes the combination chamber as well
as the nozzle (all being at 300K). Furthermore, “reflect”
condition was the type of boundary set for the discrete
phase model (DPM), utilizing the generic erosion model
with a friction coefficient of 0.2.

(4) Pressure outlet was the boundary of choice for the atmos-
pheric environment surrounding the jet of aerosols deposit-
ing on the substrate, with “escape” condition for the DPM.
The turbulence component of the boundary was defined
using backflow turbulent intensity and viscosity ratio, set at
1.5% and 10, respectively (similar to the inlet conditions).

(5) Moving wall with no-slip condition (utilizing the standard
roughness model) was chosen to reflect the substrate condi-
tions. In addition, “wall-film” condition was the type of
boundary set for the discrete phase where the
particle–substrate interactions—including four regimes of
sticking, rebounding, spreading, and splashing [53]—were
estimated using Stanton-Rutland model.

3.2.4.2 Pneumatic Atomizer. Illustrated in Fig. 9, the follow-
ing boundary types were defined in the CFD model, reflecting the
governing conditions of pneumatic atomization in AJP:

(1) Mass flow inlet was the type of boundary defined for the
AGF. The first phase’s flow rate (i.e., nitrogen) as well as
the flow pressure was set based on experimental sensor data
(from Optomec AJ’s data logger). In addition, the second
phase’s flow rate (i.e., functional ink’s) was set to zero at
this boundary.

(2) Pressure outlet was the type of boundary defined for the
pneumatic atomizer’s exit flow.

(3) Stationery wall with no-slip condition was defined for: (i)
the body of the atomizer, (ii) the stem, and (iii) the head
(see Sec. 2.2).

(4) A volume fraction of 1 (i.e., 100% liquid) was patched for
the ink volume to enforce the presence of the ink in the
atomizer prior to simulation.

Please note that in the case of the UA, the CFD model would be
changed in a twofold manner: (i) change in the geometry (see
Fig. 2) and (ii) change in the mathematical model (including the
governing equations and the boundary conditions, delineated in
Sec. 3.2). The underlying physics behind the UA process is based
on high-frequency vibration and thus generation of capillary
waves (where the amplitude is the driving mechanism for aerosol
generation). The frequency of vibration in addition to surface ten-
sion and fluid viscosity are the governing variables in the UA

process. Hence, not only would the fundamental transport
equations—i.e., the Naiver–Stokes equations, the continuity equa-
tion, the energy equation, the equation of state, as well as the
equations used for turbulence and discrete-phase modeling—be
used, but also the physical equations capturing high-frequency
vibration and capillary wave formation would be an integral part
of the mathematical model.

4 Experimental Results

4.1 Materials. Supplied in-house, both sheath and atomiza-
tion gas flows are composed of a pure (4.8 grade) and dry stream
of nitrogen, flowing at ambient temperature (21 	C). The elec-
tronic structures were deposited on a flexible substrate, made up
of polyimide (UPILEX 125S, Ube Plastics, Tokyo, Japan). A sil-
ver nanoparticle ink (Paru Co., Seoul, South Korea), having a par-
ticle size of 80610 nm, was used for printing four-point probe test
structures (delineated in Sec. 4.2). The ink consists of the follow-
ing components, mixed with a ratio of 5:1 by weight, respectively:

(i) MicroPEPG007MOP: This part is composed of silver nano-
particles (
66 wt%) and 1-methoxy-2-propanol (MOP) as
solvent, and has a bulk density and viscosity of 1.5–2.5 g/
ml and 50 cP, respectively.

(ii) MicroPEPG007EG: This part is composed of silver nano-
particles (
33 wt%) and ethylene glycol (EG) as solvent,
and has a bulk density and viscosity of 1.2–3.3 g/ml and 39
cP, respectively.

4.2 Design and Analysis of Experiments. Detailed in
Table 1, a single-factor factorial experiment was designed and
conducted with the objective: (i) to investigate the influence of
ShGFR on line morphology and (ii) to validate the CFD model. In
this experiment, the ShGFR was randomly changed at four levels
of 40, 60, 80, and 100 standard cubic centimeter per minute
(sccm). Each treatment combination of the experimental design
was repeated three times. Atomization gas flow rate (AGFR) and
exhaust gas flow rate (EGFR) were set at 500 sccm and 450
sccm, respectively; as a result, an aerosol flow rate of 20 sccm
was obtained. Utilizing the pneumatic atomizer and a 300 lm noz-
zle, silver nanoparticle-based devices (illustrated in Fig. 10) were
printed on a polyimide substrate (nitrogen-dried, having rinsed
with isopropyl alcohol and acetone) at a speed of 4 mm/s. Work-
ing distance/standoff, i.e., the distance between the nozzle and the
platen, was set at 3 mm. Subsequent to printing, the devices were
sintered in a convection oven (Binder, Inc., Bohemia, NY) at
200 	C for 1 h. A 5-min equilibration time was taken between
each set point change to obtain a steady-state flow of material.
Prior to printing, the ink was ultrasonically sonicated for approxi-
mately 2 min to ensure uniform dispersion of particles in the ink
medium. Leading to an optimal process operability regime, the
aforementioned process parameters were selected on the basis of a

Table 1 Details of the designed experiment conducted to sys-
tematically investigate the influence of ShGFR on line
morphology

Parameter Value

ShGFR (sccm) 40, 60, 80, and 100
EGFR (sccm) 450
PS (mm/s) 4
AGFR (sccm) 500
Atomizer type Pneumatic
Nozzle size (lm) 300
Working distance (mm) 3
Ink Silver NP
Substrate Polyimide
Sintering type Oven (1 h at 200 	C)
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review of literature as well as the authors’ prior experimental
observations as delineated in Refs. [20–22].

From the fluid dynamics perspective, the nozzle size (diameter)
directly affects: (i) the flow of aerosols in the deposition head, (ii)
the width of the collimated jet of aerosols issuing from the nozzle
exit, and ultimately, and (iii) the width of the deposited material
(i.e., line width). Particle coalescence is the primary mechanism
of line formation on a free surface, followed by spreading, reced-
ing, relaxation, and wetting equilibrium [43]. The impact of noz-
zle size on deposited line width was studied by Mahajan et al.
[40]; it was observed that the line width declined with a decrease
in the nozzle diameter (from 200 lm to 100 lm).

4.3 Validation of the Computational Fluid Dynamics
Model. Using the high-resolution imaging system (delineated in
Sec. 2.1), online images were acquired from the central trace/line
of each printed device, as exemplified in Fig. 11. It is evident that
as the ShGFR increases from 40 sccm to 100 sccm, the line width
decreases. This implies that under steady aerosol generation and
transfer, thicker lines are deposited as a result of the increase in
the ShGFR. No significant amount of overspray was observed in
the range of 40–100 sccm. This is an indication of stable and colli-
mated material deposition.

Using the 3D-CFD model forwarded in this study, the colli-
mated deposition of aerosols on a free surface was simulated at
the four levels of the ShGFR, as demonstrated later in Sec. 4.5.
The changes in the line width were contrasted against both online
and offline experimental observations, plotted in Fig. 12. The
online measurements were based on the images captured using the
CCD camera (discussed in Sec. 2.1). Similarly, the offline meas-
urements were based on high-resolution images acquired using an
optical microscope (Carl Zeiss M1M Axio Imager, Oberkochen,
Germany). The online, offline, and CFD characterization of line
width was carried out based on an algorithm (developed in MATLAB

and PYTHON), which would analyze an image or the spatial coordi-
nates of a line and subsequently calculate the average line width on
the basis of individual column-by-column (or pixel-by-pixel) line
widths, having detected the line edges, as delineated in Ref. [22].

The trend estimated by the CFD model closely mimics that of
the offline measurements. In other words, there is not statistically
significant difference between the two trends (q¼ 0.93 where q is
the Pearson correlation coefficient). We note that the trend cap-
tured by the online images is slightly different, stemming from the
image-based measurements of the line width. The difference
between the online and offline measurements (which are based on
CCD camera and microscope images, respectively) arises from
different image properties. The difference, to a great extent, stems
from the less accurately defined line edges in the CCD images. In
addition, the intrinsic time difference between the online and off-
line image acquisition leads to different physical properties due
to, for example, solvent evaporation and drying, perceived as dif-
ferent line widths [22,60].

Fig. 10 (a) The dimensions of the electronic devices, depos-
ited using AJP and (b) the experimental design structure
together with real pictures of the printed devices

Fig. 11 Influence of the ShGFR (being in the range of 40–100 sccm) on: (a) the 2D and (b) the 3D morphological
characteristics of the AJ-deposited lines. An increase in the ShGFR leads to deposition of narrower lines. Insig-
nificant overspray formation is indicative of stable, collimated aerosol deposition. The 3D profiles were recon-
structed using the shape-from-shading method [21,22].

Fig. 12 Validation of the CFD simulation of line width versus
ShGFR with both online and offline experimental
measurements
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During the aerosol transport process, losses can occur due to,
for example, aerosol settlement and/or diffusion, which affect the
transport efficiency, the flow rate, and ultimately the scalability of
the process. It was observed, based on the authors’ experimental
observations, that losses significantly occur in the transfer line,
known as the mist tube (see Fig. 3), during the aerosol transport
process. To minimize the adverse effects of aerosol settlement in
the mist tube during the validation experiment and to ensure
repeatability of the results, the mist tube was cleaned prior to the
experiment. The combined material transport and deposition effi-
ciency were monitored by in situ quantification of the morphology
of the deposited material with the aid of image acquisition and
processing (as illustrated in Figs. 11 and 12). The CFD model was
established on the basis of the assumption that the material trans-
port losses would be negligible for short material deposition simu-
lations (typically less than 10 s) once steady-state conditions have
been reached.

The CFD model is utilized to investigate the influence of the
ShGFR on the flow of aerosols within the deposition head and on
the collimated jet of aerosols issuing from the nozzle (discussed in
Sec. 4.4) as well as after deposition of aerosols on a moving free
surface (discussed in Sec. 4.5). In addition, the underlying phe-
nomena behind pneumatic aerosol generation are explored in
Sec. 4.6.

4.4 Investigation of the Aerosol Flow in the Deposition
Head. Using the CFD model, several simulations were carried out
to understand the underlying phenomena behind experimental
observations. They were focused on the flow of material: (i)
within the print head and nozzle; (ii) during the deposition on a
free surface; and (iii) after the deposition (where the deposited

aerosols experience the phenomena of coalescence, spreading,
receding, relaxation, and wetting equilibrium [43]). Figure 13
depicts the influence of the ShGFR on the aerosol flow streamlines
as well as velocity profile within the combination chamber.

As the ShGFR increases, the flow of aerosols gets more colli-
mated in the form of a narrow beam, which is further accelerated
when passing through the nozzle. Based on the aerosol flow diam-
eter at the inlet and outlet of the combination chamber, a dimen-
sionless variable is defined, called the collimation ratio,
representing the ratio of the inlet flow diameter to the outlet flow
diameter. An increase in the collimation ratio is observed from
approximately 4 (at the ShGFR of 40 sccm) to 5 (at the ShGFR of
100 sccm).

To assess the stability of the aerosol flow, Reynolds number
(Re) was monitored at the combination chamber exit as well as at
the nozzle exit, plotted in Fig. 14 as a function of the ShGFR. It
turned out that the collimated flow of aerosols would remain lami-
nar even at the ShGFR of 100 sccm. This implies that stable
material transfer and deposition happen with respect to the set
experimental conditions (discussed in Table 1).

A comparison of the jet of aerosols (exiting from the nozzle) at
the four levels of the ShGFR is demonstrated in Fig. 15. The jet
width decreases as the ShGFR increases. This is an indication of
narrower and thicker deposition of the material on the substrate
(as observed experimentally in Sec. 4.3). We note that the stream-
lines ultimately diverge near the surface due to the surface barrier
and pressure accumulation. This phenomenon gets less prominent
as the collimation power (exerted by the sheath flow) increases
from the ShGFR of 40 sccm to the ShGFR of 100 sccm.

4.5 Investigation of Aerosol Deposition on a Moving Free
Surface. The impact of the aerosols on the substrate was investi-
gated, utilizing the Weber number (We)—defined as the ratio of

Fig. 13 Simulation of the collimation of aerosols within the
deposition head with the aid of the sheath gas flow (ShGF). The
aerosol flow is further accelerated by the nozzle before
deposition.

Fig. 14 Reynolds number (Re) versus ShGFR: (a) at the
combination chamber exit and (b) at the nozzle exit. The aerosol
flow remains laminar, indicative of stable aerosol transfer and
deposition.
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aerodynamic forces to surface tension forces—as illustrated in
Fig. 16. We note that there exists a wall film due to the continuous
deposition of the aerosols. Since the substrate is not heated, the
cold-wall-with-film model (also known as cold-wetting [53]) can
properly reflect the physics behind the aerosol impingement. Under
the presence of the wall film, when the Weber number is low (i.e.,
� 2, at the ShGFR of 40 sccm and 60 sccm), the impinging aero-
sols are reflected. On the other hand, at high Weber numbers
(observed at the ShGFR of 80 sccm and 100 sccm), the aerosols
stick to the substrate and contribute to the wall film formation.

The Taylor analogy breakup (TAB) model [53]—where the
droplet surface tension forces, drag force, and viscosity forces are
analogous to the restoring force, external force, and damping force
of a spring mass system, respectively—was employed for postde-
position analysis of the aerosol oscillation and distortion. Visual-
ized in Fig. 17, the normalized displacement represents the
displacement of the aerosol equator from its undisturbed position
(normalized with respect to the initial, undisturbed equator). Note
that those aerosols, deposited along the center of the line, are dis-
torted much more significantly than the edge aerosols, remaining
almost undistorted upon impingement. Consequently, the cross-
sectional profile of the line would be nonuniform, as implied from
Fig. 11. The magnitude of the distortion increases with the
ShGFR.

The line morphology is adversely affected as the PS increases
from 1 to 4 mm/s as illustrated in Fig. 18. This stems from the
spreading effect of the PS, which deprives the impinging aerosols
of initial wall film formation, subsequent coalescence, and ulti-
mately formation of a continuous line trace. In addition, tracking
the Weber number of the aerosols—defined as the ratio of the

inertia of a fluid to the surface tension—revealed that the aerosols
contribute to the formation of the thin wall film (and thus the line
trace) less significantly when the PS increases.

4.6 Investigation of the Aerosol Flow in the Pneumatic
Atomizer. The objective of this section is to discuss the underly-
ing physical phenomena behind pneumatic atomization (aerosol
generation) in the AJP process.

Fig. 15 Simulation of the deposition of aerosols on a free sur-
face under the influence of the sheath flow. As the ShGFR
increases, the jet width decreases, indicative of formation of
narrower and thicker lines.

Fig. 16 Impingement of aerosols on a cold surface with film
under various levels of the ShGFR. At large Weber numbers
(�2), the incoming aerosols stick to the substrate.

Fig. 17 Aerosol distortion from a spherical shape upon
impingement on a surface versus ShGFR, captured using nor-
malized displacement, based on the Taylor analogy breakup
model. The edge aerosols experience less distortion.
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As discussed in Sec. 4.2, the physics (including the boundary
conditions) of the model was setup based on experimental data.
The veracity of the model was corroborated by: (i) setting experi-
mental boundary conditions and (ii) obtaining a converged solu-
tion at the end of each transient simulation iteration. Please note

that obtaining real-time sensor data (which reflects the dynamics
of the pneumatic atomizer), other than the presented data, is
beyond the scope of this work. This requires sophisticated sensors,
inserted within the atomizer, allowing for measuring the velocity
and other properties of the atomization jet flow. Note that the sen-
sor insertion should be implemented such that the main atomiza-
tion stream remains undisturbed. Particle-size distribution can be
captured utilizing image-based sensors.

Particle-size distribution is influenced by the jet velocity (flu-
id’s inertia), ink viscosity, and ink surface tension. CFD simula-
tion of the jet velocity allows for estimation of the particle-size
distribution, which affects the morphology (and the functional
properties) of AJ-deposited electronic devices. In addition, simu-
lation of the velocity field of the atomization chamber—as a func-
tion of the orifice’s and the capillary tube’s diameter as well as of
flow conditions, such as flow rate and pressure—would be critical
from the atomizer design standpoint.

Having passed through the orifice, the AGF becomes com-
pletely turbulent, as implied from Fig. 19. This turbulent jet
flow—having a Reynolds number (Re) of about 7000 at the orifice
exit—breaks the ink, drawn upward based on the Venturi effect,
into a nonuniform mist (cloud) of aerosols. The aerosols, subse-
quently, are carried toward the atomizer’s outlet (and next, toward
the virtual impactor) by the AGF. This flow experiences expan-
sion twice: first at the orifice’s exit (as a single phase flow, com-
posed of N2), and second at the atomization chamber’s exit (as a
two-phase flow of N2 plus ink).

As exhibited in Fig. 20, the velocity field and the streamlines of
both phases indicate the presence of not only a turbulent two-
phase flow but also a vertex above the capillary tube (pertaining
to the ink flow). This phenomenon emerges when the ink flow is
sheared by the atomization jet, resulting in formation of aerosols.
The streamlines of Phase II (i.e., ink) reflect randomness and thus
turbulence in the atomization/nebulization process. In addition,
they imply that a significant portion of the generated aerosols may
be taken inward (back to the chamber) due to the occurrence of
the vortex. It seems there is no ink flow above the atomization jet
(acting as an aerodynamic barrier); however, due to the presence
of turbulence, the aerosols are mixed with the AGF jet, and even-
tually carried toward the atomizer’s outlet. Please note that the

Fig. 18 A CFD simulation of the influence of PS on AJ-printed
trace morphology, demonstrating the impingement and postde-
position coalescence of aerosols on a moving free surface. An
increase in the Weber number (We) is indicative of the fact that
that the aerosols contribute to the line formation more signifi-
cantly (by sticking to the wall film).

Fig. 19 The velocity field within the atomization head. The atomization jet (at the
orifice exit) is turbulent, characterized with a Re of approximately 7000.
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capillary tube’s diameter (under constant atomization conditions)
influences the momentum of ink delivery to the chamber (based
on the Venturi effect), the resulting ink vortex, and ultimately the
rate of aerosol generation.

Demonstrated in Fig. 21, the velocity vectors of Phase I reveal
another phenomenon, i.e., the occurrence of circulation above the
atomization jet. This is indicative of the fact that some of the fluid
in the atomizer is taken inward (back to the atomization chamber)
from both the upper and the lower edges. However, the lower
intake flow is much less significant than the upper one due to the
presence of the capillary tube and thus ink volume in that region.
Please note that this phenomenon is in addition to the intake flow
resulting from the vortex.

Furthermore, the orifice’s diameter influences the dynamics of
the issuing jet. For example, as implied from Fig. 21, increasing
the diameter would result in less (narrower) circulation and less
significant flow intake toward the atomization chamber. Also,
under constant atomization conditions, this would lead to more
significant turbulent flow (according to Reynolds number), affect-
ing the particle-size distribution.

As shown in Fig. 22, the ink in the capillary tube is drawn
upward due to the Venturi effect (as a result of reduction in the
fluid pressure). There is a rapid transition in the flow regime from
developing to fully developed. This can be attributed to the fact
that the ink flow is a viscous flow (the ink viscosity is approxi-
mately 50 cP). In addition, this phenomenon is implicitly apparent
from the graph illustrated in Fig. 22, where the ink flow velocity
initially increases (indicative of the developing region) and then
approximately levels off (indicative of the fully developed region;
this region is mathematically described as @w

@z ¼ 0, where w is the

z-component of velocity vector, V. Once the ink flow has reached
the turbulent region (at the end of the capillary tube), the velocity
starts rising again in a random fashion.

Please note that the length of the hydrodynamic entry region, L,
where the flow is developing, is mathematically expressed as

L ¼ 0:06
qvD2

l
(16)

In Eq. (16), q is the fluid density [kg=m3]; v is the velocity vec-
tor [m=s]; D is the characteristic length (i.e., diameter) [m]; and l
is the fluid dynamic viscosity [mPa � s]. Please note that as the
dynamic viscosity of a fluid increases, the length of the hydrody-
namic entry region, L, decreases.

Salary et al. [22] demonstrated that optimal material deposition
regimes exist when the ShGFR is in the range of 40–100 sccm.
The veracity of this observation was corroborated in this study

Fig. 20 The velocity field along with the streamlines of both
Phase I and Phase II within the atomization chamber, demon-
strating the presence of a turbulent, two-phase vortex flow
above the capillary tube (leading to aerosol generation)

Fig. 21 Normalized velocity vectors within the atomization
chamber, revealing the presence of asymmetric flow intake and
circulation

Fig. 22 The ink (Phase II) velocity as a function of elevation (z)
within the capillary tube (above the ink level). The ink flow
becomes fully developed rapidly, being under the influence of
viscosity (the ink viscosity is about 50 cP). Belonging to the last
time-step, all the points were sampled along the centerline of
the capillary tube from the developing flow region (DFR) to the
fully developed region (FDR) as shown by two arrows on the
volume fraction (VF) contour.

Fig. 23 The influence of the ShGFR (at two levels of 40 sccm
and 100 sccm) on the flow pressure as well as the aerosol flow
streamlines in the deposition head
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where it was shown that when the ShGFR increases (from 40 to
100 sccm), more focused and stable material deposition occurs
leading to dense deposition of aerosols with almost no formation
of overspray (as implied from Figs. 11 and 16). Furthermore, pres-
sure accumulation and nozzle clog at high ShGFRs (> 100 sccm)
were reported in [22]. As illustrated in Fig. 23, while the flow pres-
sure in the deposition head increases as a result of an increase in
the ShGFR, the aerosol flow streamlines still remain intact, con-
firming the existence of an optimal process operability regime in
the range of 40-100 sccm. In addition, the trend shown in Fig. 18
implies that electronic traces (lines) with optimal morphological
characteristics are obtained when the PS is at 1 mm/s; this trend is
consistent with the experimentally observed trend (discussed in
Ref. [22]), which concluded that a PS in the range of 1–1.5 mm/s
would lead to optimal line morphology.

5 Conclusion and Future Work

5.1 Conclusions. In this work, a 3D compressible, turbulent,
multiphase flow CFD model was forwarded to investigate the
aerodynamics behind: (i) aerosol generation (aerosolization), (ii)
aerosol transport (within the deposition head), and (iii) aerosol
deposition (on a moving free surface) in the AJP process. A facto-
rial experiment (consisting of AJ-deposition of silver nanopar-
ticles on a polyimide substrate) was conducted to observe the
influence of ShGFR on line morphology, and also to validate the
accuracy of the CFD model. A good agreement between the CFD
prediction of line morphology and the experimental measurements
was observed. The following conclusions were deduced from the
results of this study:

� As the ShGFR increases, the flow of aerosols gets more colli-
mated in the form of a narrow beam, which is further acceler-
ated when passing through the nozzle. As a result, narrower
and thicker structures are deposited on a substrate.

� Under the presence of wall film, at low Weber numbers, the
impinging aerosols are reflected, while at high Weber num-
bers, they stick to the substrate and contribute to the wall
film formation.

� The edge aerosols remain almost undistorted upon impinge-
ment, while those deposited along the line center, are dis-
torted much more remarkably.

� The atomization gas flow experiences expansion twice: (i) at
the orifice’s exit; and (ii) at the chamber’s exit. The atomiza-
tion gas flow becomes completely turbulent once it has
passed through the orifice. This turbulent flow breaks the ink
flow into a nonuniform mist of aerosols.

� It turned out that there would be a turbulent, two-phase flow
as well as a vertex above the capillary tube in the atomization
chamber. Due to the presence of the vortex, a significant por-
tion of the generated aerosols is pulled back toward the atom-
ization chamber. In addition, some of the fluid in the
atomizer is, additionally, drawn toward the chamber due to
the occurrence of circulation above the atomization jet.

� The ink flow in the capillary tube becomes fully developed
swiftly. However, once the ink flow has reached the turbulent
region, the velocity starts climbing randomly.

5.2 Future Work. Nebulization in the AJP process results in
formation of aerosols, typically having a diameter of 1–5 lm. In
order to observe the distribution of aerosols, the flow domain
should be meshed with micro-elements (cells), which make the
CFD model computationally expensive. This challenge will be
addressed as part of the authors’ future work. Furthermore, the
effects of compressibility (in terms of density and pressure
changes) during atomization will be investigated. This CFD study
will be expanded with incorporation of more critical AJP process
parameters, such as nozzle size as well as ink properties (viscos-
ity, solvent evaporation, etc.).
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Nomenclature

A ¼ area
CDg ¼ drag coefficient
Cv ¼ heat capacity at constant volume

CVM ¼ virtual mass factor
Cl ¼ turbulent viscosity constant
D ¼ characteristic length

dD ¼ particle diameter
FDg ¼ drag force per unit particle mass

Fg ¼ gravitational force per unit particle mass
FPG ¼ pressure gradient force per unit particle mass
FSL ¼ Saffman lift force per unit particle mass

FVM ¼ virtual mass force per unit particle mass
g ¼ gravitational acceleration vector
k ¼ fluid turbulence kinetic energy
n ¼ surface normal vector
p ¼ fluid pressure

Pre ¼ turbulence dissipation rate Prandtl number
Prk ¼ turbulence kinetic energy Prandtl number

R ¼ universal gas constant
Re ¼ Reynolds number

S ¼ rate of strain of fluid elements
SE ¼ energy source term
SM ¼ momentum source term
Sk ¼ turbulence kinetic energy source term
Se ¼ turbulence dissipation rate source term
T ¼ fluid temperature
T ¼ time
u ¼ x-component of the fluid velocity vector
v ¼ y-component of the fluid velocity vector
V ¼ volume
v ¼ velocity vector
v ¼ mean velocity vector

vD ¼ discrete phase (particle) velocity vector
w ¼ z-component of the fluid velocity vector

We ¼ Weber number
y� ¼ nondimensionalized distance from a wall

Greek Symbols

e ¼ turbulence dissipation rate
eD ¼ turbulence dilatation dissipation rate
j ¼ fluid thermal conductivity
l ¼ fluid dynamic viscosity
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lt ¼ turbulent/eddy viscosity
q ¼ fluid density

qD ¼ discrete phase density
sw ¼ wall shear stress
U ¼ dissipation function
xk ¼ angular velocity of the system of rotation
Xij ¼ mean rate of rotation tensor

Aerosol Jet Printing Terms

AGF ¼ atomization gas flow
AGFR ¼ atomization gas flow rate

CC ¼ combination chamber
CT ¼ computed tomography

DPM ¼ discrete phase model
EGF ¼ exhaust gas flow

EGFR ¼ exhaust gas flow rate
LPC ¼ lower plenum chamber

PA ¼ pneumatic atomizer
PS ¼ print speed

ShGF ¼ sheath gas flow
ShGFR ¼ sheath gas flow rate

UA ¼ ultrasonic atomizer
UPC ¼ upper plenum chamber

VI ¼ virtual impactor
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