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Abstract

Macdonald processes are measures on sequences of integer partitions built using the Cauchy
summation identity for Macdonald symmetric functions. These measures are a useful tool to
uncover the integrability of many probabilistic systems, including the Kardar—Parisi—Zhang (KPZ)
equation and a number of other models in its universality class. In this paper, we develop the
structural theory behind half-space variants of these models and the corresponding half-space
Macdonald processes. These processes are built using a Littlewood summation identity instead
of the Cauchy identity, and their analysis is considerably harder than their full-space counterparts.

‘We compute moments and Laplace transforms of observables for general half-space Macdonald
measures. Introducing new dynamics preserving this class of measures, we relate them to various
stochastic processes, in particular the log-gamma polymer in a half-quadrant (they are also related
to the stochastic six-vertex model in a half-quadrant and the half-space ASEP). For the polymer
model, we provide explicit integral formulas for the Laplace transform of the partition function.
Nonrigorous saddle-point asymptotics yield convergence of the directed polymer free energy to
either the Tracy—Widom (associated to the Gaussian orthogonal or symplectic ensemble) or the
Gaussian distribution depending on the average size of weights on the boundary.
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G. Barraquand, A. Borodin and 1. Corwin 2
1. Introduction

In commencing the investigation that resulted in this paper, our goal was
to prove limit theorems for the Kardar—Parisi-Zhang (KPZ) stochastic partial
differential equation (PDE) [KPZ86, Cor12, Qual2] in a half-space [CS18],
as well as for the log-gamma directed polymer [Sep12, COSZ14] in a half-
quadrant [OSZ14]. Half-space systems are considerably more complicated to
analyze than their full-space counterparts, and to us, the proper framework in
which to initiate our study seemed to be that of half-space Macdonald processes
(which we introduce here). Based on results from earlier analysis of zero-
temperature models like TASEP and last-passage percolation in a half-space
[BRO1a, BRO1b, BRO1c, S104, BBCS18b, BBNV18] (solvable via methods
of Pfaffian point processes [BR0S5]), one may predict a rich phase diagram
detailing the effect of the boundary strength on the fluctuation scalings and
statistics. Despite previous efforts [TW13b, TW13a, OSZ14], there were no
limit results known prior to our investigation (besides [BBCW18], which we
developed with M. Wheeler in parallel to the present work). Even in the physics
literature, the nonrigorous replica Bethe ansatz has proved difficult to apply, with
results limited to two special boundary conditions for the KPZ equation (pure
reflection [BBC16] or pure absorption [GLD12]).

In this paper, we develop the structural theory of half-space Macdonald
processes and explore some of the rich hierarchy of limits and specializations.
The theory of half-space Macdonald processes builds on the case of full-space
Macdonald processes [BC14] but also employs a number of novel ideas.

Before highlighting the new ideas and challenges that arise in this half-space
setting, we briefly recall the major developments in the full-space theory of
Macdonald process (see also the reviews [BG12, Bor14, BP14, Cor14]).

Using operators to compute expectations. Applying operators that act
diagonally on Macdonald polynomials to the normalizing constant
for the measure yields a general mechanism to compute expectations
of observables related to the operators’ eigenvalues. This idea
was introduced in [BC14], wherein Macdonald difference
operators were used extensively, and it is developed further in
[BCGS16, BG15, Dim18, GZ18].

(2 + 1)-dimensional Markovian dynamics. A general scheme to build
Markovian dynamics on two-dimensional triangular arrays preserving
the class of Schur processes (introduced in [Oko0Ol, ORO03]) was
proposed in [BF14a, Bor11]. These push—block dynamics were studied
in [BC14] in the Macdonald case, especially at the g-Whittaker level.
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Half-space Macdonald processes 3

Other dynamics preserving Macdonald processes connected to the RSK
algorithm were studied at the Whittaker level in continuous time in
[BP16, OP13] and in discrete time [MP17]. These RSK-type dynamics
were also studied earlier at the Whittaker level in [0°C12, COSZ14]
and later at the Hall-Littlewood level [BBW16, BP15, BM18].

Marginal Markov processes and their limits. Some marginals of these
(2 + 1)-dimensional dynamics are themselves Markov processes.
Some of these processes were new, while others have been introduced
earlier. This relation has provided some new tools in their studies. Let us
mention the g-TASEP [BC14, BCS14, BC13], g-Push(T)ASEP [CP15],
log-gamma directed polymer [BCR13, COSZ14, Sep12], strict-weak
polymer [CSS15, OO15], O’Connell-Yor polymer [BC14, OY01,
0’C12], KPZ equation [AKQ14, BGY97, BCF14, BCFV15, KPZ86],
Stochastic six-vertex model [BCG16, BBWI16, GS92], Hall-
Littlewood-PushTASEP [Gho17b] and ASEP [BCS14, BO17, BM18].

Connections to random matrix theory. Relations between the coordinates of
a random partition under the Macdonald measures (in particular, Hall-
Littlewood) and random matrices were explored in [Bor95, Bor99,
BG15, BP15, Ful02, GS15, GKV14].

Gibbsian line ensembles. After taking certain scaling limits, the algebra
disappears but the integrability remains in the form of a Gibbs property;
this is useful in extending one-point to process level asymptotics
[BCT17, CD18, CH14, CH16, CT16].

Curious determinantal identities. In a few specific cases, curious
determinantal identities allow us to relate certain functionals of the
Macdonald measure with the Schur measure or other determinantal
point processes [Aggl8, Borl8, AB19, BBCW18, BO17, OP17]. This
typically relates non-free-fermionic models to fermionic ones, and
greatly simplifies the asymptotic analysis.

KPZ universality class asymptotics. For all the above mentioned models, the
Laplace transform of observables of interest can be expressed as a
Fredholm determinant whose asymptotic analysis leads to KPZ-type
limit theorems [AB19, Barl5, BC14, BCF14, BCR13, BCFV15,
BO17, CSS15, FV15, Ghol7b, KQ18, OO15].

The story of (full-space) Macdonald processes is far from complete. Many
challenges remain such as computing the asymptotic behavior for the entire
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G. Barraquand, A. Borodin and 1. Corwin 4

measure, multipoint fluctuations (that is, convergence to Airy-type processes
and line ensembles) and asymptotics away from the edge (corresponding to bulk
eigenvalue statistics).

Given the success of Macdonald processes in studying systems like the
KPZ equation, log-gamma polymer model and ASEP, it is only natural
to seek an appropriate half-space version of the measures and associated
theory. There is a natural starting point based on the Macdonald polynomial
version of the Littlewood identities. However, there are difficulties—algebraic
(we need new operators to compute expectations of certain observables of
interest), probabilistic/combinatorial (we need new dynamics to deal with the
boundary) and analytic (our formulas do not organize themselves into Fredholm
determinants or Pfaffians). We overcome all of these, except for the analytic ones
where we still manage to obtain the expected phase diagram for fluctuations via
formal steepest descent analysis. Despite the lack of rigor in this last step, it is
the first time that this full phase diagram has been accessed for these models
(even in the physics literature).

We now provide a few details on each of these novelties. The reader not
familiar with Macdonald processes may skip this part on the first reading and
jump to Section 1.1.

Using Littlewood-type identities. The definition of half-space Macdonald
process (Section 2.3) relies on a Macdonald analogue of the Littlewood
symmetric function summation identity (24) from [Mac95] (The term
‘process’ versus ‘measure’ in ‘Macdonald process’ and ‘Macdonald
measure’ distinguishes between measures on interlacing sequences of
partitions and just on single partitions.). The (¢ = t) half-space (or
Pfaffian) Schur process was defined much earlier in [BR0S, S104] and
studied at length in [BBCS18b] in connection to stochastic processes
like half-space TASEP and last-passage percolation. The half-space
Whittaker measure was introduced in [OSZ14] (the corresponding
Littlewood identity is due to [Sta01]).

Markovian ‘boundary’ dynamics. In order to relate our half-space Macdonald
process to interesting stochastic processes, we construct local
Markovian dynamics on interlacing sequences of partitions, which
preserve the class of Macdonald processes (that is, applying the
dynamics to a sequence distributed according to one Macdonald
process yields, at a later time, another sequence distributed according
to a Macdonald process with modified parameters) and which have
Markovian projections when restricted to a few first or last parts of
the partitions (We will sometimes use ‘Macdonald processes’ as short
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Half-space Macdonald processes 5

for ‘half-space Macdonald processes’. To avoid any ambiguity, we will
always use precisely ‘full-space Macdonald processes’ when referring
to the original Macdonald processes from [BC14].). The existence
of such dynamics is far from evident. The novelty here (explained in
Section 2.4) is finding appropriate dynamics at the boundary of the
half-space.

Operators. In developing methods to compute distributional information about
marginals of these measures, we construct a new operator (denoted by
M: in the text; see Section 3.5), which is an analytic continuation of a
g-integral operator introduced by Noumi [NS12] (denoted by N or Ni
in the text; see Section 3.3) and which acts diagonally on Macdonald
polynomials. By applying this operator to the normalizing function for
the measure, we are able to prove a (g, t)-Laplace transform formula
for A; and A, (where A, and A, are the first and last parts of the partition
under the half-space Macdonald measure). The original Noumi operator
cannot be used in computing the Laplace transform of A; since in
doing so we must interchange an infinite summation in the definition
of the operator with an infinite summation in the normalizing function.
This interchange is not justifiable and, in fact, leads to the wrong
answer (see Remark 3.23). By working with the analytic continuation
operator M’ (which is encoded in terms of Mellin—Barnes-type integrals
with nice convergence properties), we may justifiably perform such
an interchange. When the parameter + = 0 (the case of g-Whittaker
process), this yields a g-Laplace transform formula for ¢!, which
cannot be derived from moment formulas due to the ill-posedness of
the moment problem for that random variable. We additionally prove
many other moment formulas as well as a Laplace transform formulas
using ideas that were present in [BC14, BCGS16].

Use of Plancherel specialization and a proof of [OSZ14] conjectural formulas.
Taking the Macdonald parameters t = 0 and ¢ — 1, and performing
appropriate scaling on partitions leads to the half-space Whittaker
process (this limit procedure is similar to that used in the full-space case
in [BC14]). The dynamics we constructed at the top of the Macdonald
hierarchy, when restricted to A, converge to the recursion for partition
functions satisfied by the half-space log-gamma polymer model. This
model was studied previously in [OSZ14] by way of applying the
geometric RSK correspondence to a symmetric weight matrix. That
approach only related the polymer partition function on the diagonal
(that is, at the boundary of the domain) to the Whittaker measure. Our
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dynamic approach readily relates the partition function in the entire
half-space to an appropriate Whittaker measure. This ability to work
off the diagonal is, in fact, key—it allows us to introduce a ‘Plancherel’
specialization into our Whittaker measure, which drastically improves
the decay properties of the Whittaker measure density and ultimately
allows us to rigorously derive Laplace transform formulas for the
associated polymer model. The polymer model that comes from this
Plancherel component is a mix of the log-gamma and O’Connell-Yor
polymers (as also considered in [BCFV15] in the full-space setting).
Having established formulas for the mixed model, we can then shrink
the Plancherel component to zero and by continuity we arrive at
formulas for the log-gamma polymer alone. Without the inclusion of a
Plancherel component, the relevant Whittaker measure formulas do not
have sufficient decay to rigorously justify the derivation of the Laplace
transform. In fact, in [OSZ14], the authors performed formal (that is,
neglecting issues of convergence and the applicability of the Whittaker
Plancherel theory) calculations to derive a Laplace transform formula
(both formulas (5.15) and (5.16) in [OSZ14]). They remarked, ‘It seems
reasonable to expect the integral formulas (5.15) and (5.16) to be valid,
at least in some suitably regularized sense.” We prove these formulas as
Corollary 6.41.

Two types of Laplace transform formulas. We prove two types of half-
space log-gamma polymer Laplace transform formulas. The first type
(Corollaries 6.40 and 6.41, coming from Theorem 6.38) is in terms of
a single n-fold contour integral (and is in the spirit of the speculative
formulas from [OSZ14] as well as formulas proved in the full-space
case in [COSZ14]). The second type, Theorems 3.12 and 3.20, is in
terms of a (finite) series of increasing dimensional integrals. Though
we are unable to write this as a Fredholm Pfaffian, it is the half-space
version of the Fredholm determinant expansion formulas that arise
in [BCR13] and proved, therein, quite useful for asymptotics. We
attempted to perform asymptotics (taking the system size n — 00)
using these formulas. At the level of studying the term-by-term limit
around the critical points of the integrals, we demonstrate convergence
to the expected Fredholm Pfaffian expansions that govern the half-
space KPZ universality class one-point fluctuation phase diagram.
Unfortunately, the presence of certain gamma function ratios preclude
establishing sufficient control over the tails of the integrals as well as
the series, as would be necessary to rigorously prove our convergence
results. Recently, asymptotics of flat initial data ASEP [OQR17] and
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Half-space Macdonald processes 7

multipoint formulas for polymers [NZ16] have likewise been stymied
by similar considerations, which have prevented rigorous asymptotics,
despite formal critical point results agreeing with predictions.

Pfaffian identities. Thus, we fall short of our initial goal of proving asymptotic
limit theorems. There is, however, one exception. In joint work
[BBCW18] with Wheeler—which came as an outgrowth of the present
project and [BBW16, WZJ16]—we found that for a special case of
the half-space Hall-Littlewood process (itself, a special case of the
Macdonald process when ¢ = 0, which relates to the half-quadrant
stochastic six-vertex model) the Laplace transform has an alternative
expression in terms of a related Pfaffian point process (the half-space
or Pfaffian Schur process [BR05]). Through this identity and known
asymptotic techniques for Pfaffian point processes, we were able to
rigorously prove the desired type of KPZ universality class asymptotics.
The presence of Pfaffians in this Laplace transform representation
encapsulates some crucial cancellations, which are not apparent in our
series expression. Unfortunately, this relationship to a Pfaffian point
process is presently mysterious and it is unclear if it generalizes beyond
the one special case (see Section 5.3 for more details).

1.1. Half-space Macdonald measures and processes. Half-space
Macdonald measures, defined more precisely in Section 2.3, are probability
distributions on integer partitions A = (A = Xy = --- > 0) for which (the
notation will be explained below)

1
P9 (L) = ————Po(p)E.(p¥).
() Z (o, p7) 5 (P)EL(p7)
Here P, are the Macdonald symmetric functions [Mac95, Ch. VI] depending
on two parameters ¢, ¢t (we assume that these parameters take values in [0, 1)
throughout) and &, is another symmetric function defined by

g)» = Z bZle//u

W even

where P,,,, Q,,, are skew Macdonald symmetric functions, b:‘ are explicit
(g, t)-dependent coefficients and the sum is over all partitions, which are dual
even (meaning that pty;_; = oy for all i). The symbols p*" and p represent
specializations of the algebra of symmetric functions that can depend on many
parameters, and Z(p, 0<) is the normalizing constant that is necessary to make
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G. Barraquand, A. Borodin and 1. Corwin 8

P?" a probability measure. Section 2.2 provides more details for all of these
objects.

Half-space Macdonald processes (Definition 2.3) are probability measures on
sequences of partitions whose marginals are half-space Macdonald measures.
Macdonald symmetric functions usually take a different name when their
parameters ¢, t are specialized to certain values. We will name our half-space
processes accordingly. The chart in Figure 1 depicts the hierarchy of these
degenerations and the relations between most integrable half-space systems
discussed in this paper. We will use P?, %' to denote the probability measure
and expectation operator for the Macdonald process, and P¢’, E?’ for the
Macdonald measure. Setting + = 0 and g general results in the g-Whittaker
case and we write P?, 7, where as setting ¢ = 0 and ¢ general results in the
Hall-Littlewood case and we likewise write ', [E’. When we consider further
degenerations (for example, the Whittaker case, ASEP etc), we will denote the
probability measure and expectation by P, E.

1.2. Computing expectations of observables. At the Macdonald level, we
are able to compute integral formulas for various moments and Laplace-type
transforms. A general scheme for computing expectations of certain observables
of Macdonald measures was introduced in [BC14, Section 2.2.3], and we
develop this into the half-space setting. As alluded to earlier, in order to compute
one of our (g, t)-Laplace transform formulas—see Theorem B—we need to
introduce a new operator M, which extends the action of N° from polynomials
but has better analytic properties. We briefly review our main Laplace transform
results (we leave the moment formulas, which are in the spirit of the earlier full-
space work of [BC14] to the main text—see Section 3).

Consider real variables xy, ..., x, € (0, 1) and a specialization p. We have the
(Littlewood) identity

Z Po(xi,....,x)E(p) = Z(x1, ... x5 0),
Py

where the function Z(xy, ...x,; p) has an explicit form (see Section 2.2). We
recognize on the left-hand side the unnormalized density of the half-space
Macdonald measure.

Assume that we have a linear operator A, acting on functions in variables
X{,...,X,, which is diagonal in the basis of symmetric polynomials {P;}
with eigenvalues {d;}. Applying A, to both sides of the above identity and
subsequently dividing both sides by the normalizing constant Z, we find that
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(Half-space Macdonald processes)

qg=0 0
o
Half-space Half—space
Hall-Littlewood process a=t g-Whittaker process
t=0 =
special case N Y qg—1
Pfaffian Schur process
[BROS, SI04, BBCS18b] l
4
Stochastic six-vertex model Half-space
in a half-quadrant [BBCW 18] Whittaker process
Y
Geometric LPP
in a half-quadrant
Y

continuous time Exponential LPP
in a half-quadrant [BBCS18b]
Half-line TASEP

zero-temperature

Half-space
log-gamma polymer

total asymmetry

Half-line ASEP

weak asymetry [CS18, Par19]

intermediate disorder [Wul8]

KPZ on R,

Figure 1. Hierarchy of half-space Macdonald processes and their degenerations.
The arrows mean that one has to take a specialization of parameters or a scaling
limit.

for the half-space Macdonald measure with p = (xy, ..., x,) and p¥ = p,

P(xy, ..., x)E A, Z(xy,...x;
E[dy] = de % (21 X )' »(p) _ (x x P)
Z(XI,....X,,, ,0) Z(xls"'xn’ p)

)

reY
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though one needs to justify that the infinite summation commutes with A,,. We
may also iterate the procedure to compute more complicated observables.

Such operators diagonalized by Macdonald polynomials are available. In
particular, we will use Macdonald difference operators D', and a variant of them

that we denote ﬁ;, for which
D;PK = er(qkltnilv sy q}wto)P)u ﬁ;PA. = er(qi)\]tlinv ey qi)wto)P)u

where e, is the rth elementary symmetric function. We will also use Noumi’s

. . . . IR
g-integral operator N (see Section 3.3), and a variant of it denoted by N, for
which

n )uitn—i+1 ; oo — n —}»,'[i ; o
NZPA=1_[(q 7;9) P. NnPA:l_[ (g™"1t'z; q) P

i (@2 ) @ e

where (X))o = (X5 §) oo = ]_[i>0(1 —q'x). Following arguments similar to [BC14,
BCGS16], we can make the above approach entirely rigorous for operators D/,
ﬁ; and N, and the action of these operators on the normalizing constant can be
expressed in terms of contour integrals (see Sections 3.2 and 3.4). Regarding the
g-integral operator NZ’, equation (1) is not true since we cannot justify moving
the operator inside the sum that defines Z (in fact, this interchange is not true
due to a lack of convergence when one tries to use Fubini). This is unfortunate

because the quantity
~ (@712

ol [ P ———
i (@M 7)o

is exactly what we need to compute in order to study the partition function of the
log-gamma polymer. This is why we introduce a different integral operator M,
which coincides with Ni on polynomials, but not on Z(xy, ..., x,; p), and has
better analytic properties. This is the main technical novelty of the present paper
regarding the computation of observables.

Let a, ..., a, be parameters in (0, 1). Consider the half-space Macdonald
measure with specializations p = (ay, ..., a,) and p¥ = p. We further assume
that the parameters ay, . . ., a, are close enough to each other (see the statements
of Theorem 3.12 and Theorem 3.20 for precise statements).

THEOREM A (Theorem 3.12). Let z € C\ R.(. We have

n

Fa! l_[ @1 D)o
iy (qkitn—iz)oo
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- 1/’”‘00 ds, /R+i°° ds, [ dw, dw,
Reico 20T 2im 2im

— k! Jroieo 2im

k
AL @) [T (=soT (1 +s)
i=1
k

N ) PO U [
L1 Gei(gw) ¢ (gmwd) (g™ — Dy’

2)

where R € (0, 1) is chosen such that 0 < q® < a;/a; for all i, j, the positively
oriented integration contours for the variables w; enclose all the a;’s and no
other singularity, and we have used the shorthand notations
AT (i) = 1—[ (¢ w; — g w)(w; —w)P (g ww;)(ww;)
: 1<i<i<k (@5 w; —w;)(g¥w; — w;)P (g wiw;)P (g w;w;)

and

L ¢ (wa;) IT(w; p) (2)oo
with IT(w; p) = >, Pi(w)Q;(p) (see (29) for an explicit expression,).

gq.t(w) — 1_[ ¢(w/aj) 1 ’ ¢(Z) _ (tz)oo’
j=

THEOREM B (Theorem 3.20). Let z € C\ R.. Under mild assumptions on the
specialization p, we have

n (q_kitiz)oo
q,t —
E(m ,,,,, an),p |:l_[ (qf)w-ti—lz)oo =
n 1 /R+1oo dS /RJrioo dsk
k! it Reico 207

dw dwy i
et B q.t g, .
i f T — A" (w) |_| I'(=s)I'(1+s;)

»
O

?”(w> ¢ (W) (—2)"
g "(g=sw;) Plgw)H (A — g w;’

3)

where R € (0,1) is chosen such that a; < q < aifa; for all i, j, the
positively oriented contours for the variables w; enclose all the a;’s and no other
singularity, and we have used the shorthand notation

—at Lpai/w) 1
G =[]
Jj=

L ¢(wa)) MT(w; p)
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The observables appearing in (2) and (3) above should be thought of as
Laplace transforms. When ¢ = 0 and ¢ — 1, these will become exactly Laplace
transforms of the random variables that we want to study. To be more precise,
take t = O for simplicity; using the g-binomial theorem (12), the left-hand side
of (2) becomes

Eq[ : ] -~ < Elgt]

(@7 2) e K,

where k!, denotes the g-deformed factorial (see (11)).

The proof of Theorem B is significantly more delicate than the proof of
Theorem A. This is because the left-hand side of (3) does not expand as a power
series in z. Indeed (we take again the case ¢ = 0 for simplicity of the exposition),

1 00 Zqu[qfk)»]]
Eq[(q“z)m} 2 Ky

k=0

Actually, the moments of ¢g~*' grow too fast to determine the distribution

uniquely (and sometimes they do not even exist). Formally taking a moment
generating series of moments would not yield the correct result (see Remarks
3.23 and 4.11). This is why we need to work with the integral operator M* instead
of the g-integral operator N in the proof of Theorem B in Section 3.4.

A similar moment problem issue came up in the study of full-space Macdonald
processes, and [BCFV15] developed an involved argument (using formal power
series in the variables of the Q Macdonald polynomial) to prove the g-Laplace
transform formula. That argument, however, cannot be applied here as there
is no Q polynomial or extra set of variables in which to expand. Thus, our
new operator M provides the only apparent route to prove Theorem B. It also
provides an alternative to the approach of [BCFV15] in the full-space case.

1.3. Models related to half-space Macdonald processes.

1.3.1. Log-gamma polymer in a half-quadrant. The log-gamma directed
polymer model was introduced in [Sep12] and further studied in [BCR13,
COSZ14, GRASY15, GS13, GRAS16, Gral7, OSZ14, NZ16, TLD14]. We
consider a variant residing in a half-quadrant of Z>.

DEFINITION 1.1 (Half-space log-gamma polymer). Let «, 5, ... be positive
parameters and «, € R be such that o; + o, > O for all i > 1. The half-space
log-gamma polymer is a probability measure on up-right paths confined in the
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(n,m)

Wagq ~ Gamma’l(ozo + ay)

/_\ W93 ~ Gamma’l(ag +a3)

1,1

Figure 2. An admissible path in the half-space log-gamma polymer.

half-quadrant {(i, j) € Z*, : i > j} (see Figure 2), where the probability of an
admissible path 7 between (1, 1) and (n, m) is given by

1
Zn.m 1—[ wi’j '

(i,j)em

and where (w,», j)i>j is a family of independent random variables such that for
i>j,w;~ Gamma ' (o; + a;) and w;; ~ Gamma™' («, + ;). The notation
Gamma ' (8) denotes the inverse of a Gamma distributed random variable with

shape parameter 6 (see Definition 6.24). The partition function Z(n, m) is given

by
Z(n,m) = Z 1_[ W j.

a:(1,1)=(n,m) (i,j)en

We show (see Proposition 6.34 below) that the observable g —*' admits a limit
to Z(t, n) when the parameters of the half-space Macdonald measure are scaled
correctly, t = 0 and g goes to 1 in an appropriate manner. This limit corresponds
to the half-space Whittaker process discussed in Section 6. To prove this result,
we study Markovian dynamics preserving half-space Macdonald processes
(actually, g-Whittaker processes) and interpret them in terms of new integrable
particle systems (see Section 4.3). We then show (following arguments from
[MP17]) that under these dynamics, ¢! satisfies a recurrence relation, which,
in the ¢ — 1 limit, relates it to the half-space log-gamma polymer partition
function.

Taking degenerations of integral formulas obtained for general Macdonald
measures, we obtain the following moment formula (see Corollary 6.36). For

Downloaded from https://www.cambridge.org/core. IP address: 72.68.178.247, on 01 Apr 2021 at 18:40:58, subject to the Cambridge Core
terms of use, available at https://www.cambridge.org/core/terms. https://doi.org/10.1017/fmp.2020.3


https://www.cambridge.org/core/terms
https://doi.org/10.1017/fmp.2020.3
https://www.cambridge.org/core
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t > nandk € Z.( such that k < min{2¢;, o; + .},

E[Z(t, n)*] = @..%dﬂ 1—[ We —wp 14+ w, + wp
) 2imr 2ir w,—wp—124+w, +w,

1<a<b<k

: 1+ 2w, ! 1 n |
xnl:[l1+wm—otol—[<a,-—wm_1>g<m), 4)

i=1

where the contours are such that for all 1 < ¢ < k, the contour for w, encloses
{—aj}icj<n and {we + 1, ..., we + 1} and excludes the poles of the integrand
ata, —landa; —1 (for1 < j < t). Note thatif £ > o; +«a; or k > a; + «, for
some i < j, the kth moment of Z (¢, n) fails to exist.

In order to go around certain technical issues, we also define a hybrid polymer
model corresponding to a sort of convolution of the half-space log-gamma
polymer and the O’Connell-Yor semidiscrete Brownian polymer. We will not
give its exact definition for the moment but refer the reader to Definition 6.33
for the details. We denote its partition function by Z(¢, n, t), where 7 is a
positive parameter (which correspond to the time in the O’ Connell-Yor polymer).
The random variable Z(t, n, T) weakly converges to the log-gamma partition
function Z(t,n) as T goes to zero so that Z(t,n, ) can be thought of as a
regularization of Z (¢, n).

The moments of the partition function Z(¢, n) (and Z(¢, n, v) as well) grow
too fast to determine its distribution uniquely. Nonetheless, by taking appropriate
degenerations of Theorem B, we are able to characterize the distribution of Z(z,
n) via the following Laplace transform formula, which is proved as Corollary
6.20 in the text (or more precisely, a consequence of it stated as (171)).

If the parameters «; > 0 are sufficiently close to each other, forany t > n > 1,
7>0andu > 0,

[ —uZ(t,n, 1’)] — Z /‘R+l°° dZ . /RJHOO dZ f dUl .. %
k! 2ir Reico 20T 2ir 2im

y l—[ —z;) (U —v) ' (v +v) ' (=2 — 2;)

(Z] + vl)(zl + UJ)F(UJ Zi)r(vi - Zj)

1<i<j<k

k - zi+v;
o | P — LR ACD R G
| s +20) G(—z;) T'(vi —20) zi + v

where R is chosen so that for all i, —«; < R < min{0, «,, 1 — «;}, the contours
for each variable v; are positively oriented circles enclosing the poles {o;}i<<n
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and no other singularity of the integrand, and

effvz/2 1‘[;:1 F(aj —0)
Iao+0) [Tz, T +v)

G(v) =

An important feature of (5) is the cross product

l—[ v +v)I(—z —z;)
I1i<j<k P =zl @i=z)
If the Gamma functions were replaced by their rational approximation around
zero, that is I'(z) ~ 1/z, we could recast the right-hand side of (5) as the
Fredholm Pfaffian of an explicit kernel and the asymptotic analysis would
become much easier. Unfortunately, this cross product grows with k as e,
which makes it difficult to control the series (5) as the number of terms n goes to
infinity. Similar issues involving a cross product with Gamma factors have been
encountered several times in exact formulas for models in the KPZ universality
class, in particular in [OQR17, NZ16].

1.3.2.  Relation to the work of O’Connell-Seppildinen—Zygouras. A model
equivalent to the half-space log-gamma polymer model was considered in
[OSZ14]. It corresponds to a log-gamma polymer model where paths reside
in the first quadrant, as in the usual log-gamma polymer, but the weights w; ;
are symmetric with respect to the first diagonal (w;; = w;;). Off-diagonal
weights are distributed as w; ; ~ Gamma™ ' (o; + o ;) while the diagonal weights
are distributed as w;; ~ %Gamma”(a,— + «,). One can identify the weight of
a path in this model with the weight of a path in the half-space log-gamma
polymer from Definition 1.1 up to a factor (1/2)*, where k is the number of
times the path hits the diagonal. Since there are 2*~! paths in the symmetrized
model, which correspond to the same path in the half-space model, the partition
function Z (t,n) of the symmetrized model is such that 4 (t,n) = %Z(t, n).
When t = n, the law of 7 (n, n) is a marginal of the push-forward of a symmetric
matrix with inverse-Gamma random variables by the geometric RSK algorithm.
[OSZ14] computed this push-forward (and hence the distribution of Z(n, n))
as the Whittaker measure (with slightly different notations than in the present
paper). By a formal (see Section 6.8) application of the Plancherel theorem
for Whittaker functions, they derived a conjectural formula for the Laplace
transform of Z(n, n) [OSZ14, (5.15), (5.16)]. Though [OSZ14] was unable to
prove this formula, they suggested that ‘it seems reasonable to expect the integral
formulas (5.15) and (5.16) to be valid, at least in some suitably regularized
sense’. In our present work, we show that our hybrid polymer provides such

Downloaded from https://www.cambridge.org/core. IP address: 72.68.178.247, on 01 Apr 2021 at 18:40:58, subject to the Cambridge Core
terms of use, available at https://www.cambridge.org/core/terms. https://doi.org/10.1017/fmp.2020.3


https://www.cambridge.org/core/terms
https://doi.org/10.1017/fmp.2020.3
https://www.cambridge.org/core

G. Barraquand, A. Borodin and I. Corwin 16

an appropriate regularization. The reason why this was inaccessible to [OSZ14]
was that their results (and connection to Whittaker measures) were restricted to
the diagonal and the hybrid polymer requires working off-diagonal, hence the
interest of our study of Markov dynamics on half-space Macdonald processes.
Using Whittaker Plancherel theory for our hybrid model and letting T go to zero,
we obtain the following formula.

For ¢t > n and any u > 0, we have (see Corollary 6.40)

E[e—uZ(t,n)]
B l r+ico ﬁ /r+im dZn 1—[ 1 1—[ I'(z; + Zj)
nrico 200 Joieo 20 5 Ui —2)) o Tei )
- e T t+2) 1y Tle;+2)
I'(zi —o; e —_—, 6
X ilj__[l (z Ol/)llj(u T + o) Jl:_[H F(Otj—i-Oli) (6)

where r > Oissuchthatr + o, > Oand r > «o; forall 1 <i < n. We show in
Corollary 6.41 how to deduce rigorously [OSZ14, (5.15), (5.16)] from the above
formula. Note that (6) is more general since we consider the partition function at
any point (¢, n), not only when ¢ = n.

Applying the geometric RSK algorithm to inverse-Gamma-distributed
matrices with other types of symmetries was further considered in [BZ19],
but the corresponding polymer models do not seem to be related to the present
paper. Dynamics on Gelfand-Tsetlin patterns restricted by a wall were studied
in Nteka’s PhD thesis [Ntel6], but it is not clear if this is related to our present

paper.

1.3.3.  Half-space stochastic six-vertex model. The stochastic six-vertex model
was introduced in [GS92] and further studied in [BCG16]. It was related to (full-
space) Hall-Littlewood processes in [Bor18] (see also [BBW16, BM18]). Half-
space variants of the stochastic six-vertex model and half-space Hall-Littlewood
processes were discussed in [BBCW18].

DEFINITION 1.2. Consider the half-quadrant {(x,y) € Z*;, : x < y}. The
stochastic six-vertex model in the half-quadrant is a probability measure on
collections of up-right paths (see Figure 3). We associate with each vertex a
Boltzmann weight determined by the local configuration of adjacent paths. In
the bulk, for a vertex (x, y) with x > y, there are six possible configurations and
we choose the Boltzmann weights as
P<—)= l—axay7 IP’(J )z(l—t)axay’
1 —taa, 1 —taa,
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Figure 3. Sample configuration of the stochastic six-vertex model in a half-
quadrant.

p( ] )=, P(F) =it

For a corner vertex of the form (x, x), we choose weights as

) () r( )

These weights are stochastic in the sense that
P(—)+r(d)=F()rr(] )=t
() ee(2) e er( )

We define a probability measure on configurations of up-right paths as follows.
We assume that there is an incoming horizontal edge to each vertex (1, y) on
the left boundary. Assume that for some n > 2, the incoming edge states of the
set of vertices {(x, y)}.+,=n are all determined. Choose the outgoing edge states
of these vertices by sampling from the Bernoulli distribution imposed by the
vertex weights above. This determines the incoming states of the set of vertices
{(x, ¥)}x+y=n+1, and iterating this procedure defines the probability distribution
of configurations on the whole half-quadrant. This implies that the probability
distribution of the restriction of the configuration to a finite set of vertices near
the origin such as in Figure 3 is given by the product of Boltzmann weights. We
refer the reader to [BBCW18, Section 3] for a more precise definition.
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Using the relation between half-space Hall-Littlewood measures and the
stochastic six-vertex model established in [BBCW18] (see Theorem 5.7), we
obtain moment formulas for the height function, stated as Corollary 5.8 in the

text:
E [ +0e0] = P da  f da 1—[ a2 1=tz
¢, 2im C 2in I<ici<k zi —tz; 1 —zz;
k 2 y X
TN T T
- Z,1—22 Ul —taiz; Tz —a
j=1 . J =1 Ji=1 .
where the contours Cy, ..., C,, all enclose 0 and a; are contained in the open

disk of radius 1 around zero, and the contours are nested in such a way that for
i < j the contour C; does not include any part of 1C;.

The half-space six-vertex model is a discrete-time version of the half-line
ASEP (see Definition 5.9). The formula above is similar to nested contour
integral formulas obtained in [BCS14] for the full-space ASEP using coordinate
Bethe ansatz. It is likely that the formula above can be obtained through
coordinate Bethe ansatz as well, and we plan to study this further in future work.

Owing to a refined Littlewood identity originally conjectured in [BWZJ15]
and later proved in [Rail8], [BBCW18] determined—for a certain initial data
and a specific boundary condition—the distribution of the height function at the
boundary for ASEP and the KPZ equation in a half-space using a limit of the half-
space stochastic six-vertex model. Note that with the techniques of [BBCW18]
is was possible to characterize the distribution of h(x, y) only when x = y.

1.4. Asymptotics. We turn to the asymptotic results that can be derived (at
least formally) from our formulas.

1.4.1. Log-gamma polymer. In Section 8, we perform an asymptotic analysis
of our Laplace transform formula (5) as n goes to infinity. We assume that the
parameters «; of the log-gamma polymer are all equal to some o > 0, and we
keep the boundary parameter «, arbitrary (thus we have weights distributed
as Gamma ' (o, + @) on the boundary and Gamma ' (2«) in the bulk). A
nonrigorous application of Laplace’s method yields the following limit laws.
(The digamma and polygamma functions are defined as ¥ (z) = diz log(I"(2))

and ¥, (z) = j; ¥ (z).) When «, > 0,

lim
n—0o0

onl/3

P (log(Z(n’ l’l)) _ fn < X) - FGSE(X)’ (7)
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where the quenched free energy f = —2W¥ (@) and 0 = /¥ (). When a, = 0,
lim P (10g(Z(n, n) — fn

O-n1/3

n—00

< X) = Fgoe(x), (®)

with the same free energy f = —2¥ («) and 0 = /W, (). When o, < 0,

_ x —t%)2
lim p (108Z@ ) = fun N\ (" e
Oy, n'/? —eo V2T

where the free energy becomes f,, = —¥ (¢ — a,) — ¥Y(a¢ + o,) and 0, =
Vi (a + a,) — ¥ (@ — o). Furthermore, if we scale o, close to the critical
point as a, = n~'"*0~'w, Fgop would be replaced in (8) by a crossover
distribution F(x; @) such that F(x;0) = Fgoe(x) and lim,_ o, F(x; @) =
Fgsg(x). It was introduced in [BR0O1b, Definition 4] in relation with asymptotics
of half-space last-passage percolation with geometric weights (see also [FNRO06,
BBCS18b, BBCS18a, BBNV18S]).

Let us make clear that unlike all results stated previously, Equations (7), (8)
and (9) are not completely proved, our asymptotics are nonrigorous at the level
of neglecting convergence of tails of series and only focusing on critical points.
Making these rigorous constitutes a significant challenge.

As o goes to zero, the free energy of the (half-space) log-gamma polymer
converges to the last-passage time in a model of last-passage percolation
with exponential weights in a half-quadrant. This model was considered in
[BBCS18b], where the analogues (as «,, « — 0) of the limit laws (7), (8) and
(9) were proved.

It is reasonable to expect that when «, + « is close to zero, the boundary
weights will be so large that their contribution to the free energy will dominate
and fluctuations will be Gaussian on the n'/? scale. On the contrary, if o, > o we
expect that the effect of the boundary should be limited, and fluctuations should
occur on the scale n'/? by KPZ universality. We explain in Section 8.1 how to
predict the critical o, between Gaussian and KPZ behavior. We also provide
heuristic arguments to explain the expression of the constants f, f,. and o, in
(7), (8) and (9).

dt, ©))

n—0oQ

1.4.2. KPZ equation limit regime. Among models in the KPZ universality
class, a central object is the KPZ equation—a stochastic PDE, which reads as
dh(t, x) = LAt x) + L[0.ht, )] +€ 1>0,x €R, (10)

where £ is a Gaussian space—time white noise. This stochastic PDE plays an
important role because many models with a parameter controlling the asymmetry
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or the temperature converge to the KPZ equation under a certain scaling
[AKQ14, DT16, HQ18, DGP17]. This fact is generally referred to as weak
universality. Exact formulas characterizing the distribution of ASEP or directed
polymers yield, after appropriate scaling, information about the distribution
of the solutions to (10). This approach has been successfully implemented
in [ACQ11, SS10, CDR10, Dot10, BCFV15] to determine the one-point
distribution of the KPZ equation on the line R, starting from several types of
initial data. Since we know that statistics in the KPZ class usually depend on
the geometry, it is natural to ask how the distribution would change for the KPZ
equation on another spatial domain, for instance a circle, a segment or a half-line.
A partial answer is provided in [BBCW18] for the KPZ equation on R, with
Neumann-type boundary condition 9, 4(¢, 0) = —1/2.

As in the full-space case [BC14, BCFV15], our formulas for the half-
space log-gamma should give, in the appropriate scaling regime, distributional
information about the KPZ equation on R, with Neumann-type boundary
condition 9,/ (¢,0) = A (or, in other terms, the free energy of the continuous
directed polymer model with a pinning at the boundary). It is not clear how to
rigorously take asymptotics of our Laplace transform formulas (5) and (6) in the
appropriate scaling regime. However, we consider in Section 7 the limit of our
moment formula (4) and we do recover moment formulas obtained in [BBC16]
for the partition function of the half-space continuous directed polymer (see
Corollary 7.1). (The approach in [BBC16] requires uniqueness of the system
of ordinary differential equations defining the delta Bose gas in a half-space
[BBC16, Definition 3.2], which has not been proved.) In particular, we relate
the parameter «, of the half-space log-gamma polymer with the parameter A
involved in the boundary condition for the KPZ equation (we simply have
o, = A + 1/2 with our scalings).

1.5. Outline of the paper.

Section 2 After providing some background on Macdonald symmetric
functions, we define half-space Macdonald measures and processes.
We also provide a general scheme to build dynamics on sequences of
partitions preserving the class of half-space Macdonald processes.

Section 3 We use operators, in particular Macdonald difference operators and
Noumi’s g-integral operator, diagonalized by Macdonald symmetric
functions, to produce integral formulas for moments and Laplace
transforms of Macdonald measures for general ¢, ¢t parameters.

Section 4 We study in more detail the case r = 0, ¢ € (0, 1), called half-space
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g-Whittaker process. We consider the degeneration of general formulas
and study a particular class of dynamics related to g-deformations of
the RSK algorithm, introduced in [MP17]. This allows us to relate the
half-space g-Whittaker process to the distribution of certain g-deformed
particle systems (Section 4.3).

Section 5 We study in more detail the case ¢ = 0, t € (0, 1), called the Hall-
Littlewood process. We provide moment formulas, which, using results
from [BBCW18], relate to the stochastic six-vertex model in a half-
quadrant.

Section 6 We consider the ¢ — 1 degeneration of the half-space g-Whittaker
process, called the half-space Whittaker process. The g — 1
degeneration of the dynamics studied in Section 4 gives rise to the
half-space log-gamma polymer. We also consider the degeneration
of our integral formulas and relate them to the log-gamma directed
polymer partition function.

Section 7 We define the KPZ equation on the positive reals and consider the
scaling of the log-gamma directed polymer at high temperature which
should lead to the continuous directed polymer, whose free energy
solves the KPZ equation. We show that under these scalings, our
moment formulas coincide with moment formulas previously obtained
for the continuous directed polymer in a half-space in [BBC16].

Section 8 We consider asymptotics of the free energy log (Z (n, n)) of the half-
space log-gamma polymer. We first provide probabilistic heuristics to
predict the constants arising in limit theorems, for different ranges of
o,. Then, we explain how, for each possible range of «,, the Tracy—
Widom GSE or GOE or the Gaussian Central Limit Theorem arises
from the Laplace transform formula (5). These asymptotics are, however,
nonrigorous.

2. Half-space Macdonald processes

After fixing some useful notations and providing background on symmetric
functions, we define in this section half-space Macdonald processes and explain
a general scheme to build Markov dynamics preserving the set of such measures.
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2.1. g-analogues. Throughout the paper, we assume that 0 < ¢ < 1. Recall
the definition of the g-Pochhammer symbol

@qn=0-a)l—aq)...(1 —ag"™") and (a:q)s =] ](1 —ag").

i=0

When there is no ambiguity possible, we may write simply (a)., instead of
(a; q)oo- Since ll_qu goes to n as g goes to 1, it is natural to define the g-integer

[n],, the g-factorial k!, and g-binomial coefficients (Z)q as

1—q" (a5 D <n> (45 9)n
[n], = , kl,=—"—=1[11,...[k],, ="
1y T =g ! TNk, (@ DG Dk
(1D
The g-binomial theorem states that for |z| < 1,
i e g _ (a2 ) 12)
~ (@D @D
The g-exponential function is defined as
1
e(2) = ————. (13)
! (1 = 9); D

The g-binomial theorem shows that e, (z) converges as g goes to 1 to the usual
exponential ¢* uniformly on any compact set in the complex plane. The g-
Gamma function is defined by

(@ Poc(l —g)'F
r(z) = .
/(@) (4% @)oo

(14)

When z is not a negative integer, I, (z) converges to I'(z) as g goes to 1. We
refer the reader to [AAR99] for more details.

2.2. Background on Macdonald symmetric functions. For a more
comprehensive overview on (Macdonald) symmetric functions, see [Mac95] or
[BC14, Section 2.1].

2.2.1. PFartitions and Gelfand-Tsetlin patterns. A partition A 1is a
nonincreasing sequence of nonnegative integers A; > A, = ---. The length
of A is the number of its nonzero parts and is denoted by £(A). The weight of
A is denoted as |A| := ) . A;. If |A| = n, one says that A partitions n (notation
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Half-space Macdonald processes 23

A F n). The transpose A’ of a partition is defined by A} = |{j : A; > i}|. Let Y
be the set of all partitions and let Y, be its subset of partitions of length k. We
will generally use Greek letters like A, u, k, v, 7, T to represent partitions. The
empty partition (such that A, = 0) is denoted by @. We will denote by m;()) the
multiplicity of the integer i in the sequence A, and sometimes use the notation
A=1m2m

A partition can be identified with a Young diagram or with a particle
configuration in which for each i, there is a corresponding particle at position
A; (see Figure 4). For a box O in a Young diagram, leg(0J) is equal to the number
of boxes in the diagram below it (the leg length) and arm(O) is equal to the
number of boxes in the diagram to the right of it (the arm length). A partition is
even if all A; are even. We write u € A if u; < A; for all i and call A/u a skew
Young diagram.

A partition p interlaces with A if for all i, A; > p; > A;4. In the language of
Young diagrams, this means that A can be obtained from u by adding a horizontal
strip in which at most one box is added per column. We denote interlacing by
© < A. In terms of the particle representation, interlacing refers to the interlacing
of the locations of the two sets of particles. See Figure 4 for illustrations of some
of these definitions.

2.2.2.  Symmetric functions. Symmetric functions are defined with respect to
an infinite number of formal variables (we will generally use arguments like
x = (x1,Xx2,...) or y = (y1, ¥», ...) although the order of variables does not
matter, or simply leave off the argument of a symmetric function when it is not
important). We denote the algebra of symmetric functions by Sym. It can be seen
as a commutative algebra R[py, p,, ... ], where p;(x) = x¥ + x + ... are the
Newton power sum symmetric functions, and we refer the reader to [Mac95, 1]
or [BC14, Section 2.1.2] for more details.

The skew Macdonald P (Q) functions P, ;, (Q;,,) (see [Mac95, Ch. VI]) are
symmetric functions indexed by skew partitions A/u that have coefficients in
Q(g, t), which is the space of rational functions in two auxiliary parameters g, ¢
(we will assume them to be in [0, 1)). For A € Y, define symmetric functions

E= Y bl (15)

' eY even

where ‘el’ stands for ‘even leg’, and b;‘ € Q(q, 1) is given by

1 _ qatZ-H
- - O =
b= ] bu@). bu@)=11—¢g o (16)
Oepn 1 O ¢ [,L

leg(O) even
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)] (i) (iii)
] ‘
arm J ’]
leg
/l,, /l,,_l e /12 /ll
e L e L N\ L ™ L
HMn-1 Hn-2 o H2 Hi

Figure 4. (i) Young diagram corresponding to the partition A = (6, 4, 2, 2, 1); the
black box has arm length « (W) = 4 and leg length ¢(M) = 3. (ii) Young diagram
corresponding to A’s transpose A" = (5, 4, 2, 2, 1, 1). (iii) The diagram contains
a horizontal strip in gray added to the diagram pu = (6, 3, 1, 1); the gray boxes
are also the skew diagram «/u, where « = (8, 5,2, 1, 1).

with £ = leg(0) and a = arm(D) in the definition of b, (1) (see Figure 4 for the
definitions of leg(O) and arm(0)).

Macdonald symmetric functions satisfy the following combinatorial formula
[Mac95, VI, (7.13)]. For two partitions A, u such that A/u is a horizontal strip,
define coefficients

F@ 1) f (gt

o/ = nlgi@g(k) Fghi—miti=i) f(gri—risiti=i) ’ a7
_ F@ 0 f g
Vi = ngigjgau) F@ it f(grmi Ty (18)
where f(u) = (tu; q)oo/(qU; ). Then, we have that
- @) =1
PA/#()C], ey xn) = Z 1—[ W)‘(i)/)‘(i—l).xi‘)h I=IA ‘, (19)

A am=D =1
where the sum runs over sequences of partitions such that
p=20caVc...ca” =,
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Half-space Macdonald processes 25

where for all 1 <i < n, A/A%=Y is a horizontal strip. Similarly,

Oinrieeox) = > [ewopen 21 (20)
,,,,, Aln=1) =1
2.2.3. Identities. We recall certain identities involving symmetric functions,
which will be utilized in the remainder of the paper. In this section, all
summations run over the set Y of all partitions, unless otherwise specified.

The skew Cauchy identity [Mac95, VI.7] holds for two sets of formal variables

x and y:
D P Qe () = T(x: ) Y Quye(3) Prye (1), 1)
where I1(x; y) is given by [Mac95, VI, (2.5)]
My =Y P@)Qc(y) = [ #uy) where ¢(x) = % (22)
K« ij>1 > /00

Macdonald P and Q functions also satisfy a sort of semigroup property called
branching rule whereby [Mac95, V1.7]

D P Pup(y) = Pop(x,y) and Y 00u(0) Qun(y) = Qupi(x, ).

(23)
Turning to the &, function, from [Mac95, V1.7, Ex. 4(i)] we have
D)= b Px) =] ]dwx). (24)
v'eY even i<j
It follows from the definition of £, along with (23) that
D Qi uE) = Eix, ). (25)
n

From there, one can show (see for example [BBCW18, Proposition 2.1]) that

)=o) Y bIPL). (26)
v'eY even

Combining (21) with (26) yields

ZEM(X)PH/A(y) =M (x;y) @(y) Eilx, y), (27)
©“
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and in particular

Y £ PL(y) = T(x:y) D(y). (28)
w
In the following, we will refer to (28) as the generalized Littlewood identity.

2.2.4. Specializations. A specialization p of Sym is an algebra
homomorphism of Sym to C—see [BC14, Section 2.2.1] for a more involved
discussion. We denote the application of p to f € Sym as f(p). The trivial
specialization p = & takes the value 1 for the constant function 1 € Sym and
0 for all homogeneous functions f € Sym of higher degree. The union of two
specializations p;, p, is defined via the relation

Pi(p1, p2) = pr(p1) + pe(p2).

Since the power sums p; span Sym (algebraically), one can extend the definition
of the union to any symmetric function. Notationally, we will write the union of
p1, p2 by putting a comma between them.

We say a specialization p is Macdonald nonnegative if for every skew diagram
A/, Py (p) 2 0. For nonnegative numbers o = {a};>1, 8 = {Bi}i>1 and y such
that Z,. a; + B < oo, we define the specialization p = p(«, 8, y) by

M 0) = 3w Qun(p) = expyin [[ 2D 1 4 gy, 29)
i>1

s (itt; q)oo

It has recently been proved in [Mat19, Theorem 1.4] that a specialization p is
Macdonald nonnegative if and only if p = p(«, B, y) for some «, B, y as above
(the if part is not hard to show; the only if part was conjectured by Kerov in 1992).
Note that we have used the same notation as I7(x; y), where x is specialized into
a single variable u and y is specialized into p. The «; variables are called usual
(because they correspond to the usual notion of evaluation of a polynomial into
some variables), the §; are called dual and the y is called Plancherel. When p
only involves usual variables «y, ..., o (and all other «, 8, y are zero), P; is
supported on partitions A of £(A) < k and is a polynomial in the variables «;;
when p only involves dual variables f, ..., B; (and all other «, B, y are zero),
P, is supported on partitions A of £(A") < k (in other words, all A; < k).

Specializations of Sym allow us to turn the formal summation identities of
Section 2.2.3 into analytic ones. In particular, if there exist 0 < R < 1 and
specializations pi, p, such that for all k > 1,

Ipe(o)| < R* and  |pi(o1) pe(p2)| < R,
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then the formal identity (28) becomes, after specializing x into p, and y into py,

Y &) Pi(p)) = M (p1, p) P (), (30)

reY

where the sum is absolutely convergent.

2.2.5. Orthogonality. Macdonald symmetric functions P, and Q; form a basis
of Sym, and they are orthogonal with respect to the scalar product -, -), , defined
by

W p

(Pu» Pi)gs = Limy ]"[z"““)m (A)']"[

When specialized into n usual variables, Macdonald symmetric functions are
polynomials in these variables, and they are orthogonal with respect to another
scalar product, introduced in [Mac95, VI, (9.10)]. In [BC14, Section 2.1.5], it is
written as

— - dz; 1 - i/Zjsq)oo
(f.8) = / F@z@m @[]0 mi'@) = g [ /ey deo
T i=1 i

(2imr)"n! gt (tz2: /255 @)oo

where T” is the n-fold torus ({eZi”Q}ge[Q]))". Using the identity (22), we may

write (TC.x). Py
X)), L0
(_x) =
QA (P)n P)\>/
Similarly (28) would suggest

£ & (H(',X)CD('),/P,\(')Y
(P)u PA)

’

but this does not make sense because @ has singularities on the torus, and (28)
is not valid with such arguments. Thus, we rewrite the scalar product as

d
(f. &) / f(z)g(z—bmq’(z)]"[ : (31)

where z7! = (1/z,, ..., 1/z,). (This is actually the original definition in [Mac95,
VI.9].) Since for w € T, w = 1/w, the scalar products (-, -)" and {(-, -)) coincide
on polynomials, and Macdonald symmetric polynomials are orthogonal with
respect to (-, -)) as well, with the same norm. In (31), the integrand is analytic
as long as f and g are, so that we may use Cauchy’s theorem and deform the
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contour. It is particularly convenient for us to take the contour as ¢T, where
0 < ¢ < 1. We obtain using (28) that

= ; -1 q.t . &
E(x) = A /W Pz Y (z, x)®(2)m! (z)g o (32)

REMARK 2.1. A very similar scalar product (-, -)) appears in [BCPS15a,
BCPS15b, Borl7, BP18]. More precisely, taking s = 0 in [Bor17, Theorem
7.2], we recover the orthogonality of Hall-Littlewood polynomials with respect

to {{-,-)-

2.3. Definition of half-space Macdonald processes. We define half-space
Macdonald processes in terms of a certain type of paths in the sector {(i,
j) € Z* : 0 < j < i} decorated with Macdonald nonnegative specializations.
An analogous definition of Pfaffian Schur processes—which are a particular
case ¢ = t of the following—was described in [BBCS18b, Section 3.2].
An alternative but equivalent definition of half-space Macdonald processes
was provided in [BBCW18, Definition 2.3]. The paths we consider are half-
infinite and oriented, starting at (400, 0) and proceeding to some (i, 0) before
proceeding by unit steps along upward and leftward edges until the diagonal, at
which point there is a final edge connecting that point to (0, 0) where the path
terminates. We will call such a path @ and denote its set of vertices as V (w) and
edges as E (w). Denote the set of vertical edges by E'(w), of horizontal edges by
E“ (w) (we do not include edges along the x-axis) and the singleton containing
the diagonal edge by E“ (w). The set of all such paths will be denoted by £2.
Note that the last diagonal edge is a single edge, not a union of all of the V2
length edges between consecutive diagonal lattice points. Likewise, V (@) does
not include these intermediate diagonal points. We introduce a natural ordering
on vertices: v < v’ if v comes before v’ in w; likewise define similar precedence
ordering on edges as well as between vertices and edges.

We label each edge ¢ € E(w) with a Macdonald specialization p,. We label
each vertex v € V(w) by a partition A" with the convention that A = & for all
v with y-coordinate equal to 0. Figure 5 provides an example of one such path
(the @ vertices have been labeled, but all other vertices and edge labels are not
present in the figure).

For a given path € £2 and set of specializations p = {p,}.cg.), We associate
a weight to the sequence of partitions A = {A"},cy(w):

wmn = [ we. (33)
e€E(w)
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®
A

A

A

Re
Re

A
Re

6] 6]

Figure 5. A possible path w € §2. The vertices with y-coordinate O are labeled
with trivial partitions, while all others are (not shown) labeled with partitions and
all edges are labeled with Macdonald nonnegative specializations.

where the weight of an edge e is given as follows. Let « denote the partition at
the start of e and p the partition at the end of e. Then,

Ec(pe) ife € E<(w),
W(e) = { Quulpe) ife € E-(w),
P(p.) ifec EN(w).

We use the convention Py, = 1 so that if e is a leftward edge with y-coordinate
0, then W(e) = 1.

PROPOSITION 2.2. Assuming each term on the right-hand side is finite,

YW= J] T p)PUecriwpe)- (34)
Y e<e':

ecEN(w),

¢’ cE< (w)UEY (v)

Proof. This can be proved through applying (specializations of) identities (21),
(23), (25) and (27). We provide a pictorial proof that explains in which order
these identities must be used. Figure 6 provides a graphical representation for
the meaning of each identity.

Starting from any path w, one may apply these elementary moves until @
is reduced to the trivial path (with x-coordinate always equal to zero), which
assigns weight 1 to trivial partitions and O otherwise. Figure 7 provides a step-
by-step illustration of this reduction process. Keeping track of the products of IT
and @ terms yields the desired formula. O
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P2 P1 01,02
@ -
<«
p <
(b) K] = P1,02
P2 o
D
P2
(=Tl e
© Pi = 01 x (o1, p02)

Pz

) 2 _ Pl,PZ//@
© ? o = ey = x Tl(py1, p2)D(p1)

Figure 6. Graphical representations of summation identities. The boxes represent
vertices whose partitions are being summed over; the directed edges are labeled
by Macdonald nonnegative specializations; the blobs represent other terms that
may arise in the weight of a path @, which are not involved in these identities.
Graphics (a) represents the branching rule (23) for Macdonald polynomials Q,
(b) represents the branching rule for polynomials P, (c) represents the skew
Cauchy identity (21), (d) represents (25) and (e) represents (27).

:

DEFINITION 2.3. For a given path w € §2 and a set of Macdonald nonnegative
specializations p = {p.}.cEw) such that (34) is finite, the half-space Macdonald
process ]P’Z,’fp is a measure on the sequence of partitions A = {A"},cy () given by

W)
[T T(pe; pe)P(Uecrt@wpe)

e<e':
ecEN(w),
e'cE (w)UEY (w)

N Py—
P () =

The half-space Macdonald measure is a measure on a single partition. It is
a special case of the process when the path w = /1, that is, the path with only
one vertex above the x-axis at position (1, 1). In that case, the only nontrivial
partition is A" (which we will just write as A) and the only specializations that
matter are those for the upward edge into (1, 1), which we denote by p, and
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’]

(Sl

>
>
>
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>rer—>1e]
(gad

3

Figure 7. To compute the normalizing constant for a path @, one sums over all
nontrivial partitions labeled by vertices. The boxes represent these summations,
and the figure shows the sequential application of the identities in Figure 6. The
multiplicative factors of IT and @, which arise from each summation are not
shown nor are the specializations.

that of the diagonal edge out of (1, 1), which we denote by p* . The half-space
Macdonald measure is then simply written as ]P"é’; - and is explicitly given by the
formula

P.(p)E(p¥)
(p; )P (p)
It is convenient to also introduce an expectation operator, which for the half-
space Macdonald process is denoted by ]Ez)'p and for the measure is denoted by

]Eq’t

p.04"

PZ’[ v (}\) =

P

It is easy to show using the relations in Figure 6 that various marginals of half-
space Macdonald processes to subsequences of A remain half-space Macdonald
processes. In particular, for a particular vertex v € w, the marginal distribution
of AV under the half-space Macdonald process IP’Z)’;; is given by the half-space
Macdonald measure IP’qp’ytp (1), where

o= |J e ad o= (J o

e<viecEN(w) e>viecE(w)

REMARK 2.4. (Full-space) Macdonald processes [BC14] can be defined in
a similar manner. The difference is that the paths « that index Macdonald
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processes start at (4-00, 0) and end at (0, +00). The weight of a collection of
partitions on vertices of the path is still given by the product of specialized skew
Macdonald P or Q functions along the edges.

REMARK 2.5. Macdonald (and in particular, Schur) processes are commonly
defined as measures on sequences A = (A, ..., A™) and p = (uV, ...,
wN=D) of partitions satisfying the interlacing condition

AP ouP cA®PouPc..ou™ A 5 g,

In the context of half-space Macdonald processes, we could similarly define
our measure on such a set of partitions by fixing Macdonald nonnegative
specializations pg , ... px_, o1 » - -, py and defining a weight

W, 1) == P (p5) Qs (07) Prcr i (1) =+ Prawpv-n (o3 _1) Exm (pg)-

This was the definition employed in [BBCW18, Definition 3.2] and [BR05]
in the Schur case. It is easy to match this measure to a half-space Macdonald
process indexed by a particular choice of path @ (which maximally zigzags from
the x-axis to the diagonal). More general choices of w come from choosing trivial
specializations (which force equality of consecutive partitions). Thus Definition
2.3 is equivalent to [BBCW18, Definition 3.2]—see also [BBCS18b, Remark
3.6] about the equivalence between both formulations.

The next proposition is a useful identity in law valid only when the diagonal
specialization is the evaluation into a single variable (see Section 8.1 for an
application). In the Schur degeneration, one recovers [BR01a, Corollary 7.6]
(see also [BBCS18b, Proposition 3.4]).

PROPOSITION 2.6. Let  be distributed according to the Macdonald measure
PZLL where « is a single variable specialization, and let A be distributed

according to the Macdonald measure PZ:TO with o' = (p, &). Then (A, A3, ...)
and (1, (3, . ..) have the same distribution.

Proof. Since &, (0) is supported on partitions with even dual,

P;]jfo()»l <Oy, A3 < s, ) = Z bilp)\(/)/),

Aeven

where the sum runs over partitions A such that A; < ¢; for all odd i. Using (23),
the sum can be rewritten as

YD B P@PU() =Y Y B P, (35)

Meven wCA H=<A A'even
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where on the right-hand side the first sum runs over partitions p such that u; < ¢;
for all odd i. Now we will use the fact that if & < A and A’ is even, then we have
(see [Mac95, VI.7 Ex. 4, Eq. (4)])

1 1
bi 1!/)\/# = bi Pusvs

where v is the only partition such that v < u and v’ is even, and the coefficients
Yiju> Puyv are defined in (18). Since we also have | — | = |u — v, (35) equals

> b, P, (p).

n

We recognize &, (a) = b%¢, / o~ and conclude that

P/q);to()\q < E],)u3 < £3, ) :PZ’;(MI < E],,LL3 < 53, ) OJ

2.4. Markov dynamics on half-space Macdonald processes.

2.4.1. Bulk and boundary transition operators. We consider here Markov
transition operators that map half-space Macdonald processes with one set
of parameters to those processes with an updated set of parameters. We will
leverage the graphical representation of the half-space Macdonald process so
as to describe a general mechanism through which to ‘grow’ such a measure.
We refer to [BBCS18b, Section 3.3], where such a procedure is explained in
the case of the Pfaffian Schur processes. In terms of the path w, there are two
elementary moves (see Figure 8), which can be used to transition between any @
and o’ where ' contains w (in the sense that w sits entirely to the bottom left of
®"). The first move—bulk growth—takes a piece . in @ with corner coordinates
(i, j) with i > j and inverts it into piece - with corner coordinates (i + 1,
j + 1). The second move—boundary growth—takes the piece composed of the
diagonal from (i, i) to (0, 0) and the leftward edge immediately preceding it and
replaces it with the diagonal from (i + 1,7 + 1) to (0, 0) and an upward edge
immediately preceding it. To each type of moves, we associate an operator. For
the bulk growth, out of corner (i, j) with i > j, we associate the operator U} j

and for the boundary growth, out of corner (i, i) we associate the operator Z/llé.
The specializations will be carried out from the initial path to the new one as
follows. The operator U;-; will encode a Markov transition from A/ to A(+1/+1
and will be chosen so as to map the half-space Macdonald process to a new
half-space Macdonald process on the new path «’ where the specializations all
remain the same, except the leftward one into (i, j) becomes the leftward one
out of (i + 1, j 4+ 1) and likewise the upward one out of (i, j) becomes the
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Figure 8. Operators U; ;) and Ll(f’i) map a half-space Macdonald process to a
new half-space Macdonald process indexed by a new path with specializations

chosen as above. The dashed part of the path does not play any role.

upward one into (i + 1, j + 1). The operator Z/{fl will encode a Markov transition
from A% to A¢*+1+D and should map the half-space Macdonald process to a
new half-space Macdonald process on the new path ' where the specializations
all remain the same (including the diagonal edge from (i 4+ 1,i + 1) to (0, 0)),
except the leftward one into (7, i) becomes the upward one into (i + 1,7 4+ 1).

Our use of the operator /- implies that we use the same specializations on
all vertical edges at the same ordinate and on all horizontal edges at the same
abscissae. Let us denote by p! the specialization carried by any horizontal edge
between a point (i — 1, j) to a point (i, j), and p; the specialization carried by
any vertical edge between a point (i, j — 1) to a point (i, j). Moreover, our use
of the operator /% implies that for every i € Zso, p! = p;. We will henceforth
use the notation p; := p!" = p’. We will also denote by p, the specialization on
the diagonal edge.

Note that despite this seemingly restrictive choice of specializations, any half-
space Macdonald process—defined by any admissible path w € §2 and arbitrary
specializations on E(w)—can be realized as the output of the above transition
operators along a sequence of elementary moves from the empty path to the
path w.

There may be many ways to choose the operators U* and U £ We will restrict
our attention to those U{; j that only depend on the partitions at the three vertices
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Half-space Macdonald processes 35

(i, j+ 1), j), 3@+ 1,j) as well as the two specializations between these
vertices, and those Uf that only depend on the two vertices at (i, i) and (i + 1, i)
as well as the specialization between these vertices and (0, 0).

LEMMA 2.7. Let i, j be nonnegative integers. The transition operators Z/{ifj

and Z/{fi map a half-space Macdonald process to another half-space Macdonald
process as specified above if and only if they satisfy the following two equations:
For all partitions «, v, v, w and all specializations p,, piy1, pj+1 for which
normalizations remain finite,

P (0j+1) Qo (Pig1)

K i Pv j u- s = ’ 36
;Qm(ml) (P DU (T lie, @, v) T pro) (36)
Qk/u (pi+l)gu(p0) / Pﬂ/K (pi+1)€ﬂ (100)
U , = .
XM: AU, 2 o0 0 = S0 0 0 U o i)
(37)

Proof. Let us explain how these equations are derived. It will be clear from the
proof why they are sufficient to define bona fide bulk and boundary operators
preserving the half-space Macdonald process. We focus only on U L. The
analogous result for U/~ can be proved similarly and was essentially already
obtained in the literature (see [MP17, Eq. (2.24)] and references therein, in the
context of dynamics preserving the full-space Macdonald process).

Let w € £2 such that (i,i) € w and the edge (i + 1,i) — (i,i) € E(w)
and let o' be the path obtained from @ by changing the leftward edge into
(i, i) to an upward edge into (i + 1,i + 1). The fact that Z/{,Zl maps a half-
space Macdonald process on w to a half-space Macdonald process on @’ with
specializations chosen according to Figure 8 is equivalent to

DR R ULGEHED I 500y = PR, (38)
A

where A and A’ (respectively, p and p’) are the sequences of partitions
(respectively, specializations) along @ and «’. Removing on both sides of
(38) the weights corresponding to the edges shared by w and &', one is left with

Z Qi niin (Pi41)Ex60 (o) Ut QLHLHD | GHLD 5 )y
H(UeEET(w) Pes Pi+1) o

N P,\(1+1,,-+1)/,\<,-+1.,->(piﬂ)é’kuﬁ.i“)(po)
¢(U¢)EET pe)_l¢(UeeET Pes ,Oi+1)’

which must hold for any partitions A1) and A0, O

A6
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G. Barraquand, A. Borodin and I. Corwin 36

2.4.2.  Push-block dynamics. It is nontrivial to solve equations (36) and (37)
in general. It simplifies things considerably if we assume that U*- (|, @, v) =
U-(|k, v) and Z/{Z(n|/c, w = Ul(n|/<) (that is, they do not depend on the
partition that is being summed over in (36) and (37)). In such a case, U* (|,
v) and U Z(7'[ |«) factor out of the left-hand side of these equations, and we can
compute the summation over p as

PJT/K(pj+l)Q7T/U(pi+1)
K i Pv i = s 39
%ijw+o,AmH) > Mo, o) (39)

T

Z Qi )€, (po) Ec(Pos Pis1)

= . (40)
T (U.ecpt o) Pes Pie1) T, cpt (@) Pes Pit1)

m

Thus, we may choose L{ifj (K, u,v) as

Pryc(0j+1) Qv (0it1)
> Pasc(pjs1) Qrpu(pig1) |

This transition operator was introduced in [BC14, Section 2.3] following an
approach introduced in the work of Diaconis—Fill [DF90] for general Markov
chains and developed by Borodin—Ferrari [BF14b] in the Schur process case.
The term push—block dynamics comes from [BF14b], where the dynamics on
Gelfand-Tsetlin patterns (that give a way of encoding a sequence of interlacing
partitions), interpreted as particle system dynamics, are described using nearest
neighbor interaction of particles with pushing and blocking mechanisms. At the
Macdonald process level of generality, these push—block dynamics do not admit
a particularly nice interpretation in terms of local moves on a Gelfand—Tsetlin
pattern. In the special case of + = 0 (Section 4), we will recall two other choices
of dynamics from [MP17] that have nicer marginals.
Using (40), the operator Z/{fi may be chosen as

Pr[//( (/Oi+l)g71 (po)
Ec(Pists PO (i1, )P (Pis1)

U (i, e, v) = U (i, v) =

U (e lie, ) = U (i) =

REMARK 2.8. The above construction also provides a way to grow usual
Macdonald processes [BC14]. In that case, we would consider a path starting
from the horizontal axis and ending on the vertical axis, the growth mechanism
would involve only the bulk transition operator /- and the set of specializations
{ pih},'>] on horizontal edges and {p} }i>] on vertical edges can be different.

REMARK 2.9. The degeneration of these dynamics when ¢ = ¢ preserve the
Pfaffian Schur process. They are studied in [BBCS18b] to justify that the first
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Half-space Macdonald processes 37

coordinates A; of random partitions in a Pfaffian Schur process have the same
law as last-passage times along a down-right path in a model of last-passage
percolation in a half-quadrant.

3. Observables of half-space Macdonald processes

Consider positive variables xi,...,x, and a Macdonald nonnegative
specialization p. The generalized Littlewood summation identity (30)

> P x)E(R) = (i, )P x,)

reY

holds as a numeric identity under some assumptions on xy, ..., x, and p. Let us
assume that we have a linear operator A, which acts on n-variable symmetric
functions and which is diagonal in the basis {P,} of symmetric polynomials,
with eigenvalues {d; }. Then, applying A, to both sides of the above equality in
the variables x, .. ., x,, and subsequently dividing both sides by IT(xy, ... x,; p)
D(xy,...,x,), we find that

P(xy,...,x,)E
x)[dx]=zdx ) (X1 )& (p)
DT T I )@ ()
AT (xy, X p)P(X, e X))
H(-xlv--~xn;p)¢(x17""xn)

where the numerator on the right-hand side A, IT(xy,...x,; )@ (x1, ..., X,)
stands for the application of A, to the function (xy, ..., x,) — [1(xy, ...X,; p)
X @(xy,...,x,) and then subsequent evaluation at the point (x, ..., x,). If
there are many operators that are all mutually diagonalized by P;, then applying
them sequentially yields formulas for moments involving the products of their
eigenfunctions; cf. [BC14, Section 2.2.3], where this scheme was first realized
in a similar context. Note that one must check the validity of exchanging the
action of A,, with the summation over A.

E!

(X1 yeees

k]

3.1. Macdonald difference operators.

DEFINITION 3.1. Forany u € R and 1 < i < n, define the shift operator T, ,,

by
(Tu.XiF)(xh ’xn) = F(xls ey, UXG, L -1xn)’
and for any subset I C {1, ..., n} with r elements, define
rir— l‘Xi — X;
A =17 ] —
L ox —x;
iel, j¢l J
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Forr =1,2,...,n, define the rth Macdonald difference operator

D= Y A@nH][][Tw.
I1c{l,...n} iel
|I|=r

Also, define a variant of the Macdonald difference operator

D =+

n

a b
where the operator T,-1 multiplies all variables by ¢~', T,-1 = T,-1 ...,
T, s,

PROPOSITION 3.2. For any partition A with £(1) < n

D, P(x1, ..., x,) = e, (g" " g2 g Pxy, LX), (41)

nn—1)

D, P (xi,....,x) =12 g Me, (gt .. g )P (xr, .. %) (42)
== er(qi}bltlira qikzlz*ni ey qi)\"to)P)»(xly ceey xn)' (43)

Here e, is the elementary symmetric function,

er(xly--'axn): Z ‘xil.'.xir'

1<y <<i,<n

Proof. The first identity is from [Mac95, VI(4.15)] and the next two follow
easily, as explained in [BC14, Remark 2.2.12]. O

PROPOSITION 3.3. Fix k > 1 and consider functions H(uy,...,u,) =
[TZ, h(u) and P(uy,...,u,) = ]_[i<jq§(u,-uj), where h(-) and ¢(-) are
univariate locally holomorphic functions as specified below. Then

(DY (HD))(x1, ..., x,) ([_l)kf f

(HP)(x1,....x,)  (mi)k
(twa - qwb)(wa - wh) ¢(q wuwh)¢(wuwh)
< |1 :
1<acpak Wa = qwp)(twa —wp) — Plquaws)

twm xj ¢(q'xjwm) h(qwm)d)(w;) dwm
) l_[ l_[ < Wy — Xj P (x;Wy) ) h(w,)$(quwk) wy,

m=1 j=1

and

("' DY H®)) (a1, ... x,) (= 1)F
(H¢)(X1,...,)C”) B (2nl)k % %
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(twa - qwb)(wa - wb) ¢(q2wlawh)¢(w,,lwb)
X l_[ 1 \2
|<a<b<k (Wa — qwp) (1w, — wp) ¢(qwawb)
y ﬁﬁ (1 — Wy X, ¢(%)) h(ql%m)‘b(ul%z) d'lUm.
wet waxj ¢(55) ) h(5-)0(57) wa

There are some assumptions we must make on the contours and functions h,
¢ for the above equalities to hold. In the first formula, we assume that the
(positively oriented) contour for w., 1 < ¢ < k, contains {x,, ..., x,} and the
image of the w., 1, ..., wy contours multiplied by q, and does not contain any
other singularities of the integrand. In the second formula, we assume that the
(positively oriented) contour for w., 1 < ¢ < k, contains {xfl, e, xn_l} and the
image of the w1, ..., wy contours multiplied by q, and does not contain any
other singularities of the integrand. In both cases, we also assume that h and ¢
are holomorphic and nonzero on a suitably large complex neighborhood so as
not to yield any singularities when the integrals are evaluated through residues
by shrinking the contours.

Proof. We prove the first equality (the second follows similarly) via the approach
used in the proofs of [BC14, Propositions 2.2.11, 2.2.14] (which correspond to
the special case when ¢ is assumed to be constant). Let us consider the effect of
the ¢ terms. Observe that due to the multiplicative structure of @,

Ty ), ) $@) T Blaxi2)
511

= Subs,_,. )
®(x17"'7xn) ](;b( ¢(xiz)

where Subs,_, means the substitution of z = x into the expression that follows.
Combining with the proof of [BC14, Propositions 2.2.11], we arrive at

| RGN yg - <tw1 —X; ¢(61xjw1)>
(DL H®) (.. x) = = —— ]j T )

2
 quosed dw, o

h(w)¢(qwi) w,
which is the k = 1 case of the proposition we seek to prove.
Observe that inside the integral formula for (D,(H®))(x,...,x,), the
variables x, ..., x, arise in the terms

(HD)(x1, ..., X,) 1‘[ tw — x; P(gx;w)

i Wi — X; (xjwl)
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G. Barraquand, A. Borodin and 1. Corwin 40

which is equal to H,® where H(xy, ..., x,) := H,N:1 hi(x;) with

w) x¢(qxw1)
w; —x P(xw)

B (x) = hix) -

Applying D!, we find that by linearity it can be taken into the integrand and it
applies just to H;®, which introduces a second integral (appealing to the k = 1
case we have already proved). We obtain
(DY (H®))(x1, ..
(=D~ %Ef (lwl — qw>)(w; — w»)
(2mi)? (W — quw)(tw; — wy)
y (P wiwr)d (wyw,) 1 1—[ (th —X; ¢(qxjw2)) h(qwy)¢ (w3) dw,
P (quiw,)? o \ w2 — X, d(xjwy) ) h(wy)p(qws) ws

twy — x; ¢(qx,w1)> h(qw,)e (w?) % o
Xn<wl_xj d(xjwy) ) h(w)e(qwd) w (HP)(x1, -, Xn),

where the contour for w; encircles the x;’s and gqw,, and the contour for w,
encircles the x;’s. Now the variables xi, ..., x, arise inside the double integral
as H,®, where Hs(xy, ..., x,) = [[/_, ha(x;) with

— X tw) —x¢(qxw1)¢(qxw2)
wy —x wy—x pxw) P(xwy)

hay(x) = h(X)
Repeating k times leads to the claimed formula. O

PROPOSITION 3.4. Fix r > 1, H(u,,...,u,) = [[}_, h(u;) and ®(u,, ...,
u,) = ]_[l.<j ¢ (u;u;), where h and ¢ are holomorphic and nonzero on a suitably
large complex neighborhood so as not to yield any singularities when both
integrals below are evaluated through residues. Then

D (HP)(xy, ..., x,)
(H®)(xy,...,x,)

1 le f er |: 1 }r
= — - - det
r' J 2ir 2im 12k = 2 Jp e
— ( h(qz;) T 125 = Xm ¢ (q*zz;)
X 9 ity
[[ ( h(z;) ,1:[1 Zj = Xnm ) 1<11:,[<r ¢ (ziz;)
¢(qz;x;) - $(ziz))
: 44
HH ¢ (z;x:) i,l'_=[1 $(qziz;)) “44)

i=1 j=1
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Half-space Macdonald processes 41

where the contours are positively oriented contours encircling {xy, ..., x,} and
no other singularity of the integrand.
We also have
D, (H®)(x;,....x,)
(HP)(x1, ..., xn)

1 [ dw, fdw, 1 ’
= — —_— - det| —
rt ] 2im 2im twy — wy J; -y

7 (hqwp)™) ptw; —x, ¢ ((g*wiw;)™")
XH( h(w;") ij—x ) [1 ¢ (ww;)~")

Jj=1 1<i<j<r

y ﬁl—[ ¢ (xi/(qw;)) 1—[ ¢ ((wiw)™H

: (45)
pxi/wy) 12 p((qwiw))h)

i=1 j=1

where the contours are positively oriented circles encircling {1/xy,...,1/x,}
and no other singularity.

Proof. Note that for [I| = r, one has that

qu,cp( )
| |—x,...,xn
L1

iel

$(q*zz)) dqzx) 194 ¢(ziz))
= Sub
Z]l%xi‘s l_[ ¢ (ziz)) l—[l_[ d(zjxi) l_[ ¢(quZj)

I<<i<j<r =1 j=1

Zr=Xiy

Then, one proceeds as in [BC14, Proposition 2.2.11] evaluating the integral
through the residues at x,, ..., x,. ]

3.2. Moment integral formulas. In this section, we consider the half-space
Macdonald measure with specializations p = (ay, ..., a,), where a; € (0, 1),
and p¥ = p, where p is a Macdonald nonnegative specialization such that
I (Zl; ,0)<1§ (@) can be expanded via the generalized Littlewood identity (30).

PROPOSITION 3.5. For any positive integer k,

El(laf ’’’’’ a")’p[(qkltnf] + qkztn72 + L. +q)\")ki|

. 1 %‘dwl dwy
(=D ) 2im 2ir
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y H (tw, — qwp)(w, — wp) (1 — qw,wp) (1 — tw,wp)
(wu - qwb)(twa - wb) (1 - thawh)(l - wawb)

1<a<b<sk

1—[( w—a; 1—aw, ) Mgun: p)(1—twp) 1o

-1 W aj l_tajwm H(wm’ p)(l_wgn) wm
where the contour for w., 1 < ¢ < k, contains {a,, ..., a,} and the image
of the weyy, ..., wy contours multiplied by q, and does not contain any

other singularities of the integrand (this may restrict the choice of admissible
specializations p).

Similarly, assume that p and k are chosen so that I'1 (q”‘ﬁ ; ,o)q) (g~*a) can be
expanded via the generalized Littlewood identity (30). Then we also have

1 dU)l dwk

R [ —h Ryl gl k:| = % o ==

(@1yensn) p (q +4q + T4 ) (t — Dk 2im 2im
< 1] (tw, — qws) (W, — wy) (GPwewy — 1)(qwawy, — 1)
I<a<b<k (w, — qwp)(tw, — wp) (g*w,w, — 1)(qw,wy, — 1)

1 _
1—[ <l—[ —twy,a; qu, —ta ) ((Clwm) ’P)(qwm D 1 @7
J

1_wmaj qu,, — a; ((wm) I»P)(qwz _t) wm

where the contour for w., 1 < ¢ < k, contains {1/ay, ..., 1/a,} and the
image of the W1, ..., wy contours multiplied by q, and does not contain any
other singularities of the integrand (this may restrict the choice of admissible
specializations p). All contours above are positively oriented.

Proof. Plug in h(u) = I1(u; p) and ¢(u) = % in Proposition 3.3. This

OHF 1@, p)2@) D M@G.0)® @)

yields integral formulas for TGro@ and TGro@ where the
operators act on the variables a;. These quantities are related to the desired
expectations by Proposition 3.2. In (47), we need the extra assumptions on

p that IT (q"‘ﬁ; p)cb(q‘kc_i) can be expanded via the generalized Littlewood
identity (30) to ensure that one can commute the action of the operator (ﬁi)k

with the expectation Ef,;' , and one obtains using the Fubini theorem that

(ﬁi)kﬂ(a,p)cb(a)_ »
@ pye@

an>,p[(‘1_k‘ +q M4+ q—xntn_l)k] 0

REMARK 3.6. If p is of the form p = p(«a, 8, y) as in Section 2.2.4, the
hypothesis that IT(q~*a); p)®(q*a@) can be expanded via the generalized
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Littlewood identity (30) is equivalent to the fact that max; {o;} max;{a;} < g*

and (max,-{ai})2 < g*. Otherwise, the expectation on the left-hand side in (47)
would fail to exist (see Section 2.2.4).

PROPOSITION 3.7. Let r be a positive integer. We have

q,t A —1 A -2 An
]E(al ----- an),p[e’(q " ’qztn L) )]

_ L ﬂ v¢\ er
B 2im 2im
x det|: ! ]r lL[ H(qu;p)li[<tzj_ai 1—Zjai)

12k = 2l oy \ @5 p) 1 f\ 2y —ai 1= tz5a,

1—1tz2 1—qziz; 1 —tz;z;
Xl—[ z 1—[ qziz; ul; 48)

U Gieje DT 19TT 1m0

where the contours are positively oriented closed curves around {a,, . . ., a,} and
no other singularity of the integrand.

Moreover, assume that p and r are chosen so that I1 (q”ﬁ; p)d5(q”ﬁ) can
be expanded via the generalized Littlewood identity (30). Then,

1 dw, dw
Eq.t |:er —)\,ltl—ll’ —A2t2—n’ o —An ] J— - .. % "
(@1,.esn).p (q q q ) r! 2im 2ir

5 det[ 1 } ﬂ I((qw;)™"; p) ﬂ (1 —aitw; qw; — taf)
twy — wy; ki=1 iz H(wj_l,,O) . l—aiwj qw; — a;

i=1

l—[ qw; l—[ (g wiw; — ) (qw;w; — 1) 49)

qw - 1<i<j<r (@*wiw; — D (qww; —1)
where the contours are positively oriented closed curves around {1/ay, ...,
1/a,} and no other singularity.

Proof. The proof is similar as the proof of Proposition 3.5, using Proposition 3.4
instead of Proposition 3.3. O

3.3. Noumi’s g-integral operator and variants. In order to lighten some
notations, we set in this section (a), = (a; q), for any n € Z>, U {oo}, and we
will use the function ¢ (x) = (1X)/(X)s from (22) and the function f(x) =
(tX) 00/ (g X) o from (18).

Downloaded from https://www.cambridge.org/core. IP address: 72.68.178.247, on 01 Apr 2021 at 18:40:58, subject to the Cambridge Core
terms of use, available at https://www.cambridge.org/core/terms. https://doi.org/10.1017/fmp.2020.3


https://www.cambridge.org/core/terms
https://doi.org/10.1017/fmp.2020.3
https://www.cambridge.org/core

G. Barraquand, A. Borodin and I. Corwin 44

Define the operator N7 acting on analytic functions in xi, ..., x, by
oo n
ni
N = Z ZIn\h,,(x;q,t)l_[(Tq,X,.) ,
N1seees M =0 i=1

where |n| =n; +---+n, and
(Doo(q" oo
(19") (@)oo

<] (@" "X /X)) o0 (@ 1 X X))o (1X: /X )00 (@' T X1 /X ) 0o
(@7 /X )o0 (@1 "% /X )00 (FqM Xi /X )00 (@ X /X oo

hy(es g, 0) =] [e0m
i=1

i<j
Proposition 2.2.17 in [BC14] states that for |z| < 1,

n Aign—i+1
HACES| %—_i;“’mm. (50)

i=1

(More precisely, [BC14, Proposition 2.2.17] states the identity as a formal power
series in z, and one can see that the right-hand side is a convergent series when
|z| < 1 using the g-binomial theorem (12).)

PROPOSITION 3.8. The operator N* can be rewritten as

n

C N L TN /X)), T\
N, = Z Z 1_[ Xj— X l_[ l_[( q’x")’

Mo =0 i< g @D

REMARK 3.9. Proposition 3.8 shows that N coincides with an operator
known as Noumi’s g-integral operator. The eigenrelation (50) first appeared in
[FHH+09], where it is attributed to [NS]. Additional properties of N’ can be
found in [NS12], which in particular gives a proof of (50) (see around equation
(5.6)). Note that [BCGS16, Section 5] provides yet another proof of (50) by E.
Rains.

Proof. We need to show that

q"x; —q"x; (txi /%)y,
hy(x;q,1) = ' !
r](x q ) 1_[ xj — X; l_[ (qxi/xj)’]i ( )

i<j iJj

On the left-hand side, we have

) _ f(D) (1 —q" X [x) (X /X ) oo
P 1) = E f(gm) l_[ flgmt="xi/x;) f(qmx; /x;) (gt X /X ) oo

i<j
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:ﬁ ) l—[tm(l_qminjxi/xj)f(xi/xj)f(tilxi/xj).

L f @) i<j (I —x;i/x;) f(gmt='x; /x;) (g x;/x;)
On the other hand,
txi/xj)y _ Sfxi/x;)
(gxi/xj)n  f(q"xi/x;)
so that
RHS. (51)

_ ﬁ f 1—[ q" (1 —q" ix;[x;) f(xi/x;)  f(xi/xi)
. f(@") I —xi/x; f(qixi/x;) f(qhix;/x;)

i<j
Thus, it is sufficient to show that

" xi/x ) _ q" f(x;/x;)
fl@™t"x/x;)  f(qux;/x)’

which is equivalent to

1 (g X X)), _q(tx;/xi)y,

-~ = (52)
(@7 xi /X))y, (gx;/xi)y,
It is easy to check that
Mg X))y Xy
q (g~ X)y (@X~Hy
so that (52) is established by setting X = x;/x;, N = n;. O

In Sectlon .1, we discussed two types of Macdonald difference operators D"
and D'. We define now an operator N similar to N?, but having eigenvalue

n’
i n 1+1
[T, 4= ingtead of []" u . Let

i=1 (g7t 17)00 i=1 (ghipm—iz
o0
—z _1
N, = Z 2, x g, l_[ )
N1seees =0

Equivalently, using Proposition 3.8,

— S ijl _q”x (txi/x~) o .
NZ = \'II q j in; T L m'
" ’“’§= zl:! Xi = Xj l_j[ (gxi/x;), 11:!( =)
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PROPOSITION 3.10 [NS12]. We have the following formal power series identity
in the variable z:

n —higi
NP =]] %me. (53)

i=1

Moreover, when 7 is such that for alli = 1,...n, Izq_“t"_1| < 1, the identity
above is an equality of absolutely convergent series.

Although this eigenrelation can be deduced from [NS12, (5.13)], we give
another proof in the spirit of [BC14, Proposition 2.2.17].

Proof.

Step 1: Let us show that identity (53) holds for a certain set of specializations of
x;. For the moment, we work with formal power series in the variable z. Let u,,
be the specialization (of the ring of rational functions) that substitutes g*/ "~ in
place of x; for all i. Let i1, be the specialization that substitutes ¢ #/#'~" in place
of the variable x;. The eigenvalue appearing in (53) can be rewritten as

n

(qi}hitiz)oo - n—1 - . m (n—1)m
[ =w (e ) =i ) gnlxqg. 02" "), (54)
i=1 (q_kiﬂ_ Z)OO m>=0

where g,, is the ¢, t analogue of complete homogeneous symmetric functions,

that iS, 8m = Q(m)-
We now show that equality (53) holds under specialization u, for any u.
Macdonald symmetric polynomials satisfy an index—variable duality relation

uo(P;)
uO(Pu)

Since it is true for any ¢, ¢, we also have that

i, (P (s g~ 7 )itg(Py(x; g~ 1)
= ito(P(x; g~ 17N (Pu(x; g7 7))
and since P, (x; ¢~ ', t7') = P.(x; q,1) (cf. [Mac95, p.324]), we have another
index—variable duality involving the specialization u, which reads as
1o (P
) G (P,
uO(P[l.)

Moreover, using the combinatorial formula for Macdonald polynomials P (see

(19)),

uM(P)») = uA(P/L)'

’/_tu(P)») ==

’/_tO(PA) _ z‘(1_,1)|)\/,,‘| MO(PA)
I’_‘O(Pu) MO(PM) .
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As in the proof of Proposition 2.2.17 in [BC14], we can specialize the Pieri rule
(for P) as

P,
i (8 (X . )il (P) = Y ”SE ;%m”v(l’x) (55)
/L

v v/ pul=m

We need to show that the application of u,, to the right-hand side of (53) equals
the application of u,, to the left-hand side. Using (54) and (55), applying u,, to
the right-hand side of (53) yields

Zzwv/m,m—lnv/m L_‘O(P)
o(Pp)

On the other hand, the application of u,, to the left-hand side of (53) is

i, (Z 2Mh, et x g, [)(Tq—l’xi)m P,\(x)> .
n

If n; = v; — p; for all i, then @i, ((T,-1 ;)" P.) = i1, (P,). So, it is enough to
show that for n; = v; — u;,

io(P,
ii, (hn(xfla L x’:l; 7, t)) _ of )(pvmt(nfl)\v/m'

Wv/uuv(PA)

V>

I/_‘O(P[L)
This holds true since it is shown in the proof of Proposition 2.2.17 in [BC14]
that
u (h (x Xn q t)) = uO(PU)go
Iy «=-5Any ’ - v/
uw\n MO(P;L) /1

Step 2: Let us extend the result to any x. Let us denote by [7"] Nn the operator
corresponding to the z” coefficient, that is,

[Z'"]Ni= Z hn(xl_l,... i q, t)l_[ = x,

Nseensn 20, In|=m

We have shown that for any partition pu,
mi N° _ —x1 40 —dpgn—1, -
i (171N, P0) = gn(@ ™0 g ™05 g, 0 (P))

By definition [z"] Nfl P, (x) is a finite sum of rational functions, so it is a rational
function. Let us fix x, = g7#2t>™, ..., x, = g *t° for some integers u, >
- 2 W,. The following equality of rational functions in the variable X,

"IN P.(X, g ">, ..., q "%
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=gn(@ Mt gt g, OP(X, g g %) (56)

is satisfied for any X of the form ¢ ~*'t'~", where u, is a nonnegative integer
such that p; > u,; hence (56) is true as an equality between rational functions
in the variable X. We may iterate this procedure for each variable x,, ..., x, in
this order, and we obtain that

"IN, Po(x) = gu(g 1% ..., g7 1" s q, 1) P(x)

holds as an identity of rational functions in the variables xy, ..., x,. Thus, we
have established (54) as a formal power series in the variable z.

Step 3: When z is such that for all i = 1,...n, |zg*t'~!| < 1, the expansion
(55) is absolutely convergent. Alternatively, this can also be seen by expanding
I Ul using the g-binomial theorem (12). Since we have already

i=1 (q_)””i_lz)oc
established (54) as a formal power series, the identity holds as a numeric identity
for any z such that foralli = 1, ...n, |zg7% 7! < 1. O

3.4. (q,t)-Laplace transforms. In this section, we consider the half-space
Macdonald measure with specializations p = (ay, ..., a,) for a; € (0, 1) and
p? = p, where p is a Macdonald nonnegative specialization of the form
p = p(a, B, y) as in Section 2.2.4. We also assume that I7(a; p)®(a) can be
expanded via the generalized Littlewood identity (30). The observable of the
half-space Macdonald measure appearing in Theorem 3.12 can be understood
as a g, t analogue of a Laplace transform formula, coming from the properties
of the Noumi operator N:. Actually, in the limit t = 0, ¢ — 1, this becomes
exactly a Laplace transform of the rescaled smallest coordinate of the half-space
Macdonald random partition (see Section 6.2).

DEFINITION 3.11. For r € R, we define the contour D, to be the vertical line
r + iR, oriented from bottom to top.

THEOREM 3.12. Let z € C\ R.. Assume the following:

(i) The parameters ay, ...,a, € (0,1) are chosen such that for all i, j,
lta;/a;| < 1and|qa;/a;| < 1.

(ii) R € (0, 1) is chosen such that 0 < g® < a;/aj foralli, j.
Then we have
Eq,t ﬁ (qkitniijlqz)oo
(@1,....an),p i (qkitn—lz)oo
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Half-space Macdonald processes 49
o ds dsi [ dw dw
= _/ =2 / —k _1f —— AT ()
k! Jp, 2 Dy 20 2im 2im

a4 (wy;) ¢ (w})(—2)"
F—s)T( +35, i , (57
Xl_[ (=T ( “)ngqt(q»w»«zb(qﬂw?)(qﬂ—1>wf °7

i=1

where the integration contours for the variables w; enclose all the a; and no
other singularity; we have used the shorthand notations

Ag,t(ﬁ»}) - l—[ (@Vw; — g w)(w; — wj)P (@ T ww;)(w;w;)

. : : ; (58)
rcicjer @Wi —w) (@ w; — w)(gTwiw;) (g w;wi)
and
. Tow/a) 1
q, — . 59
G+ (w) H ¢ (wa;) (w; p) >

This theorem is the half-space analogue of [BCGS16, Theorem 4.8], which
deals with full-space Macdonald processes.

REMARK 3.13. We can use variables (uq, ..., uy) := (wl_l, q"'wy, ..., wk_l,

g wy) so that

Ay = ] I flg"rwaw) fwiw) 1 1—q

Vi . . Vj ETIB i R -1
1<i<j<2k 1 Uillj 1<i<j<k f(q 'w,w])f(q fw]w,) i=1 g w; — w;

(60)

= Pf [J} f(qVI+vjw w])f(w wj) lﬁl 1 - qv,-

V—wu; | 3o F@wiw)) f(g¥wjwi) - gw; — w;

(61)

where ¢ (1) = (tu)oo/ (U)o and f(u) = (tu)no/(qUt)s as before, and we have
used Schur’s Pfaffian identity (176). If ¢ = ¢, the function f is constant, and
the whole integrand in (65) can be written as a Pfaffian. This is coherent with
the fact that the Pfaffian Schur process determines a Pfaffian point process—see
[BRO5, Ghol7a].

Proof of Theorem 3.12. For |z| < 1, the result follows from the combination of
Proposition 3.14, Proposition 3.15 and Lemma 3.17.

Once the result is established for |z| < 1, one can analytically continue to any
z € C\ R, (the reason why both sides are analytic is similar to the proof of
[BC14, Theorem 3.2.11]).
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G. Barraquand, A. Borodin and I. Corwin 50

PROPOSITION 3.14. As a formal series in z, and as a numeric equality for |z| <
1, we have

TR | § i
(at,....an),p o (qkitn—iz)oo

NI (xy, o x; p)P (X X))

, (62)
H(xla--'axn;p)(p(xlv"-axn) X1=aj,..., Xn=an
where X is distributed according to the half-space Macdonald measure with
specializations (a, . .., a,) and p, and N; acts on
(.X], ""xn) = H(-xh'-'axn;p) X ¢(x17"'3xn)‘

Proof. We have

Ai tn l+1

(q L n— .

where we recall that gu = Q). Thus the formal series on the left-hand side
of (62) is by definition such that the coefficient of z* is E¢'[g. (g™t !, ...,
g*)]. Since gi(g*'t""', ..., g") is bounded by gi(1,..., 1), it is absolutely
integrable with respect to the half-space Macdonald measure. One obtains (62)
by multiplying both sides of Noumi’s eigenrelation (50) by &; (p) and summing
over A. Moreover, the series expansion is absolutely convergent when |z| <
1. O

Let us now examine the quantity on the right-hand side of (62).

PROPOSITION 3.15. Consider a formal variable z, a function H(uy, ..., u,) =
[TZ, h(u;) with h being a meromorphic function whose poles are away from the
ai’sand D (uy, ..., u,) = ]_[i<j ¢ (uiu;) with ¢ (u) = (tu)oo/(U) . Then

NHD(xy,...,x,)

HD(xy,...,x,) ity
dwl a’wk
Zk‘ Z ‘%217( T 2in
k

,t R 2\ Vi
gy [t

, 63
Hi' (v w) ¢ (g wi)(gh — Dw; (63)
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Half-space Macdonald processes 51

where the (positively oriented) integration contours enclose all the a;’s and no
other singularity, and

p ¢>(w/a] 1
A = l_[ ¢(wa;) h(w)’

Proof. Let us denote

. q"x; = q"xi 71 X /X)y T i
N = 1_[ x/ — 1_[ i/n 1_[ (Tq,x,-)n .
i,Jj

(qxi/x))y 1}

Observe that

1
= Z Z )‘k' I’l' ZS Nz,a(\))’ (64)
O€EO,

where on the right-hand side v = (v(,...,1,0...,0) and o € S, acts by
permuting the coordinates of v. Hence the proof.

LEMMA 3.16. Assume vy, ..., v, = 1l and viyy = -+ = v, = 0. Under the
hypotheses of Proposition 3.15, we have

1 ZNza(U)HcD(xl,...,xn)
(n—k)! = Hd(xq,...,x,) iy —a,
. dwl dwk
) 2in 2in

(q"w; —q"w)(w; —w)P(g" M ww;)(ww;)
< 1 = . _ ,
1cicjcr (@TWi = w)(gYw; —w)(grwiw;)d (g w,w;)

l_[ ﬁ(b(w-/a-)qﬁ(q""w'a-) ¢ (wHh(g" w;)z"
¢(qv’w Jap)g(wia;) | ¢(guwdh(w)(g" — Dw;

, (65)

i=1
where the contours are small positively oriented circles enclosing a;’s and no
other singularity.

Proof. The proof is modeled after [BCGS16, Lemma 4.12]. We have

n

l_[ (Tq W) HOG) = l_[h(q"'x,)l—[¢(q”r+‘ﬁx X).

i=1 i<j
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The left-hand side in (65) equals

n
1 S ] 9" asj) — 4" Aoy (tdoii)/ s ()vi

=R L i)~ o @/ o)y
n . . .
x I1 ) I1 P (""" o) o(j)
i Masw) [ (asnas)
because permuting v; is equivalent to permuting a;. Since v = --- = v, = 0,

the summand is invariant with respect to permutation of the {v;};.,. Hence
one can absorb the factor 1/(n — k)! and sum on permutations in S* :=
{o€S,:0(1+k) <--- <o)} Thus, the left-hand side in (65) equals

> Subs l_[q]wl:i wi 1—[ 1—[ do(jy — 4" Wi l—“—[ (twi/a)),,

Wi=Ag (i) a, — W; w a;
oeSk \/’1<1g<k i<j i=1 j=k+1 o () b=l j= l(q / )v'

Xl—[h(q”fwi) l—[ (g ww;)

i i) I1<i<j<k ¢ (wiw;)
w;a; w; w
l—ll—[¢(q ) HH o /) ' (66)
LI g |1 e@ )
Note that we have
k n Vi
Ao (j) — 'w;
Subs l_[ l_[ M
Vet List jmier Qo) T W
k
q"w; —a; 1
= Res w, —w;) !},
Wi =dg (i) Hl—[ w; —a; l_[ qVw; —w; l_[ ( ])
vici<k | i=1j=1 i,j=1 1<i#j<k

where the notation Resvigi<k {-} denotes the residue of the function inside

w;=Xxj

brackets at w; = xp, ..., wy = x;. This implies that

dw, dwe 7197w, —g"w;
66) =
(66) 2ir %21711_[, = w;

i<j

x Hl—[quz_aja] 1_[ P n(w,—w,

i=1 j=1 ij= 1 itj=1
x ﬁli[ (twi/a;),, ﬁ h(q" w;) 1_[ M
i=1 j=I (qwi/aj)v,' ie1 h(w,) I<icj<k ¢)(wle)
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k

k n ) (
AR @

i i=1 j=1

where the contours enclose a;’s and no other singularity. Indeed, the integral of

the right-hand side can be evaluated by summing all residues at (w;);<;<x =

(api))i<i<k, for all functions p : {1,...,k} — {1,...,n}, and it is clear that

the residue is zero when p is not injective because of the product of (w; — w;).

Hence, the integral is a sum of residues at w; = a,;) over all o € S,’f . Finally,

one has

q"w; —a; (tw;i/a;),,  ¢(wi/a;)
w; —a; (qwi/ay),  ¢(@"wi/a;)’

so that the integrand can be arranged to match with the right-hand side of (65).

O

Let us finish the proof of Proposition 3.15. Recalling the notations in (58) and
(59), the application of Lemma 3.16 in each term of the sum in (64) yields the
desired result. Furthermore, if |z| < 1, all sums are absolutely convergent so that
(63) holds as a numeric equality. O

The expansion on the right of (63) is not exactly as in Theorem 3.12. In order
to replace the discrete sums over v; in Proposition 3.15 by contour integrals over

vertical contours, we use the following lemma.

LEMMA 3.17. Let a € (0,1) and h be a holomorphic function on {z € C :
Re[z] = a} such that there exists a constant C > 0 with

Ih(2)] < C/lzP,

forany 7 in{z € C : Re[z] = a}. Then, for ¢ € C\ R.,, we have
= k ds s
> hkgt = / i (COT )N +9)h(s),
=1 D, 17T

whenever both sides are absolutely convergent (recall that D, is oriented
upwards).

Proof. Tt is clear by the residue theorem that

> d
Zh(k)é" :/2_s (=)' T' (=)' (1 4 5)h(s),
=1 17T
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where the contour is chosen so as to enclose all the positive integers and no other
singularity, for example, the union of small positively oriented circles around
each positive integer. Using the fact that & is holomorphic, and using the decay
bound, one can deform the integration contour to be D, without changing the
value of the integral. O

To conclude the proof of Theorem 3.12, we need to check that the hypotheses
of Lemma 3.17 are satisfied for its k-fold application in the kth term of (63) for
all & > 1. On the right-hand side of (57), the integrand in each of the variables
s; can be represented as I'(—s;)I"(1 + s;)(—¢)% g(g*), where the function g
is an analytic function with isolated singularities. One may inspect all of these
singularities one by one and check that for a specialization p = p(«, 8, y) with
a; € (0, 1) and assuming that the variables w; are integrated along contours very
close to the a;, there are no singularities in s; lying on the right of Dg. Then,
since ¢° stays bounded for s on the right of Dy, g(¢*) stays bounded as well. For
z such that |z| < 1, the integrand satisfies the decay bound of Lemma 3.17. Thus,
we have established Theorem 3.12 for |z| < 1 and it can be then analytically
continued to z € C \ R. (. This completes the proof of Theorem 3.12. O

We now seek to prove an analogous result using the operator N: instead of N.

DEFINITION 3.18. We define for z € C\ R,

1 d d d d
E%(al,...,an;p)::Z—/ i/ i ﬂ ﬂ
— k! Jp, 2im Dy 20 2im 2im

k G '

- G w) ¢
B F(=s) (1 +s)— ] ’
By [[rsor( G n) 9@ D — g,

i=1

(68)

where the w contours are small positively oriented circles enclosing a; and no
other singularity,

gy [] 4, b )
’ (g w; —w)(g*w; — w;)¢ (g~ ww;) (g™ w,w;)

1<i<j<k

and

n

Sai - rp¢la/w) 1
G =150 Fawm ©

Jj=1

REMARK 3.19. Unlike the expansion (57) occurring in Theorem 3.12, in (68)
the integrand has many poles in the variables s; lying on the right of the contour
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Dr. This means that the integral cannot be turned into a discrete sum using
Lemma 3.17.

THEOREM 3.20. Let z € C\ R.. Assume the following:

(i) The parameters ay,...,a, € (0,1) are chosen such that for all i, j,
lta;/a;| <1, |qa;/a;| <1 and max{a;} < a;/a;.

(i) R € (0, 1) is chosen so that for all i, j, a; < q® < a;/a;.
(ili) The specialization p = p(a, B, v) is such that for all i, j, g® > a;;.
Then,

(@M D)
B []‘[— = Ei(ay, ..., an p). (70)

i (@M 12)e

The expectation on the left-hand side of (70) should again be thought of as
a Laplace transform. A full-space analogue of this result could be proved by
adapting the proof that we present below to the case of the full-space Macdonald
processes. Note that in the g-Whittaker case (¢ = 0), a full-space analogue is
already available [BCFV15, Theorem 3.3].

REMARK 3.21. It will be useful to note that for fixedn > 1 and z € C\ R,
the observable []’ g9 s bounded as a function of A. Indeed, as long

i=1 (qf)‘ili’]z)x
as t € (0, 1), the ratio ((‘f] ,V:,’;‘))“ goes to zero as m goes to 4+oo for any fixed
xeC \ R>0.

REMARK 3.22. Since the left-hand side in (70) is analytic in the parameters a,,
..., a, and the parameters of the specialization p, the formula can be extended
to a range of parameters forbidden by the hypotheses of Theorem 3.20, at the
expense of choosing more complicated contours for the variables s;.

REMARK 3.23. The proof of Theorem 3.20 is substantially different—and more
difficult—than that of Theorem 3.12. The left-hand side of (70) is by definition

n (qf)t,-l,iz)oo
;&wm(a)ll;[ ETEE

1
I(a; p)®(a)

It is tempting to replace the quantity P, (a) [] g 11Dx ahoye by Ni P, (a)

i=1 (qf}“il'flz)oc
using Proposition 3.10, and exchange the action of the operator Nz with the
summation over A, to arrive at an analogue of Proposition 3.14. But this exchange
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of summations is forbidden because Proposition 3.10 requires |zg %' 7!| < 1,
which can never be true simultaneously for all A.

A natural roundabout way would be to work with formal power series. It is
reasonable to expect both sides of (70) to be analytic in the variables ay, ...,
a,. For a function F analytic and symmetric in the variables (ay, ..., a,) =: a,
let us denote by [P, (a)]{F} the coefficient of P,(a) when the quantity F is
expanded in ay, . . ., a, using the basis of Macdonald polynomials P,. Similarly,
for a formal power series F in the variable z, we likewise denote by [z*] { F} the
coefficient of z*.

Then, we clearly have

) ) n (q—kitiz)oo
('] {[&(a)] {E<> {l—[ (qt—@oj } }

i=1
_ &g, g
I(a; p)®(a) '

On the other hand,
P@NEUN TG o @] | = Eag ™" ..g ),

Unlike the proof of Proposition 3.14, it turns out to be impossible to justify the
exchange of summations over k and A, and we actually have that in general

(@7 D) N, [1(a; p)®(d)
an),p |:l_[ :|

R
(41120 (a; p)®@a) ’

@,...,

i=1
even for z and a very close to 0 (this can be checked explicitly when, for example,

n = 1 and p is a single variable pure alpha specialization; see also Remark 4.11).
To resolve this issue, we will construct another operator M=, such that

n’

HIP@UM TG 0o @] = & 0ea™ . g,

The definition of M will be suggested by the analytic continuation of (53) to
zeC \ R>0.

REMARK 3.24. There is another approach to obtain formulas for the observable
appearing in (70). We thank an anonymous referee for this suggestion. Acting
on the generalized Littlewood identity with the operator N2 []/_, T, ,, instead of
N: as in the proof of Theorem 3.12, we can compute the observable

n . (qk,'tnfijtlz)oo
E R 71
D]" @ 17D 7n
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q

g

Replacing (z, u) by (
observable

tu), we obtain, after appropriate renormalization, the

o @)
This approach has the advantage of avoiding analytic continuations and the
introduction of the operator M. However, the formula produced by this method
1s different from the result of Theorem 3.20, and it is not clear how to show the
equivalence of both formulas. Because of the substitution (z, u) — (ti tu), the
formula obtained appears singular at # = 0. It would be interesting to manipulate
the formula so as to remove all the singularities at t = 0. We leave this for future

consideration.

3.5. Proof of Theorem 3.20.

DEFINITION 3.25. Let D be the open unit disk D := {z € C : |z] < 1}
and A5 (D") be the space of analytic symmetric functions f(xi,...,x,) on
D". (Here we do not mean elements of Sym but analytic functions in n
variables that are symmetric in these variables.) Such a function f admits an
absolutely convergent expansion in Macdonald symmetric polynomials on D".
More precisely, for all x = (xy, ..., x,) € D",

O x) =) a(HP), with Y |e(f)Pkx)]| < oo.
A A

DEFINITION 3.26. We define an operator M : A5 (D") — AS(D") by

ds1 ds, qYxi —q"x;
MZ X1y oo Xp) = —_— e —z N i 44— 4 Aj
S ) /D o /D e I

i<j

> l_[ (txi/xj)oo (qs'/.flxi/xj)oo
L qxi/X))oo (tq°1Xi/X )00

x [Tr=sorA+s)f@ ™ x,...q™"x),  (72)
i=1

where e(xy, ..., x,) is chosen small enough so that there are no poles of the
integrand with real part between —e and 0.

It is not yet clear why M f must belong to AS(D"). The next proposition
can be interpreted as an analytic continuation of Proposition 3.10. It implies, in
particular, that MZ preserves A" (D").

Downloaded from https://www.cambridge.org/core. IP address: 72.68.178.247, on 01 Apr 2021 at 18:40:58, subject to the Cambridge Core
terms of use, available at https://www.cambridge.org/core/terms. https://doi.org/10.1017/fmp.2020.3


https://www.cambridge.org/core/terms
https://doi.org/10.1017/fmp.2020.3
https://www.cambridge.org/core

G. Barraquand, A. Borodin and I. Corwin 58

PROPOSITION 3.27. Forz € C\ R.q and x1, ..., x, € D such that for all i, j,
ltx; /x| < 1,

@ D)
M P (x1, .o x) = [ [ o PX). (73)
i @7 )0

Proof. When z is such that for all i = 1,...n, |zg7%t"7!| < 1 and xy, ...,
x, € D, (73) is a reformulation of Proposition 3.10 using Mellin—Barnes integrals
via Lemma 3.17. (The condition |¢x;/x;| < 1 ensures that there are no unwanted
singularities to the right of the contour D_,.)

Both sides of (73) are analytic in z so that one can analytically extend the
identity to any z € C \ R.. Analyticity is clear for the right-hand side. For the
left-hand side, it follows from the exponential decay of I"(—s;)I" (1 + s;) on the
contour D_, so that all integrals are absolutely convergent. O

PROPOSITION 3.28. Let f € AS(D") with f(x1,...,X,) = Y., c,(f) Pi(x).
Then for xi, ..., x, € (0, 1) such that for all i, j, |tx;/x;| < 1, we have

Mif(xla-- Xn)—ZC)L(f)PA(x)H (q ItZ)oo )

l»l l
Proof. The operator Mz is linear on A (D") so that

M f (i, X)) = Y G (fMEP(x),

A

and one can apply Proposition 3.27 on each summand. When applying the
operator M?, one has to choose the parameter ¢ involved in the integration

contour in (73) in such a way that for all i, |¢~°x;| < 1. O
COROLLARY 3.29. For xi,...,x, € (0, 1) such that for all i, j, |tx;/x;| <1,
ME (1 (x, p)® (@M D)
n ( (.X /O) (X)) — E{(]j ) 1_[ (q : Z) ] (74)
&, p)® () v | L (g1
Proof. This is a direct application of Proposition 3.28 with f(x) = I1(x,
PP (x). O

To conclude the proof of Theorem 3.20, we need to compute the left-hand side
in (74).
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PROPOSITION 3.30. Under the hypotheses of Theorem 3.20),
M: (T(x, ) (x) . ,
= ER(al7 R an’ p)'

II(x, p)®(x)

Proof. By definition,

MZ (H(xv p)@(x)) = / dsy ... /;D ds” (_Z)S]+W+S”

p_, 2imw _, 2im

o l_[ qix; —q%x; 1—[ (1% /% )00 (7% /X ) oo
iy XX (@xi/X))oe (tq°1Xi[X})oo

< [[r(=s)rA+s)q ™ x1,....q7 "%, P)P(q " x1,....q7"x,). (75)

i=1

The first step is to transform this n-fold integral into a sum of k-fold integrals for
k =1, ..., n by taking the residues when some of the s; are zero. Let us denote
the integrand in (75) by I, where 5 =(s1,...,S,). Deforming the contours D_,
to D, yields

. . ds dsy n! 1
ME (T(x, p)®(x)) = Z/ E/p e Cpeve 3 L. (76)
k=0 € & geS,

where in the kth summand, s = (s1,..., s, 0, ...,0) and o acts by permuting
the coordinates of 5. The only singularity that we cross from D_, to D, is at
s = 0 (it comes from the factor I"(—s)).

We further deform the integration contour from D, to Dg. The next lemma
ensures that when x;’s satisfy the same hypotheses as a; in the statement of
Theorem 3.20, we do not cross any singularity.

LEMMA 3.31. Under assumptions (i), (ii) and (iii) of Theorem 3.20, the poles in
variables s, ..., s, in

(quJrlai/a')oo —s —_s s s
—— 2 "ay, ... g " ay, p)P(q M ay, ... q " a,)  (TT)
i (tq*ia;/a;)eo

do not lie between Dy and Dy,

Proof. When p is of the form p = p(«, B, y) as in Section 2.2.4, the poles of
IT(q™*aj; p) in the variable s; are the same as those of

1
| ea
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Hence, the poles in (77) correspond to the following cases:
(1) ¢ = g*a;a; for some integer k > 0and 1 <i # j < n.
(2) ¢% = g *a;t7'a;" for some integer k > Oand 1 < i, j < n.
3) g = oz,-ajq" for some integer k > 0,1 < j < n and any i.

Since g® > a; for all 1 < j < n, the poles in case (1) all lie to the right of Dy.
Since |ta;/a;| < 1, we have 1 < |ajt"ai_1| < t72 and the poles in case (2) all
have negative real part. Since g® > a;o; for 1 < j < n and any i, the poles in
case (3) all lie to the right of Dr. O

‘We have arrived at

M; (IT(x, p)® (x) ‘Z/ @.../ dil 1 s I
I, p)®(x) —~ Jp, 2in Dy 207 k! (n — k)! I(x, p)®(x)’

geS,
(78)

where again s = (sy, ..., 5,0,...,0).
The last step is to rewrite the sum over permutations in the right-hand side of
(78) as some contour integral.

LEMMA 3.32. Assume Re[s(], ..., Relsy] > 0and sy =--- =35, =0. Then

1 oG
(n—k)! Z I (x, p)®(x)

oeS,
_ du)l dwk
~J 2ir ) 2in
t, - gZ’t(wi) (wf)H( “Siw;; p)(—2)% dw;
x BY (u))l_[ T ¢ X 261 .,0 L (79)
LLGer (=) ¢ (g w?) T wis ) (1 — gy,

where the contours are small positively oriented circles enclosing x; and no other
singularity.

Proof. We adapt Lemma 3.16. The left-hand side in (79) equals

1 , 9" Xo (i) — 4" Xo(j)
ZS]+~-+5k l_[
(n —k)! Z

oS, i<j Xo() = Xo(j)

n

< 1_[ (txa(j)/xa(i))oo (qsi+1xa(j)/xa(i))oo
(GXo(jy/Xo@))oo (1% Xo(j) /X)) oo

i,j=1
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x ]_[ M4~ %oa); p) I1 ¢~ X0 X0 () (80)

I (x5y; 0) i<j & (Xo ()Xo ()
Since sy, = - - - = 5, = 0, the summand is invariant with respect to permutation
of {s;};~«. Hence one can absorb the factor 1/(n —k)! and sum over permutations

in
Sti={oceS, :0(l+k) <---<om)}.
Thus, the left-hand side in (79) equals

y
> Subs 1z wnq’“’l a “’11‘[ 1—[ Wi = 4 X0
Wi=Xo i) w; — W, W; — Xg(j
oeSk v1<,<11< i<j i=1 j=k+1 ! (i)

k v
- (tXo(j)/ Wi)oo (qSl+1xO’(j)/wi)(X)
<[]

izt o1 @Xo(p/Wides (147 %g(j)/Wi)oo

I (g~ w;; p) d (g T wiw;)
x 1_[ I (w;; p) 1_[ ¢ (wiw;)

1<i<j<k

d(q™ w'xj (wiwj)
nl—[ ¢ (wix;) HH¢(Q “rTww;) - @D

i=1 j=1 i=1 j=1

Note that we have

Subs l_[ 1_[ Wi 4" %)

w; =X, — X,
v'|<12(;) i=1 j=k+1 Wi o)
k
w; — qYx; 1
= Res w; —W;
w; —X; w Siw !
wimx _ C_gsiy .
gl Uicij=r Wim A a Wm0

It implies that

dw,; dwy g w; — g w; w; — q° wi —q%x;
8= ¢h —. ..
®1) 2im % 2im 1_[ w; — Ww;j l_[l_[ w; — X;

i<j i=1 j=1
[ o=

£ l—[ (w; — wj)l_[l_[ (tx;/w)eo (@' x; /W0
X"LU i
i,j=1
k

wi—qrw; L1 LU G o g fwpa

H”q wip) Py Sla )
i T (wis p) 1<i<j<k ¢ (w;w;)
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Xﬁﬁ (¢~ wix;) ﬁnM (82)
S EITESE. —ww;)

where the contours enclose x; and no other singularity. The assumption (cf.
assumption (ii) in Theorem 3.20) that the real part of the variables s; is such
that |¢* | < x;/x; for all i, j ensures that one can choose these contours as small
circles enclosing x;. Finally, using the fact that ¢ (1) = (fu) /() 0, One has

w — ¢ x; (1x;/w)eo (@ TX; /W) _ o (x;/w;)
w; —x; (gxj/wi)e (1qX;/W;)oo ¢(6]‘Yixj/wi)’

so that the integrand can be arranged to match with the right-hand side of (79).
O

The application of Lemma 3.32 to each term of the sum in (78) yields the
desired formula, which concludes the proof of Proposition 3.30 and Theorem
3.20. O

4. Half-space g-Whittaker processes

We assume now that ¢+ = 0 and ¢ € (0, 1). We will, however, use the same
notations P, Q, £ as before. These (P and Q) are now called g-Whittaker
functions [GLO09]. We define the half-space q-Whittaker measure Pz.p , as the
measure on partitions A € Y such that

P(p)&(p7)
(p; p)P(p)’
and denote by P¢ , for a sequence of specializations p, the half-space q-

Whittaker process, that is, the t = 0 degeneration of the half-space Macdonald
process P4 .

P‘é’p/ ) =

4.1. Observables and integral formulas. Consider a g-Whittaker measure
where p = (ay,...,a,) € (0,1)", and p¥ = p(a, B, ) as defined in Section
2.2.4. We will now degenerate the results from Sections 3.2 and 3.4 to the g-
Whittaker case. We further assume that the beta component of the specialization
p“ is trivial (that is, B; = 0), and all the parameters o; are such that
max{a;} max{c;} < 1, since this is the case that matters in our applications.

It is convenient to define functions

g4 (w) =e””"H ((w;;))oo l_[(wozj)Oo and
Jloo G
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aq (w) = e v l_[ ((aw;l;));:o U(w()lj)oo

4.1.1. Moment formulas. Let us write explicitly the g-Whittaker degeneration
of moment formulas from Section 3.2. The moments appearing in Corollary 4.1
can also be written in a different form as in Corollary 4.9 and Corollary 4.4.
While both statements could in principle be deduced from Corollary 4.1, it is
much simpler to deduce them from the g-Laplace transform formulas; hence
they will appear in the next section.

COROLLARY 4.1. Under the q-Whittaker measure P! the two
Jollowing moment formulas hold. For any k € Z.,

d d o — 1 —qw,
Bl = A f A o L gn

2im 2im “lw, —w, 1—w,w
1<u<h§kq a b aWp

(@nsee.oan),((1,..ci0t),7)?

k
% l—[ 1 gq(wm) 1 (83)

1 - wi gq(qwm) wm,

where the positively oriented contours are such that for all 1 < ¢ < k, the
contour for w. encloses {a;}i<j<n and qg{we1, ..., Wi}, and excludes the poles
of the integrand at 1 and 0.

For all k € 7.y such that g* > (max{a_,})2 and ¢* > max{ea;} max{a;},

d d . — -1y,
Eq[q‘“‘]=(—1)’<7§$...7§ﬂ I1 Wa — Wy g — ww,

-1 )
2im 2im I<aper @ Wa — Wy 472 — wWawy,

k 2 =1 -1
-1 1
o ] _qg w,) 1 (84)
qwn, G (g~ wy") Wn

m=1
where the positively oriented contours are such that for all 1 < ¢ < k, the
contour for w. encloses {1/a;}i<j<n and q{wes1, ..., wi}, and excludes the
poles of the integrand at 0, o; /q (for 1 <i < {)anda;/q (for1 < j < n).

Proof. This is the t = 0 degeneration of Proposition 3.5. Note that

Ge(qu) LI we ) 4
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and
?q(wil) 1 1 z < qw )
= 7 = —1
gq(qflwfl) exXp ((CI )Vw ) i (1 _ waj)(qw _ aj)

COROLLARY 4.2. Under the q Whittaker measure P(al ) (@1t ) the two
following formulas hold. Forr > 1,

Eo [ tineen] = (=D rdz f@, 11 Gz
T AT 2171 () 1 =25 G9(qz;)

—4qzi%j
< Al ((‘)1_—)
ilj

1<i<j<r

where the positively oriented contours encircle {a,,...,ay} and no other
singularity of the integrand.
. 2
Forr > 1, and assuming that q" > (max{aj}) and q" > max{a;} max{a;},

r (r+l>

A= e —Ar _(_1) dw, dw,

Eq[q ]_ rl %2171.“%2i71
xﬁ 1oqwi—1 Eq(wj_l)

o\ quwi Glglw;h)

2

) W W; — g
X || w—w;) ———=),
(( i) qzw,»wj—1>

1<i<j<r
where the positively oriented contours encircle {1/ay, ..., 1/ay} and no other
singularity.
Proof. This is the t = 0 degeneration of Proposition 3.7. O

4.1.2. gq-Laplace transform formulas. We consider first the ¢-Laplace
transform of g*»

COROLLARY 4.3. Let z € C\R.q. Assume that the parameters a,, . . ., a, € (0,
1) are chosen so that for all i, j, |qa;/a;| < 1, and let 0 < R < 1 be such that
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0 < g® < a;/a; foralli, j. Under the q-Whittaker measure P
we have

(@i,....an),((1,..c.0),y)

Ef Z /‘“'.../ s fdwn  fdw
(q’\"z)OO k! Jp. 2im Dy 207 2im 2im

1—[ (q* jwj =g w)(w; — W)@ Wi W;) oo (g% WjW;)oo
(@%w; —w;) (g w; — w) (@ T W W ;) oo (Wi W;) oo

1<i<j<k

k
Grw) (g uDn(=2)"
v rd A

where the positively oriented integration contours for the variables w; enclose
all a; and no other singularity.

Proof. This is the t = 0 degeneration of Theorem 3.12. O

It is possible to extract the coefficient of z* in the above formula, which yields
the following alternative moment formula.

COROLLARY 4.4. For any r € Z.o, under the q-Whittaker measure

q
]P(al wan),((@1,...,00), )
Eq[qr/\n]
1

=@, Y, ——
ml'mz'

nEr

w=1mm2

d d 1 o
. f e g
2im 2im wight —wj |; i,

y l—[ (q”"wawb)w(q“bwawb)wal—”[)(61"’" o Gl(w;)

wi,
(WaWs) oo (0w Wh ) | (wz)w Gi(griwy)

1<a<b<e(w) 1

where the positively oriented contours enclose a; and no other singularity.

Proof 1. To extract the coefficient of z" in (85), we use the g-binomial theorem
(12) on the left-hand side. On the right-hand side, we may transform the
integration over s; into a discrete sum using Lemma 3.17 and collect the terms
of degree k in z. We obtain

dw; dwy 1 k
]Eq rhn — dt
4 q>r = Zk' 2 74 2in % din [w,-qw—wjlj-]

Vlyeury ve=>1
v1+ Fvg=r
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% 1_[ (qvawuwh)oo(qvbwawh)oo 1—[ (qvm wz)OO g (wj) w
v, v i
rcacper Wap)oo (" P Wawp)oo 5 1 (WHoo  G4(q"1w))
We may relabel w;’s since they are integrated on the same contour, or
equivalently we may relabel v;’s. Hence, the sum over compositions v can
be rewritten as a sum over partitions p (the factor k!/(m!m,!...) corresponds
to the number of compositions corresponding to the same partition). O

Proof 2. We present a second proof deriving Corollary 4.4 directly from
Corollary 4.1. Although this proof is longer, it is useful to compare our present
results with [BC14] and [BBC16], and a similar approach will be useful in
Section 5. We first recall a useful result in the theory of Macdonald processes.
It was first stated in [BC14] as Proposition 3.2.1, but we use a slightly more
general version from [BCPS15b].

PROPOSITION 4.5 [BCPS15b, Proposition 7.4]. Let yy, ..., yi be positively
oriented closed contours and a function F(zy, ..., z;) be such that we have the
Jfollowing:

e The contour vy, is a small circle around 1, small enough so as to not contain
q.

e Forall A < B, y4 enclose qyp.

o Forall 1 < j <k, one can deform y; to y, in such a way that the function
F(Zl’-‘-,Zk)
( i Z
21 %k D !

is analytic in z; (when all variables lie on their respective contours) in a
neighborhood of the area swept by the deformation.

Then we have

fﬁ_“fdzkl—[ za—zp F(zi, ..., 20)
2im i ZAa—q9Zp  Z1---%

d d I
=Y G B @) B o ) (86)
2im 2im

Ak

where

r—1 r—1

- Ay —1
woi=(w;,qwi,...,q Wi, Wa, ..., q Wa, ..o, @7 P T W), (87)
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EG=Yo[[2—L2Fc, ...,

oSk A<B 4T zB
and
_ k=) (L0
. (g—=Dfq > 1
du,(w) = det dw;.
() mylm,! ... wigh —w; |, l_[ !

We may apply Proposition 4.5 to (83) with the benign modification that the
contour y; is around g; instead of around 1. Note that the factor

1— gz ry 1
Il I
i=1 i

1 —
1<a<b<k Zalp

is symmetric and can be taken outside of the sum over permutations in E¢. The
evaluation into w o A is given by the following.

LEMMA 4.6. For a partition A & k withm = £(}), if 7 = W o A (the notation
was introduced in (87)) then we have

1—qzaz 1 1
[1 Ill—ﬁ
i=1 i

1<a<b<k 1= 2z.2
l_[ (qA“ wawb)oo(qkhwawb)oo l_[ wZ_)OO (88)
1<a<b<m (wawb)oo(q)"ﬁkbwawb)oo j=1 (wz)oo

Proof. For Z = w o A, the left-hand side of (88) equals

Ai—1Aj

1
=[] nrr;_:;;

1<i<j<m r=0 s=0

=g P w iy 1
X l_[ 1_[ r+s 21 l_[ 2t 002
1 0<r<s<hi—1 I =g w; =0 I —q%w,
i . m Ai—1 FAi
SN P RS y |y s At S
— 2r+1 _ 2r
I<i<j<m r=0 1 q Wwiw; i=1 r=0 -9 W 1 q=w;
b ww; kit mAi—1
1—[ (g ])m/(qx. i)oo 1—[ 1—[ — RH.S. (83).
iciejem Wi/ (@M Wi oo P i

O
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E? can then be computed using the symmetrization identity [Mac95, VII,

1.4)]

Yol T] i —qu; | _ (q;q)kk‘ 39)
ces:  \i<icjck M T Hj 1—-q)

Thus, Proposition 4.5 applied to Corollary 4.1 using Lemma 4.6 yields Corollary
4.4. O
Now we provide formulas characterizing the distribution of g =!.

COROLLARY 4.7. Let z € C\ R.. Assume the following:

(i) The parameters a,...,a, € (0,1) are chosen such that for all i, j,
max{a;} < a;/a;and qa;/a; < 1.

(i) R € (0, 1), ¢® > max{a;}, and for all i, j g* < a;/a;.

(iii) The o;’s are chosen so that g® > max{a;} max{«,}.

q

(@), ((@1,sg),y) WE have

Then, under the q-Whittaker measure P

=]

(2470

_i 1/ ds, / dsy dw, dwy
N ~ k! Jp, 2im  Jp, 2ir | 2in i

y 1—[ (@w; — g "w;)(w; — w) (G wWiw;)eo (g Wiw;)oo
(@w; —wj)(giwj — w) (g wWiW;) oo (W W) oo

1<i<j<k

k -4
G (W) (gw)e(=2)"
I'(—s)I'(1+s;)= : , 90
X E[ (=s)I°( S)gq(q_sfwi)(wiz)oo(l_qs’)wi:| (90)

where the w contours are small positively oriented circles enclosing a; and no
other singularity, and Dy = R + iR oriented upwards, as before.

Proof. This is the t = 0 degeneration of Theorem 3.20. O

REMARK 4.8. Note that in light of similarities with g-Laplace transform
formulas for the full-space g-Whittaker process—see in particular [BCFV15,
Theorem 3.3]—it is conceivable that (90) holds as well if the contours for the
w; variables contain not only the singularities a; but also g’a; forall 1 < j <k
for an arbitrary integer k. (In [BCFV15, Theorem 3.3], the contour encloses
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Half-space Macdonald processes 69

all the singularities 1/(g’a;), but the formula would be valid as well if the
contour would contain only the singularities 1/(g’a;) for 1 < j < k, where
k is an arbitrary positive integer.) Transforming the contours in such a way may
be convenient for later asymptotic analysis of the formula, so as to work with
infinite contours in Section 6. Presently, it is not clear how to justify such a
contour deformation.

Both sides of (90) are analytic in z € C \ Ry, but not analytic at z = 0, so
one cannot extract coefficients as in the proof of Corollary 4.4. Nevertheless, we
have the following:

COROLLARY 4.9. For all r € Z.y such that q" > (max{aj})2 and q" >

max{e;} max{a;}, under the q-Whittaker measure P, ) (@1t y)

E/[g~"™"]
1 dw1 %dUJg(M)
= (@) ;; ml!mz!...ﬁ dim 2im
w=1mim
e ~ B
% det 1 1—[ (q Ha wawb)oo(q Mbwawb)oo
griw — w;l i ot 1<a<bew) (WaWp) oo (g ™M WaWp) oo

oD

M) 2 roi.
1—[ (g Mjw G (w ;) dw,
2 =1, 20
o (Wi )oo G (g w)) Wj
where the positively oriented contours enclose a; and no other singularity.

Proof. Let D, be the g-derivative operator defined by
fgz) — f(z)

qz —z

qu(Z) =

We have

(@)= =
"\ (g™ (1 —g)(zg ™)
For z € C \ Ry, we can apply D, to the left-hand side of (90), and the

g derivative clearly commutes with the expectation, so that if we iterate the
procedure, we get

1 q—r)q
e | 2 | e
(D,VE [ (Zq_h)oj E [(l_q)r(zq_h)m] ©2)
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If E4[g~"*1] is finite, we may let z tend to 0 in (92) to obtain
E[¢ ™= (1 —¢) lim{(D,)" EY ;
1 ) (2 )

Now we can apply D, to the right-hand side of (90). If ¢" > (max{aj})2
and ¢" > max{c;} max{a;}, we may shift the contour Dy to Dg,, and we
will encounter only the poles at s = 1, ..., r during the contour deformation.
The sum of the residues is a polynomial in the variable z. We may rewrite the
application of (D,)" to (90) as the sum of (D,)" applied to this polynomial and
(D,)" applied to the integral remainder. We have D,(—z)* = ﬂ%‘f(—z)“", SO
after applying (D,)" to the integrand in (90), it gets multiplied by

1 — q51+“'+5k 1 — q-ﬁ‘1+<--+‘\‘k—1 1 — qs1+~-+sk—r+1

(=)

14 14 =4

Hence, after shifting the contours and applying (D, )", the integral term goes to
zero as z — 0 because the factor z 7" ]_[f;l (—2z)% with Re[s;] = R + r goes to
zero. For a polynomial P(X) = YN ¢; X,

. , T 1l—g
lg%{(Dq) P(Z)} =Cr1:!m-

In our context, ¢, corresponds to the contribution of residues at s, = ug, ...,
sy = Uy for some wy, ..., uy € Z-o such that py + - - -+ uy = r. These residues
are easy to compute and they can be written as in (91). O

REMARK 4.10. Corollary 4.9 could also be proved from (84) by shrinking the
nested contours to a small contour around q; (that is, applying Proposition 4.5)
as in the proof of Corollary 4.4.

REMARK 4.11. Regarding the distribution of g¢**, the moment formula in
Corollary 4.4 and the Laplace transform formula from Corollary 4.3 are
essentially equivalent (for sufficiently small parameters a, ..., a,). Indeed, we
have deduced the moment formulas from the Laplace transform but one can go
backwards summing the g-moment generating series.

However, turning to the distribution of ¢!, the moment formula from
Corollary 4.9 can be deduced from the Laplace transform formula from
Corollary 4.7, but one cannot go backwards (otherwise, this would have been
a much easier route to prove Corollary 4.7). Let us see why. Denoting the
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Half-space Macdonald processes 71

left-hand side in (90) by L(z) and the right-hand side by R(z), Corollary 4.9
implies that for all n > 0,

lim (D,)"R() = lim (D,)"L(2).

This is not sufficient to deduce Corollary 4.7. Indeed, as for the usual differential
operator, a function f(z) is in general not determined in a neighborhood around
0 by the knowledge of lim,_,o (D,)" f(z) for all n € Z,, unless it is analytic at
0. As a counterexample, one may consider

> 0% (0) oo = (2o
=y - 77> d =) —
1@ ; RN 8@ ; (09 ") (q; @i
and check that
(Do) /@) = Ol —q) lim (D)8 (2).

In the above counterexample, f(z) should be thought of as the correct expression
for the Laplace transform while g(z) is the wrong expression that one would
obtain by summing moment formulas (or applying the operator N instead of
M?). (We have that f(z) = E? [m], where A, is distributed according to the
half-space g-Whittaker measure with specializations p = (a;) and p¥ = (a;)
with ajay = 60.)

4.2. Matveev—-Petrov RSK-type dynamics. Section 2.4 introduced a
general scheme through which one can grow half-space Macdonald processes
using two types of operators /- and U £. The main condition required of these
operators was that they satisfied the defining relations (36) and (37). Matveev—
Petrov [MP17] provide four different choices for the bulk operator U*- that
solve (36), provided the partitions satisfy certain interlacing conditions and the
specializations are chosen appropriately. The description of these operators is
quite involved and overall unnecessary for our purposes. Instead, we will recall
the relevant properties of these operators one by one.

We will use only two of the bulk U operators introduced in [MP17], and
denote them as Uy, [a] and U [«], where « is a generic positive real number.
These transition operators correspond, in the Schur process degeneration, to
dynamics on Gelfand-Tsetlin patterns induced by the row or column RSK
insertion, respectively (see [Knu70] or [MP17, Section 4.3] and references
therein).
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REMARK 4.12. It would be tempting to consider the two other possibilities

row[,B] U:,[B], which are dual analogues. However, this is not presently
accessible due to our choice of U Z, which enforces the use of the same set of
specializations on horizontal and vertical edges.

U [a] and U, [or] act from the subspace of k @ U @ v € Yy @ Yy @ Yypy
such that 4 < v and i < « to the subspace of k @ T @ v € YV; ® Y1 ® Yy
such that x < 7 and v < m. For such partitions «, i, v, 7, we will use the

notation U"- (7t |k, w, v) as in Section 2.4. For a partition A € Y, and 1 < j < k&,
let I%Gj()») = (A1, ..., A;) be the projection of A onto its first j parts (now
a partition in Y;). (The orientation of arrows in 1%3 and I<’r_()j is chosen to be
consistent with Figure 4 and interlacing arrays in Section 6.4.) Similarly, let

<«
Proj;(A) = (Ak—j+1, - . ., Ax) be the projection of A onto its last j parts. The main
fact we use from [MP17] is that Z/l - [o] and Llcol [«] satisfy the defining relation

(36), and their projections under PrO], and PI'OJ, are marginally Markov.

We will continue to use the boundary transition operator I/ L of push—block
type defined in Section 2.4.2, although other choices might be interesting to study
and could lead to different dynamics. Recall that in the setting of Section 2.4, the
operators /- and U L depend on specializations p, and p; fori > 1.

4.2.1. Boundary transition operator. We recall that for k > 0 and partitions
n e Yk’ K,TT € Yk+],

PJT/K (pk+l)grr (Po)
Ec(Prr1s PITT(Prs1, Po)P (01 41)

The right-hand side above can be computed more explicitly when the
specializations are simply the evaluation into single variables.

uk%k(nl’(a n) = uk%k(ﬂ“() =

LEMMA 4.13. Fora,b € C, we have

L) pi=riL Ai—pit1+1.
EIL(a)P[L/A(b) — i maimt =12 3 ki —hi H (g 5 4)0(q ; Q)oo' 93)

i (4: )%

Proof. Using the combinatorial formula (20), Q,,/,(u) = u*"1"¢, .1, ,, where

() R .
s (g" "’+1;6])oo(q"’ M'HHQQ)OO

(g5 @)oo (g1 g)

Pum =

i=1

We would like to evaluate &, (u). Since u is a single usual specialization,
Q,./n (1) is only nonzero when /7 is a horizontal strip. Among those 7, there is
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only one that has n’ even, and it is given by n* = (u,, W2, t4, s, ...). For that
r)*
()

L L€(n)/2)
oo =11 (@" " ) 1’—[ (4 @)oo
o CH i (grremthg)g,

i=1

We also readily see that for n*, the only boxes for which b, (CJ) does not equal 1
are those that have leg length 0 (otherwise, the factor of #'°¢ in the denominator
is zero). Thus, we find

Le(n)/2] iy
o= ] (q" 712t ) o
T

(q; @)oo

j=1
so that

()
gﬂ(u) = b‘:ll*uz,‘ ltszl—uziwwn* — i i1~ 1_[

i=1

(qﬂi‘ﬂi+l+l; q)oo
@ P

By the combinatorial formula (19),

PM/A(”) = Mlmiwwu/x,

where
%) wi=Ai+1. Ai—pip1+1.
U = (g s q)oo(q 5 q)oo
w/n = | | .

(@ Doo(griTHH T g) g

Putting this all together and noting that £(1) 4+ 1 = £(u), we arrive at (93). O

DEFINITION 4.14. A g-geometric random variable with parameter 6 € (0, 1),
denoted by qGeom(#), has distribution

k

(q; 9«

P(X =k) = 0; o, k € Zxo.

LEMMA 4.15. Assume that p, and p; are specializations into single variables a,
and a;, respectively, forall i > 1.

(1) For any partitions u < k € Y, the probability kernel Z/{,fk(nlic, W) is
supported on w € Y,.i. Moreover, for any j < k, the push-forward

—

of Z/{,fk (;t|k, w) with respect to Proj; (the marginal distribution of
’ —>

corresponding to its first j parts) depends only on Proj; (k).
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(2) The projection of the dynamics Z/{,fk ( |k, p) to the first part is given by

7 = k1 + qGeom(aoay1).

Proof. For fixed u <k € Yy, U L (m |k, ) is proportional to

£()

i =T O T —Ki 1
Pn k(ak+l)gn (ao) = aozl il ﬂzxa ' 1K<7[7
! ! 1:1[ (@5 Dri— (@ Dy
as follows from Lemma 4.13. By summing over 71, T;4, . . ., we see that the
—
distribution of Proj; (;r) depends only on Proj; (k). In particular, summing over
M, ..., Trt1, We find that the weight of 7, is proportional to
(asars1)"™
= N tmzk
CH/)F
which shows that 7; — «; has the qGeom(a,ay. ) distribution. L]

DEFINITION 4.16. We introduce the g-inverse Gaussian distribution (see
Lemma 6.28 for a justification of the name) with parameters m € Z-, U {400}
and 0 € (0, 1). A g-inverse Gaussian random variable X is such that

s Dm 1
PX = k) = 6t — 4D , kef0,....m),
(45 DG Qm—r Zn(0)
where Z,,(0) is the mth Rogers—Szegd polynomial
~ (@ Dn
Zn(0) =) 0 —— (94)

= (@D Dk

When m = oo, the g-inverse Gaussian distribution degenerates to the g-
geometric one.

LEMMA 4.17. Assume that p, and p; are specializations into single variables a,
and a;, respectively, foralli > 1.
(1) For any j < k, and partitions u < « € Yy, the push-forward of Z/{,fk (|«
b
) with respect to Proj; (last j parts of the partitions) depends only on
<~
Proj; (k).
(2) The projection of the dynamics Uk{k(nlk, W) on the last part is such that

41 IS a g-inverse Gaussian random variable with parameters k; and
—1)k
Clc() )ak+1.
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Loy s
J i Kb
aj;
}—<—v' K
Hoai

Figure 9. Action of the transition operators Uy (|, i, v) and UL, (|, ., v)
on a corner formed by partitions «, u, v at positions (i, j — 1), (i — 1, j — 1),
(i — 1, j). The dashed part of the path has no influence on the distribution of 7.

Proof. One proves (1) similarly to Lemma 4.15. Summing over my, ..., m; fora
fixed ¥ € Y, the distribution of m;, is proportional to

(=D Th
a, Ariq

(@ Dt (@5 Do
which proves (2). I

4.2.2. Bulk dynamics based on RSK row insertion. For j > 1, consider four
partitions x, u € Y;_; and 7, v € Y; such that

v < mw > Y,
Y Y

wo< ok > Y

Assume that these partitions appear on a section of a path w as in Figure 9 so that
a specialization p; lies on the horizontal edge and p; lies on the vertical edge.
Assume that p; and p; are specializations into single variables a; and a;. Then,
[MP17] defines an operator that we will call U5 (7 |k, u, v), which satisfies
the relation in (36). We collect the following properties of U, from [MP17],

wherein Uy ( |k, i, v) is denoted by U; (v — m|u — «) when the sequence

Tow

(Z/I ,) defines the multivariate dynamics Q7 [«]; cf. [MP17, Section 6.2].

Tow

PROPOSITION 4.18. With the above notation, we have the following:
() U

(T, w, v) is supported on w such that v < w and k < w [MPI17,
Lemma 6.2].
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(2) U (K, u, v) preserves the q-Whittaker process structure, in the sense

row

of (36) [MP17, Theorem 6.4].

(3) The projection of the dynamics on the first j parts of each partition is
marginally Markov [MP17, Section 6.3].

DEFINITION 4.19. For parameters ¢, &, n € R, y € {0,1,...} U {400} and
s € {0, ..., y}, define the g-beta-binomial distribution, denoted as qBetaBin(g,
£, 1n,y), by the weights

m/&; q)s(&; q)y—s (q;9)y
(1 @)y (@: Ds(q5 @) y—s

‘Pq,s,n(5|y) = SS

These weights were introduced in [GO09, Pov13]. There are several ranges
of parameters for which the weights ¢, ., (s|y) define a probability distribution
on {0, ..., y}. The simplest choice is 0 < ¢ < land 0 < n < & < 1, and
the corresponding distribution is a natural g-analogue of the beta-binomial
distribution [GO09]. Another possibility, considered in [MP17], is to use the
weights @1 ga qath (s]y), where a, b are nonnegative integers such that y < a+b.
We may consider also the degeneration when b goes to infinity and denote the
corresponding weights ¢ 4-1.q0.0(s]y). Note that ¢ . , (s|y) degenerates to the g-
geometric distribution when n = 0 and y = +o0.

The law of the first part marginals under the dynamics U, can be described
explicitly as follows.

LEMMA 4.20 [MP17, Section 6.3]. Under the transition operator U, (1|, [,
v))
Tm=v+V+W

where V is distributed as a q-geometric random variable with parameter a;a;
and W is distributed according to

P(W = k) = @, 1 g o (Klict — j11);

V and W are independent.

4.2.3. Bulk dynamics based on RSK column insertion. We will also use another
type of dynamics that we will denote Uy, (s |k, w, v), introduced in [MP17]
wherein it is denoted by U;(v — 7| — k), when the sequence ({/;) defines
the multivariate dynamics onl [a]; cf. [MP17, Section 6.4]. As for the dynamics
U,,,,» we will not provide the complete definition of I{, since we do not need it,

but only list the following properties proved in [MP17].
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PROPOSITION 4.21. Under the same assumptions as in Section 4.2.2, we have
the following:

(1) U, (|k, o, v) is supported on w such that v < w and k < w [MP17,

Lemma 6.6].
(2) U-,(r|k, w, v) satisfies (36) [MP17, Theorem 6.10].

col

(3) The projection of the dynamics on the last j parts of each partition is
marginally Markov [MP17, Section 6.6].

The dynamics on the last part of each partition under U, ( |k, u, v) are
explicit.

LEMMA 4.22 [MP17, Section 6.6]. Under the transition operator UL, (r |k, ,
V),

g1 = Vi1 + W,

where
PW =) = 040400 1k = Vis1).

The distribution @, , ,(:|m) can be seen as a truncation of the g-geometric
distribution. It is a different truncation than the g-inverse Gaussian distribution
(see Definition 4.16).

4.3. New exactly solvable particle systems. The dynamics studied in
Section 4.2 suggest the definition of new exactly solvable particle systems,
which are ‘half-space’ variants of the Geometric g-PushTASEP (introduced
in [MP17]) and the discrete Geometric g-TASEP (introduced in [BC15]). For
both particle systems, we can use the moment formulas from Corollaries 4.1,
4.9 and 4.4 and the Laplace transform formulas from Corollaries 4.7 and 4.3.
This provides moment and Laplace transform formulas for the random variable
g*®, where x,(t) will denote the position of an arbitrary particle at any time ¢
in the models that we define now.

We start with the particle system corresponding to the row insertion dynamics
(Section 4.2.2).

DEFINITION 4.23. The Geometric q-PushTASEP with particle creation is a
discrete-time Markov process on configurations of particles

0=1xp(t) <x1(t) < x2(t) <--- < x,(t) < 00.
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IFD(V"i = k) = ‘Pq,u;u,,()(kl + OO)

P(W3 = k) = ‘Pq",q3,0(k|2)
+V3() +W3()
—~ /\/—N

[ —@ @ *——@—————>

10 11 12 13 14 15 16 1 18
x()  xs(2)

4 5 6

PO 5@

gap;(f) =x3—xp—1=3

Figure 10. Configuration of particles in the Geometric g-PushTASEP with
particle creation at time t = 5. We illustrate possible jumps of the particles sitting
at x,(¢) and x3(¢). Note that the particle sitting at x4(¢) will necessarily jump to a
position on the right of x53(¢ + 1) (by the construction of W,(¢)). A new particle
will be created at x;, (¢ + 1) (= 17 on the figure).

At time 0, there is only one particle at x((0) = 0. From time ¢ to ¢ + 1, particles’
positions x, (¢) forn = 1 to t are sequentially updated so that the particle at x,, ()
jumps to its new location x,(t + 1) = x,(t) + V,(t) + W,(t), where V,,(¢) and
W, () are independent, V, (¢) is a g-geometric random variable with parameter
aa, (see Definition 4.14) and W, (¢) is distributed according to

P(W, (1) = k) = @1 gewo o (kX1 (£ + 1) — X1 (1))

where gap,, (¢) = x,(t) — x,—1(¢) — 1. Additionally, a new particle is created at
location x, 1 (t + 1) = x,(t + 1) + V1 (¢) + 1, where V,,,(¢) is an independent
g-geometric random variable with parameter a.a; (see Figure 10). Note that the
strict ordering of particle locations is preserved by the dynamics.

PROPOSITION 4.24. Let (x”(t))l<n<t denote the positions of particles in
the Geometric q-PushTASEP with particle creation (Definition 4.23). Let
(k(""))1 <n<; be a sequence of random partitions distributed according to
the Markovian growth procedure described in Section 2.4, using transition
operators Uy, and U L, and specializations p, and p; into single variables a,
and a;, respectively, for all i > 1. In particular, A" is distributed according
to the half-space q-Whittaker measure ]P’{(]a1 ..... ) dortiner.ary-  Lhen, for any
admissible path w € §2, we have
@ ¢y (t.n)
('x”(t))(t,n)ea) - (Al + n)(t,n)ea)'

Proof. The two families have the same dynamics, according to Lemmas 4.15
and 4.20. O
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REMARK 4.25. The moments of ¢~ are given by (84) in Corollary 4.1. By
definition of the dynamics, x,(¢) can be bounded by a sum of g-Geometric
random variables with parameters a.a, and a,a, over some range of ', n’.
However, for X ~ qGeom(6), E[g**] is finite as long as ¢* > 6. This explains
why the moments of ¢ ' in Corollary 4.1 can exist only when ¢* > max{a;}>
and g% > max{a j}max{a;}. It turns out that these conditions are sufficient for
the existence of moments.

We introduce now the particle system corresponding to the column insertion
dynamics (Section 4.2.3).

DEFINITION 4.26. The Geometric q-TASEP with activation is a discrete-time
Markov process on infinite configurations of particles

< x, (1) < - < x1(F) < x0(t) = Fo00.

Attime 0, x,(0) = —n forall n > 1. From time ¢ to time ¢ + 1, the first # particles
at locations x;(?), ..., x,(¢) are updated in parallel so that the nth particle jumps
to x,(t + 1) = x,(t) + V,(t), where V,(¢) is distributed according to

P(Vu(t) = J) = @y .00 (7 X1 (1) = 2, (1) = 1).

Additionally, the (¢ 4 1)th particle jumps to the location x, . (t +1) = —t — 1 4
W (t), where W (¢) is distributed according to the g-inverse Gaussian distribution
with parameters m = x,(t + 1) + ¢ and 6 equals a,a, or a,/a, depending on the
parity of ¢:

(g @m 1
@ DG Dk Z,, (a5 a,)

P(W(t) — k) — (ac()—l)lfla[)k

All participating random variables are independent. The particle system is
depicted in Figure 11.

PROPOSITION 4.27. Let (xn (t))l<n<t denote the positions of particles in the
Geometric q-TASEP with activation (Definition 4.26). Let (A"") be a

sequence of random partitions distributed according to the Markov]iélnférowth
procedure described in Section 2.4, using transition operators U-, , and U £, and
specializations p, and p; into single variables a, and a;, respectively, for all
i > 1. In particular, . is distributed according to the half-space q-Whittaker

measure P, . . . Then, for any admissible path o € $2, we have

)
(x”(t))(t,n)Ew = ()\'Elt.n) - n)(f,n)ew'
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P(V3 = .]) = ‘Pt],a3zz,,0(j|2)

+W(2) +V3(0)
——0—0— & \ 4 +—@ L

8 -7 -6 -5 -4

s -1 0 1
xg(1) x7(1) x6(2)

3 2 3 4
X5(1) x4(8) x3(0) xa(1)

6 8

x1(0)

XZ—X3—1=2

Figure 11. Configuration of particles in the Geometric ¢g-TASEP with activation
attime t = 5. We illustrate a possible jump of the particle sitting at x3(¢) and the
activation of the sixth particle.

Proof. The two families have the same dynamics, according to Lemmas 4.15
and 4.22. O

5. Half-space Hall-Littlewood process

We assume now that ¢ = 0 and ¢ € (0, 1). We use again the same notations P,
0, & as before. These (P and Q) are now called the Hall-Littlewood symmetric
functions. We define the half-space Hall-Littlewood measure IP”p oo s the
measure on partitions A € Y such that

P.(0)&.(p7)
I (p; p)P(p)’

and denote by P! o> for a sequence of specializations p, the half-space Hall-

Littlewood process, that is, the ¢ = 0 degeneration of the half-space Macdonald
process P¢* .

Ptp’p/ *) =

5.1. Observables and integral formulas. Consider a Hall-Littlewood
measure where p = (ai,...,a,) € (0, )", and p¥ = p(a, B,y) as defined
in Section 2.2.4. We further assume that all the parameters ¢; are such that
max{a;} max{o;} < 1 so that the measure is well defined. We will be mostly
interested in the distribution of the length of a Hall-Littlewood random partition
A, denoted by £(A) in the following.

COROLLARY 5.1. Let r be a positive integer. We have

o4 [e,(t"’[m’l, et to)]

(@,....an),p

1 [(d dz, 1 r 1 —tz;2; vy | — 122
& L e B e D
r! 2im 2im 17k — 2 1— ZiZj 1-— Z;

kl=11<i<j<r i=1
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r n
1 tzi—a; 1 —z;a;
e TT(E=r =), %)
i 2jip) oy \Zj —a zja
where the positively oriented contours encircle {a,,...,a,} and no other

singularity of the integrand.

Proof. This is the ¢ = 0 degeneration of Proposition 3.7. Indeed, when g = 0,

e, (qk‘t"*l, q“t”fz, e, q*") = e, ("M 0, O
Note that
n n—0—1
; (—u; oo
we, ("1 0 = 1+ut)y= ————.
; o ) 1:! ( )= s

The coefficient of u” can be extracted from the right-hand side using the g-
binomial theorem (12):

n—t—1 0y ¢ 1\r(n—t r(tz_nﬂ‘)r
e (t L)y =(=D"@ )—(t;t), .

REMARK 5.2. We may take a generating series of (95) and obtain a formula

(U=t ;1) o
distribution of £(A) in asymptotic regimes where n — £(A) tends to 400, since
it would require to scale u to 400, and the prefactor (u; t),, would diverge. A
similar issue was encountered in [TW09] wherein the formula in Equation (2)
was not directly amenable for asymptotic analysis (see also [BCS14, Theorem
5.5]). In [BBCW18], we show that in the special case where p is trivial, it is

for E! [&] However, this is not a convenient observable to study the

possible to compute E’ [ ] as a multiplicative functional of the Pfaffian

1
Schur process, which can be written explicitly as contour integrals and the

resulting formulas are amenable to asymptotic analysis.

We need to slightly change contours so as to obtain an integral formula for
a better observable, following similar lines to [BCS14, BP18, Dim18]. For
simplicity, we will focus on the case where the specialization p is a pure
alpha specialization (otherwise, we would need restrictive assumptions on the
parameters B;) of the form («y, ..., o, ). Define the function

. “o1l— wa
gw=|[0d-cqw||—
11:! ll:! 1 — w/a,-
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Figure 12. Possible choice of nested contours Cy, C,, C5 for Proposition 5.3 in a
case where a; = a, = a; = a. Each contour C; is the union of a circle around 0
and a circle around a. The dotted contours are the images of C;’s under z — ¢z.

so that (cf. (95))

g'(w) 1 li[tw—ai 1 — wa;
G'(tw) O(w;p) ;1 w—a 1 —twa;

PROPOSITION 5.3. Foranym > 1,

_ mn=1) dz dz zi—z; 1 —tz;z;
Bl [ =0 g S TT 2

c, 2im Am S w iz Lz
o1l =125 Gz
<L) (96)
- 25 G'tz))’
where the positively oriented contours Cy, ..., C,, all enclose 0 and a; and are

contained in the open disk of radius 1 around zero, and the contours are nested
in such a way that for i < j the contour C; does not include any part of tC; (see
Figure 12 for a possible choice of such contours).

Lr)—n. . .
Proof. Let E, =& [(—1)’ (t"_e(’\))’%]. As a formal power series in u, we

Downloaded from https://www.cambridge.org/core. IP address: 72.68.178.247, on 01 Apr 2021 at 18:40:58, subject to the Cambridge Core
terms of use, available at https://www.cambridge.org/core/terms. https://doi.org/10.1017/fmp.2020.3


https://www.cambridge.org/core/terms
https://doi.org/10.1017/fmp.2020.3
https://www.cambridge.org/core

Half-space Macdonald processes 83

have that

. - p [ @0«

. [(ut" —lo; t)oo} kz 15 i [(ut"“”;t)oo]

- r+k(_1)r - m “ l)kEk
2 (15 D =2 Z 15 Ok

r=0 k=0 ’ m=0 k=0

Using the Cauchy determinant evaluation in Corollary 5.1, we may write that for
all k,

(t; DBy =

)

tF DR (15 ) (= 1)F le % de -z Filzi, oo, 2i)
k(1 — p)k 2ir 2ir - PR T SRR

where Fj is a symmetric meromorphic function in k variables such that F; has
no pole in any variable in some disk around zero and for all n < m, F,(zy, ...,
20,0,...,0) = F,(z4,...,2,), and the contours are as in the statement of the
corollary. Using the symmetrization identity (89) to desymmetrize the integrand,
we have

(6 0 Ee = (i 421 fd“ —z; Fe(zis - 2)
kg =

2ir 2171 tz, —Z; Z1.--Z

so that we can write

Bl L
(Ut M 1)

B ium pmm—1)/2 i<m> tkk=1)/2
= (), S \k ) pmin=D2

dz dz zi—2; Fi(zi,...,z
% .1“. .k i J k(l k)’ (97)
c 2im c 2ir i ST LTk
where the contour C encloses {ay, ..., a,} and no other singularity.

LEMMA 5.4. For any k > 0, let F; be a symmetric meromorphic function in k
variables such that F; has no pole in any variable in some disk around zero, and
foralln <m, F,(z1,...,2,,0,...,0) = F,(z1, ..., 2,). Then we have

le fl dZm i — & Fm(zl’---’Zm)
I i 2171 G T T T
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m
_ Z m tk(k—l)/2—m<m—1>/2¢ ﬁ .. ﬁ
k p C 2iJT C Ziﬂ

k=0

’

% l—[ i —Zj F(zi, . o0 zk)
Zi —1z;  Z1-.-%
1

where C is an arbitrary contour not encircling 0, and the contours Cy, ..., Cy,
are defined as follows: Let Cy be a small positively oriented circle around 0, and
let r > t~! be such that tC does not intersect r™Cy and r" C, does not encircle
poles of F,,. Then C; is defined as the union of r’Cy and C.

Proof. The statement is the same as [BCS14, Lemma 4.21] except that the
function F was of the form Fi(z(,...,2) = ]_[f:1 f(z;). The proof extends

to our case without any modification. O

Hence, extracting the coefficient of #™ in (97) and using Lemma 5.4, we obtain

B ()" =

El

le f dZm Zi —Zj En(le --‘va)
ol 2imr Cm 2im i< Zi —1z; 21-+-Zm

which concludes the proof of Proposition 5.3. O

PROPOSITION 5.5. Forany k > 1,
R [(th(A))k]
(@i,....an), p
1 d d
Cy L g f
ml!mz! ... Jc 2im I 2im

1 ttew,w t*w,w
% det 1_[ ( a b)oo( a b)oo
w; — w;th (Wawp) oo (FHat oW W) ) o

ISa<b<t(p)

¢ .
() (tHi w?)oo (twiZ; tZ)OO gz(wj)

(W  (Wir2H+1112) Gl (tw;)’

j=1

where the positively oriented contour C contains 0, a;’s and its image by
multiplication by t, and is contained in the open disk of radius 1 around zero.

Proof. For

A—1 r—1 Am—1
(Zl,---,Zk):(wl,twl,---,tl wl7w27---7t2 w29---’tm wm)7
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an adaptation of Lemma 4.6 shows that

1 — 12425 oy 1 —

1<a<b<k Zalb

2

i=1

(t*"wawb;t)oo(t“wawb;t)ool—l(tfw Do (1wl 1)
= J] . (98)
1

L <acpem WaWhs Doo (PP wawy; Do - P oo (WHPHH 1)
and the left-hand side is symmetric in z;. Then the formulas follow by expanding
the nested contours to Cy,, using (a slight variant of) Proposition 4.5 to collect
the residues—see also [BCS14, Proposition 5.2]). O

REMARK 5.6. Unlike the g-Whittaker case, it is not clear how to take a
generating series of the above moment formulas. This is because the term

1_[ (t)m wawb)oo(tkbwawh)oo
|<a<b<k (WaWp) oo (et wWaw) ) o
is typically of size e®" as k grows. In the g-Whittaker case, a similar factor is
present as well (cf. (85)), but one could argue that only finitely many integral
terms are nonzero when taking the moment generating series. This would not be
the case here.

5.2. Half-space stochastic six-vertex model. Recall the definition of the
half-space stochastic six-vertex model (Definition 1.2). The height function in
the half-space stochastic six-vertex model is related to length of partitions in the
half-space Hall-Littlewood processes in the following way.

THEOREM 5.7 [BBCW18, Corollary 4.5]. Letn > 1 and w, € $2 be the path in
£2, which travels from (+00, 0) to (n, 0), goes vertically to (n, n) and diagonally
to (0, 0) (see Figure 13). Let p,, be a sequence of specializations such that edges
(n,i — 1) — (n,i) are labeled by the single variable specialization into a;
and the diagonal specialization is empty. Consider a sequence of partitions A
distributed according to the half-space Hall-Littlewood process P, o Then we
have

(€01),., 2 (W), -

where @, the path in 7* obtained by reflecting w with respect to the quadrant
diagonal.
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W A W

[\

Figure 13. The path w, forn = 4.

In particular, for any 1 < x < y, bh(x, y) has the same distribution as £(}.),
where ) is distributed according to the half-space Hall-Littlewood measure
Pt(a],...,ax),(ax+1....,lly).

Note that we need to perform a reflection of the path w, simply because,
in order to be consistent with earlier literature, we have defined our half-
space stochastic six-vertex model in the upper half-quadrant while half-space
Macdonald processes are indexed by paths in the lower half-quadrant. Moreover,
we expect the result should hold for any admissible path in £2—see [BBCW18,
Remark 4.6].

COROLLARY 5.8. Forintegers 1 < x < yandk > 1,

B! [r400]

_ e dz, dzk 1—[ i — 2z 1 —1zz;
¢, 2im c, 2im I<icj<x G T1Z 1 —2zz;
k 2y x
j iZj J i
j=1 J Joi=1 )= !
where the positively oriented contours Cy, . . ., C,, all enclose 0 and a;’s, and are

contained in the open disk of radius 1 around zero, and the contours are nested
in such a way that for i < j the contour C; does not include any part of tC;.

Proof. This is a direct consequence of Proposition 5.3 and Theorem 5.7. O
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1/2 1 ¢ 1 to1
. i — — e~
reservoir 1 —@— —@—@— —@— :
— | 2 3 4 5 6 7 8 9 10 11 12

Figure 14. Jump rates in the half-line ASEP.
5.3. Scaling limit to half-line ASEP.

DEFINITION 5.9. The half-line ASEP is an interacting particle system on Z.,
where each site is occupied by at most one particle. It is a continuous-time
Markov process on the space of particle configurations, such that each particle
jumps by one to the right at rate p and to the left at rate q, with q < p, provided
the target site is empty. At the origin, a reservoir of particles injects a particle
at site 1 (whenever it is empty) at rate « and removes a particle from site 1
(whenever it is occupied) at rate y. We will further assume that initially all sites
are empty and the parameters are chosenasp=1,q=1t,a¢ =1/2,y =t/2—see
Figure 14 for an illustration. We refer the reader to [BBCW18] for the reasons
behind this specific choice of parameters. We define the current at site x by

Ne() =) mi(v),

i=x

where 7;(t) € {0, 1} is the occupation variable at site { and time 7.

The stochastic six-vertex model in a half-quadrant is a discretization of half-
line ASEP in the following sense. Consider the six-vertex model in a half-
quadrant where a, = a, and scale a as

1—1t
azl—g, e —0

so that to first order in &,

P(—) ~ e, IP(J )%1_8, P( | )aws, ]P’( |—> ~1— e
(100)
Moreover, we rescale n as n = te~! with finite T > 0.

PROPOSITION 5.10 [BBCW18, Proposition 5.2]. Under the scalings above and
the boundary and initial conditions as in Definition 5.9, for any x € {1,2, ...},

n—x-— h(l’l - X, n) :0> NX(T)a
where by is defined in Definition 1.2 and N, (7) is defined in Definition 5.9.
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It would be interesting to take a limit of the moment formula from Corollary
5.8 in order to deduce formulas for the current in half-line ASEP. However, the
choice of contours above—including a; but excluding 1—does not allow us to
take this limit directly. One would need to expand the contours in (99) to become
a circle with radius larger than 1. During this deformation of contours, one would
encounter the same poles for z; = z; when i < j as in the proof of Proposition
5.5, but also additional poles when z; = £1 and when z; = 1/z;. It is not clear
how to rearrange the contribution of all the corresponding residues and we do
not know an analogue of Proposition 4.5 in that setting. It is worth mentioning
that in the limit when ¢ goes to 1, an analogue of Proposition 4.5 was proposed
in [BBC16] as Conjecture 5.2 with Pfaffians replacing the determinants.

In the attempt to prove [BBC16, Conjecture 5.2] proposed in [BBC16, Section
7.3], an essential step is to make use of symmetrization identities over the
hyperoctahedral group BC; instead of the symmetric group S; as in the proof
of Proposition 4.5 (see [BBC16, Section 7] for details). The following identity
was proved in [Ven15, Eq. (5)],

1—t21—t-L
Zi iLj

: 101
1—1 (1oh

where o is a signed permutation acting by permutation and inversion of variables
z;. Its degeneration as ¢ goes to 1 was an important tool to arrive at [BBC16,
Conjecture 5.2].

Taking @ = —b = +/t, and inverting variables in (101), we obtain

k 2
—tz; 1 —tz;2; 1—1tz5 12,
11—z (1 =)k

R
0 €BCy 1<i<j<k < T L LiZj j=1

We expect that this BC-type symmetrization identity should play a role when
moving all contours in (96) to a circle with radius larger than 1. This further
suggests that the appropriate moment generating series to consider is

+00 ukEr[tk(zz—Z(A))] . 1
@) Lt |

It was confirmed in [BBCW18, Proposition 3.3] that this quantity indeed
admits a Fredholm Pfaffian representation at least in the special case where the
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Half-space Macdonald processes 89

specializations of the half-space Hall-Littlewood measure are p = (a4, ..., a,)
and p¥ = @. Allowing a more general p< would allow us to study h(x, y) for
y > x, but we cannot presently generalize the results of [BBCW18].

6. Half-space Whittaker processes

6.1. Whittaker functions. Define the class-one gl,(R)-Whittaker functions
via their integral representations [Giv97]

n—1 k
i (x) = / wow | [T [ exp (Fi(X))
R™2 j=1 =1
where L = (Ay,...,4,) € Cx = (x, ..., %), X = (s 1 1 <@ <k < n),

Xn; = x; and

n—1 k

n k k—1
k=1 i=1 i=1

k=1 i=1

Note that unlike previous sections, A does not denote a partition but a vector
in C". Furthermore, we will see that Whittaker functions play a role similar to
g-Whittaker and Macdonald functions in previous sections, but in order to be
consistent with notations commonly used in the literature, the role of the index
A and the variable x are switched (for instance, in Proposition 6.5 the index A in
¥, (x) corresponds to the variable x in P, (x) and vice versa). Whittaker functions
satisfy the following two integral identities.

PROPOSITION 6.1 ([Sta01], [OSZ14, Corollaries 3.6 and 3.7]). Suppose u > 0
and A, v € C" with Re[A; +v;]1 > 0 forall 1 < i, j < n. Then

/ dx e Y ()Y () = u Z= G0 [T Fy+vy)  (102)

1<i.j<n

and

f dx e Y (OY () =u”H@) [T ra+vp. (103)

1<i,j<n

Define the Sklyanin measure m, (§) as

1 - 1
) = o il;[l rE ) (104)
i#j
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We have the following orthogonality relations, to be understood in a weak sense
(see [GLOO08, Theorem 2.1], [STS93]). Forall A, u, x, y € R”,

| V) dx = S ij 3(h— o (w) (105)
and
VY ()m, (M) dh = 8(x — ). (106)
Rn

Then, Proposition 6.1 yields the following. Let H denote the complex upper half-
plane H = {z € C : Jm[z] > 0}.

PROPOSITION 6.2. Foru > Oand w € C", w; e H, 1 <i < n,

ey (x) = / dg m, (§)uHa 0 [T I (—ig —iw)y () (107)
]Rn

1<i,j<n

and

a0 = [ dgm @S [T rig —iwvo. 108)
.

I<i,j<n

Define an operator BY acting on functions H" — C by

B! f(w) = / ds m,()ui X ] F-ig —iw) f(—£).  (109)

! 1<i,j<n

Define as well a very similar operator EZ acting on functions (—H)" — C by

B f(w) = f

Ry

dg m, ()Tt T L (=i +iw) £€). (110)

1<i,j<n

that is, EZ is a composition of B: and w +— —w. We may rewrite Equations
(107) and (108) as e™ "y, (x) = By, (x) and e " ¥, (x) = B 'y, (x)
(dropping the index n). The operator B" is referred to as dual Baxter operator in
[GLOO08]. It was shown in [BCR15] that the eigenrelation (107) for B* arises as
at = 0,9 — 1 limit of the eigenrelation (50) for Noumi’s g-integral operator
N=. We expect that eigenrelation (108) for B similarly arises as the limit of the
eigenrelation for M* from Proposition 3.27.
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(t,n) t+1,n)
n ]
iy
1
I
DY
. (i, ) |
J g i
aij : Y A
I
a; : Y
Y
1
i t t+1

Figure 15. The path @ considered in Section 6.2.

6.2. Half-space Whittaker process with Plancherel specialization. In this
section, we are interested in the limit of the half-space g-Whittaker process when
q goes to 1. For applications, it would be natural to focus on the case when
specializations are all pure alpha, that is the setting of Section 4.2. However,
we know from the study of the full-space Whittaker process that some technical
difficulties arise with this choice of specializations (see [BC14, Section 4.2]).
More precisely, some tail estimates about integrals involving Whittaker functions
are necessary to justify the convergence of the g-Whittaker process, and these
seem difficult to establish. However, all these estimates are much easier to prove
when one includes a Plancherel specialization (see [BC14, Section 4.1]). Thus,
following an idea already present in [BCFV15], we will consider a half-space
q-Whittaker process, where we add to the specialization (d,, d,41, ..., a,) of &,
some Plancherel component y.

Consider a half-space g-Whittaker process indexed by a path w as in Figure
15, with the following choice of specializations. Fix 1 < n < ¢. Foralli < ¢
and any j, assume that edges (i — 1, j) < (i, j) are labeled by single variable
specialization a;, for any i, j, edges (i, j — 1) — (i, j) are labeled by single
variable specialization a;, the diagonal edge is labeled by specialization a, and—
unlike in Section 4.2—edges (¢, j) < (¢ 4+ 1, j) are labeled by the Plancherel
specialization y .

Let us denote for 1 < m < n, A™ := AU+ The probability of the sequence
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AD << A0 g

SA(”) ((ao, Ayuils oeey a,), ')/)P)‘(n)/)‘(n—l)(a") e PA(I) (al)
H(ala --~7an; (ao7an+17""at)7 ‘J/)¢(a]’ -~-’an) ‘

P G0, ) =

In particular, A is distributed according to the half-space ¢-Whittaker measure,

q
IP>(fll ----- an), (o, any1,-..s dr)J/)(
_ P)n(”) (al’ ceey an)gﬂ") ((acn an+l7 ey at)v y)

H(al,...,an; (ao, Gnyts - -5 a), y)@(al, coay)

)L(n))

To go from g-Whittaker to Whittaker processes, we use the following scalings:
g=e"°, aj=e", a,=e, y= 72 (111)

MWV =1e?+(t+m+1-2j)e " loge™ +&'T™, VI<m<n (112)

REMARK 6.3. Based on the analogy between half-space Macdonald processes
and usual Macdonald processes, our random variable Tj('”) corresponds to the
random variable denoted by 7,, ; in the context of the «-Whittaker process
[BC14, Section 4.2].

Let us recall some convergence results from [BC14].

LEMMA 6.4 [BC14, Proposition 4.1.9]. Forany M € R,

IOg [(('L 4)571 10g5’1+s*1y] = A(S) +e + 0(1), (113)
where A(g) = —e~! ” 3 log &=, and for k > 1,
102 [ (45 @re-110ge-146-1y | = Ae) + o(1), (114)

where the error o(1) in (113) and (114) goes to O uniformly fory > M as e — O.
Moreover, forany y € R and k > 1, we have the inequality

102(q5 @)ke110ge-1ye-ty = A(e) + &7 e T _ ¢ (g), (115)

where c(¢) — 0 uniformly in y.

‘We recall that (with t = 0)

H(al,...,an;bl,... l_[l_[(ab ¢(a17--~7an)

i=1 j=1 ]aq)oo
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- T1 !

1<i<j<n (@ia;; @)oo

Noting that by the convergence of the g-Gamma function to the Gamma function

(see (14)),

3 -1
—eX., —¢ — ol A(e)+o(1)
(e e Do ® e
so that (see [BCFV15, Lemma 4.9]) with the scalings a; = q¢%, b; = q”,

k n
R p— 1
M(ar, .o an; (b, b, y) = (e R Hﬂm>

i=1 j=I

k n
x e XTI +ape®, (116)

i=1 j=I

where the o(1) error goes to zero as € — 0. Similarly, we have

@(Cll, ey an) = 1_[ gai“'"‘j_le_A(r‘f)]"(O{i + O[j)en(l)

1<i<j<n

_ . _n=) _n@=1)
=g DX AO T Diay + e, (117)

1<i<j<n

PROPOSITION 6.5 [BC14, Theorem 4.1.7]. Fix 1 < n < t, the scalings ¢ = e™¢,
rMi=tel4+ (@ +n+1-2j)e " oge™ + e xpand z; = €9 for 1 < j < n,
and let s

vy (x) =¢ >
Then, for all v € C", as ¢ — 0, ¥:(x) converges to ,(x) uniformly for x in a
compact set.

n(n

gf Therivegre™ Ty 52 A@ p, (7).

Proof. The scalings above are slightly different from the setting of [BC14,
Theorem 4.1.7], but the result is obtained using the same arguments as in Step 2
of the proof of [BC14, Lemma 4.1.25]. O

LEMMA 6.6 [BCFV15, Lemma 4.8]. Fix any compact subset D C R'"+D/2,
Then, under scalings (111) and (112),

Py 00 (an) Pyo-n j0-» (@n-1) . .. Pyo (ay)

where the error o(l) goes to zero as e to 0 uniformly with respect to
(T,m)lgjgmgn € D.
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Proposition 6.5 and Lemma 6.6 correct a mistake in the exponent in front of A
present in [BC14], as pointed out in [BCR15].
We define now the Whittaker analogue of the symmetric function &;.

DEFINITION 6.7. We define for 7 > 0, « € R* and x € R”,

T = [ yeeE ST e -
(R-+ia)”

i=1 j=1

< ] I +v)m,w)dv, (118)

1<i<j<n

wherea > Oando; +a > Oforall 1 <i <k.

PROPOSITION 6.8. Let T > 0, n, k € Z., and fix a compact subset K C R".
Then, under the scalings g = e, A; = te 2+ (2n+k—2j)e ' log(e ™) +e7'x;
for1 <j<nma=q%forl <i<kandy =rte?,

k

-2 1 "
i@ ... a). y) = e"e™ (HW> T @)e®,

i=1
where &, is specialized into the union of the pure alpha specialization (a,, ...,

ai) and a Plancherel specialization with parameter y, and the o(1) error goes
to zero uniformly as ¢ — 0 for x € K.

Proof. We adapt the proof of [BCFV1S, Lemma 4.10]. Recall that using the
torus scalar product ((-, -)) from Section 2.2.5, we may write for ¢ > 0 anda > 0,

1
E(x) = —7— Pz 1 @ (z)m?’
') = 5 fww (2D (2, )P (2)m] (z)]"[

dz,

I

Under the scalings we consider, we have (P,, P,)) = (P,, P,) = ¢’V as in
[BC14, Lemma 4.1.25]. In the following, we will use the change of variables
z; = exp(iev;). Fix a compact subset V C R". Then,

k n
O(zi. .oz (@ a0, y) = En [ [ e —ivye ™22,

i=1 j=1

k —_ — v
where E :=[];_, l‘[’;:l e~ A© —1+ai—iv;

D@ .z) =Eo [ Iivi—ivper®,

1<i<j<n
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e n . _am=l) _n@=1) ..
where Eg 1= ¢ "D Xjmvig="7" ¢~ "7 A® and from Proposition 6.5,

P)»(l/zlv ceey l/zn) = E_pw,w ..... -V, (xl’ ceey xn)e()(l)a

_— nn—1) s _ n . _nm=1 .
where Ep = =7 glttn=DXizvip="5"A@® [n all the above asymptotics, the

o(1) errors go to zero uniformly for x € K and v € V. Further, we have

n n
dz; 2
m?(2) | l_zl = Enam, () [ [ dvie”?,  En =" """ 40,
i=1 i=1

where the error goes to zero uniformly for v € V. The above asymptotics
altogether suggest that uniformly for x € K,

(IM(z;a,y), P(2)) = EnEoEpE, T, (x)e"", (119)

since integrands on both sides of (119) match when ¢ — 0. However, the
convergences above are valid for compact subsets of the integrand variable v. In
order to justify that the integrand converges, one needs some tail decay estimate
as |[v| — oo, uniform with respect to x € K. For instance, it would be sufficient
to prove that for

Vi ={zeT":z, = e and |v| > M},

then

(z;a,y)P (@) Pz hmi(z) ﬁ dzi _ 0

lim lim —
z2€Vm EnE¢EpEm Zi

M—00 e—0

(120)

i=l1

uniformly for x € K. A similar estimate had already been proved in Step 4 of
[BC14, Lemma 4.1.25]. One can estimate each of the quantities

‘H(z; a,t) ‘ ?(2) ‘ Piz™h) and |
EH ’ Eq) ’ E_p Em ’
While ”(E—g” has a Gaussian decay in v, all other quantities have at most

exponential growth (this is the reason why it is essential for us to keep a positive
Plancherel specialization). Therefore, the integrand in (120) is bounded by a
constant times e~¢Xi-1" uniformly in ¢ for T € D. Thus, (120) is established.
Finally, it is easy to check that E E4E p E,, matches the prefactor of 77 (x) in
the statement of Proposition 6.8. O
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DEFINITION 6.9. For «, and «,...,a, € R.p, 7 > 0and 1 < n < ¢, we
define the (ascending) half-space Whittaker process as a probability measure on
T := (T('"))K j<m<n € R*>™ with density function given by

P(dT)
exp (Fiay....io, (T)) T (T, T

""" Uo,0lp41,5.., 0,

er X2 [T, I@o +a) [T)mpa Tley +a) Tl ojen @) + )

Integrating the half-space Whittaker process over variables Tj('") form < n

P(al ,,,,, an);(ao,anﬂ,...,a,),r(dT)
wiotl ..... iot,,(Tl7‘~ T)Eraﬂ ,,,,, (Tla‘--’Tn)

= n n dT
er X T2 T T (o + ) [Tjmpr Ty + ) [Ty @y + o)

The fact that these densities above define bona fide probability measures is
not obvious. Fora, € Rand «y, ..., o, € R. o with o, + «; > 0, it follows from
the limits of Propositions 6.5 and 6.8 that the density is nonnegative. The next
proposition shows that the density integrates to 1.

PROPOSITION 6.10. Lett >0, n <tanday,...,a > 0suchthato; + o, >0
forall1 <i < n. Then,

/ dx wion ..... ia, (x),];: O] yeees Ot (X)
R

RS P l_[r(ao+a) ]_[F(a,+a) [[ r+a). a2

j=n+1 I<i<j<n

This is formally the limit of generalized Littlewood summation identity (28)
via Propositions 6.5 and 6.8, though this does not constitute a proof because
these limits hold only for x in a compact set. However, we will see that the result
can be deduced from the orthogonality of Whittaker functions along with certain
bounds on the tails of the half-space Whittaker measure. We will first state these
bounds and then prove Proposition 6.10.

We start with a general bound on the growth of Whittaker functions.

LEMMA 6.11. For any fixed y > O, there exists a constant C > 0 such that

[¥, ()] < Ce?Zi=1 1l forall v € C" such that |Jm[v;]| <y, forall1 < j < n.
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In particular, if o € C" is such that ¢c; < Re[o;] < ¢ forall1 <i < n,

[Wia (X)] < Ce*Csz':lx,-Jr(czfcl)Zf':l bl

Proof. As [BC14, Lemma 4.1.19], the first statement follows by recurrence on
n using the recursive structure in Givental’s integral representation (see [BC14,
(4.2), (4.3)]). The second part of the statement comes from the shift property of
Whittaker functions ¥, (x) = ¥y, iy, —ic(X)e” e Xinixi . Using the first part, we
may write

Wi ()| < Wiy ity —icr (X )€™ 220=1% |  Cem 2 Zimsitlemen sl

REMARK 6.12. In the Weyl chamber W, :={x e R" : x; 2> x, > --- > x,,},
one can refine the estimate from Lemma 6.11 (see for example [BO11, Corollary
2.3]). For any n > 1, there exists a constant C > 0 such that for x € W, we have

Y (x)e 2 < C

When the index of Whittaker functions belongs to R", Whittaker functions
have doubly exponential decay away from the Weyl chamber.

PROPOSITION 6.13 [BC14, Proposition 4.1.3]. For x € R", define o(x) = {i :
X;i — Xxiy1 < O} Foreach o C {1, ..., n}, there exists a polynomial A, such that
forallv € R" and for all x € R" with o (x) = o, we have

0l < Ag ) [ Texp (—e=57).

ieo

This implies a similar bound for 7 7 (x).

PROPOSITION 6.14. Fixn > 1,k >0, 71 >0and oy, ..., € R. Leta > 0 be
such that a + o; > 0 for all 1 < i < k. Then, there exists a polynomial A such
that for all x € R"

n—1

‘,EIT ak(x)’ A(x)eaZ, ‘X’Hexp( %)

Proof. We may use the change of variables v = ¥ + ia in (118) so that the
integration is over R" and use Proposition 6.13 to bound the Whittaker function
inside the integral. O]
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PROPOSITION 6.15. Fixn > 1, k>0, 7 >0anday,...,ay € R. Let R > 0 be
such that R+ «; > 0 forall 1 <i < k. Then, there exists a constant C > 0 such
that for all x € R”,

T, o ()] < CefXimin,

,,,,,

Moreover, the function x > e~ RXi=1% Tyl o (X) is in L2(R").

Proof. Recall that in the definition of 7,7, (x) in (118), the parameter a > 0
can be taken arbitrarily as long as a + a, > 0 Using the shift property
v, (x) and the change of

variables v; = v; +ia forall 1 <i < n, we obtaln

,,,,,

ot ()] < Ce & ""/ Yo (x)e "/

X nl_[F(oc,»—iDj—i—a) ]_[ I(=i(%; + 7)) 4+ 2a)ym,(v)|dD.  (122)

i=1 j=1 1<i<j<n

Using Lemma 6.11, the integral can be bounded by a constant (depending on
a but not x), which yields the first part of the statement of Proposition 6.15 by
choosing a = R. The fact that the integral above, seen as a function of x, is
bounded in IL?(R") follows from the orthogonality of Whittaker functions (105)
and the Gaussian decay of the integrand. O

The estimate from Proposition 6.15 will be useful in Section 6.7, but it is not
sufficiently sharp for the proof of Proposition 6.10. The next proposition is a
refinement.

PROPOSITION 6.16. Fixn > 2, k>0, 71 >0, ay,...,0, € R. Leta > 0 be
such that a +o; > O forall 1 <i < k. For any R > a, there exists a polynomial
C(x) such that for x € R",

Tar @I < C) [T ™ JT e

i:x;j<0 i:x; =20

Proof. In the proof of Proposition 6.15, we have seen that the ability to freely
shift the integration contours can be translated into a decay bound. In order to
obtain a sharper bound, we need to shift each contour separately by a distance
depending on the sign of x;. Since we may not use the shift property of Whittaker
functions anymore, it would be very convenient to decompose the Whittaker
function v, (x) as linear combinations of [, e, Such a decomposition exists,
in terms of the fundamental Whittaker functions introduced in [Has82]. We will
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be using notations from [0’C14, Section 8]. Using [O’C14, Proposition 3] (see
also [O’C14, Corollary 3]), we may write

T (x) = / m_iy()e ™ 2112 Z (o, v) [ [ vy — iv;) dv, (123)
(R+ia)?

i<j
where we have used the shorthand notation
k

Zv) =[[[[r@—ivy) [] reio+v)).

i=1 j=1 I<i<j<n

and m_;, (x) are fundamental Whittaker functions defined as follows. For n >
2and m € (Z>0)"“, we define analytic coefficients a, , (v) by the recurrence
[IS07, Theorem 15]

1
m!C(vy —va+m+1)°

a2,m(v) =

and forn > 2,

QW)=Y anlk(u)l"[ 1 . (124

ke(Zzo)"2 = k)N = o mi = i)

where the sum runs over k € (Z>)"~ 2 such that k; < m;, we adopt the convention
thatky =k, 1 =0,and u = (v; +v,/(n — s Vet +v,/(n—1),v,). Then,
fundamental Whittaker functions are deﬁned by the series

n—1 n
m,(x) = Z Ay (V) €XP <— Zmi(xi —Xip) + Z Vixi) )
i=1 i=1

me(Z>U)”’l
which is absolutely convergent [Has82, Lemma 4.6]. We will need the following

estimate.

LEMMA 6.17. Fixa, R > 0and n > 2. Let us define

Ay = max |a,,ym(iv)|.
me(Zzo)""!
:':11"’1'=N

There exist positive constants C, ¢, ¢’ such that for v € C" where for all i, v; €

R +1ia)" orv; € (R +i(a + R))", we have

Ay < ce ¢ Yo Relvi]l _— c” (125)
! (N)?
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Proof. We adapt the proof of [Has82, Lemma 4.5], which concerns the case
where v is restricted to a compact set. The coefficients a, ,, (v) satisfy another
recurrence [IS07, Theorem 15]:

n—1 n—2 n—1
> om; me,+1+2(v,—vl+1>m Ay (V) =)y (v), (126)
i=1 i=1 i=1 i=1
where m —e; = (my, ..., m;—1,...,m, 1), with a, ,, = 0if m & (Z,)"~' and
1

w0 ==

We have

n—1 n—2 n—1 n—1 1 n—1

2 . . 2 . .
E m,-—z m,-mi+1+§ (v —ivi)m; = E E(mi_mi+l) +E (v =1 )m;,
i=1 i=1 i=l1 i=0

i=1

with the convention that mo=m, = 0. Note that if N =m, +--- +m,_,, we
may write N = ) 7 Ym; — mis) @ + 1) so that using the Cauchy—Schwartz
inequality,

n—1 n—1

Z(ml —miy1)’ Zz <n’ Z(ml —mi)’.

Then, using |z| > |PRe[z]|, we can write

n—1

n—1
Zm Zm My + Z(lv, v m;| > —N2 NR,
i=1

where N = m; + --- +m,_,. For N > 4Rn>, we have N> — NR > N?/(4n%).
In (126), we may bound each term in the sum on the right-hand side by Ay_; so
that for N > 4Rn>,
Ay <
ﬁ N—1-

Thus, if (125) is true for N < 4Rn?, then it is true for all N, by choosing
C in (125) larger than 4n*. Since R and n are fixed, we may bound Ay for all
N < 4Rn by ce® Zi=1 Rl for some constants ¢, ¢’. Indeed, using the recurrence
formula (124), coefficients a, , are finite sums of finite products of Gamma
factors, which can be bounded by ce® i=1 1%elull, O
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Half-space Macdonald processes 101

Going back to the proof of Proposition 6.15, we can rewrite (123) as

n—1

T = ), f%ia)nan,m(iv)exp Zm(x, Xi11) — wa,

me(Zzo)"~!
L2 7 (a, v) H(lv, iv;)dv. (127)
i<j

For all i, if x; < 0, we shift the contour by i(R — a) (that is, from R + ia to
R +1iR) and subsequently use the change of variables v; = V; +iR so that v; € R.
If x; > 0, we use the change of variables v; = V; + ia so that v; € R. The
factor exp (— Yo if),»x[) can be simply bounded by 1. We obtain that 77 (x) is
bounded by the product of three terms:

Rx; ax .
L Hi:x,-<0€ xl_[i:)c,->0e )

e an absolutely convergent integral over v € R, which does not depend on x;
and

e the series

Cmimet exp (_ Z:?:—ll m;(x; — xi+l))
((m, —|—...mn_1)!)2 ’

2

me(Z>0)"“

where C is the constant in Lemma 6.17.

Using that (m, +---4+m,_)! > .m,_! and the inequality Zk —0 (k,)z <
exp(24/x) for positive x, we may bound the series as

it exp (— Z?:ll mi(-xi - ‘xi‘H))

n—1 o
Z ((my + ...m,_1)!)? < HeZCe

me(Zxo)"!

Thus we have arrived at

Xi— l+1)

Tar @I <C [T e [T ¢ ]—[e”e . (128)

i:x;j<0 i:x; 20 i=1

Now we may combine this result with the bound of Proposition 6.14. Let us write

ITa O =T OPUT 01

AAAAAAAAAAAAAAA

where C is the same constant as above. We bound the first factor with Proposition
6.14 and the second factor with (128). The doubly exponential factors cancel, and
this concludes the proof of the proposition. O
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Proof of Proposition 6.10. Let

.....

f(alv e an) = / dx wial ..... ia, (x)’];:am

Recall the definition of the function 7 ° in (118). Using orthogonality of
Whittaker functions, we deduce that when «y, . . ., o, belong to iR + a (where a
is the real part of the contour in (118)),

n t
f(al,...,ozn)=eTZ?:‘a"2/2HF(Olo+0li) l_[ I'(a; +a;) l_[ I (o + aj).

i=1 Jj=n+1 I<i<j<n

Recall that Whittaker functions are analytic functions in their index. We wish
to analytically continue the above identity for all @ such that RRe[w;] > a, for
some a > 0 such that a > —a,. As in the proof of [BC14, Proposition 4.1.18],
we prove that f(«, ..., a,) is analytic by showing that for any compact region
A C {z € C" : Re[z;] > a} and any & > 0, there exists a compact subset K C R”
such that forall ¢ € A,

/ A3 |Vioroaon T )] <. (129)
RM\K

Consider a compact set A C C” such that for all z € A, fRe[z;] > a. Leta > 0
be such that max{0, —«.} < a < a and let a be such that fRe[z;] < a for @ € A.
On the one hand, Proposition 6.16 shows that for any R > 0, there exists a
polynomial C(x) such that

T s O] < e T "
i:x;<0

On the other hand, Lemma 6.11 shows that if a < Re[w;] < a,
[Wia (X)| < Ce@ iz ¥it@a Xiny il

Combining these two bounds and using the fact that for x < 0, 2x = x — |x|, we
obtain that for any R > 0,

Vi) T 1 (0] < Clxpem 0 E @0 bl T

i:x; <0

< C(x)e @@ Yicixi pa—a=R/2) 3 Ixil=xi (130)

Let A® = {x e R" : Y7 | x; < S}. We have shown that there exist positive
constants C, ¢ such that when x & (R._,,)" N A®,

Vi ()T, 1o (O] < Ce™S + Cem M,

.....

Downloaded from https://www.cambridge.org/core. IP address: 72.68.178.247, on 01 Apr 2021 at 18:40:58, subject to the Cambridge Core
terms of use, available at https://www.cambridge.org/core/terms. https://doi.org/10.1017/fmp.2020.3


https://www.cambridge.org/core/terms
https://doi.org/10.1017/fmp.2020.3
https://www.cambridge.org/core

Half-space Macdonald processes 103

Thus for any ¢ > 0, taking the compact set K on the left-hand side of (129) as
K = (R._y)" N A® for M, S large enough, (129) holds. This concludes the
proof of Proposition 6.10. 0

PROPOSITION 6.18. Consider scalings (111) and (112). Assume that t > 0 and
Ay, ..., 0 > 0are such that a; + a, > 0 for all 1 < i < n. Then the half-space
q- thttaker measure P! weakly converges to the half-space
Whittaker measure Py,

(@1,.e5an), (Ao, An415---,a1), Y

Proof. Limits (116) and (117) and Propositions 6.5 and 6.8 show that the density
of the half-space g-Whittaker measure converges to the density of the half-space
Whittaker measure for x in a compact subset of R". Proposition 6.10 shows that
the half-space Whittaker measure is a probability measure. This is sufficient to
deduce the weak convergence. O

REMARK 6.19. More generally, the half-space g-Whittaker process also
converges to the half-space Whittaker process.

6.3. Observables and integral formulas. Define the functions

e—tu2/2 H;zl I'v— otj)
I +v) [T, T'(e; +v)
e TV /2 1‘[']?:1 I'(a; —v)
oo+ ) [T, T +v)

G) =

and

Gv) =

6.3.1. Laplace transforms

COROLLARY 6.20. Lett > n > 1, and T > 0. Assume the following:

(i) The parameters «y, ...,a, > 0, o, € R are chosen so that for all 1 < i
J<n o —a; <minglo) o —o; <lando; + o, > 0.

(i) R € (0,1) is chosen so that R < min g {ot;, s + o} and R >
max; < j<n {0t — o},

Then, under the Whittaker measure P,

,,,,, ), (0o, g1 5eees @, T)?

ue ] Z / dSl / dSk %dul dUk
B k! 2in Jp, 2ir J 2in i
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y l—[ (si +v; —s; —v)(v; —v) (v +v) (v +v; — 5 —57)
(vj —Sj —U,')(U,' — 8 —Uj)F(vi +Uj —Si)F(U,' +Uj —Sj)

1<i<j<k

k —
G)  I'Qu) (—uw"
) i=1 |:F(_Si)F(1 * sj)?(v,» - S,') F(2v,- - Si) S; :| ’

(131)

where the contours for each variable v; are positively oriented circles enclosing
the poles {0} 1< j<n, and no other singularity of the integrand, and D = R +-iR
oriented upwards as before.

It should be noted that the assumption that the Plancherel component 7 is
positive is essential here. The right-hand side of (131) would simply diverge for
T =0.

Proof. This is the ¢ — 1 limit of Corollary 4.7. Consider scalings (111) and
(112). Recall the g-Gamma and the g-exponential functions from Section 2.1.
Setting z = u(1 — g)"* exp(—&~'t) in Corollary 4.7 and using the change of
variables w; = g% yields

] "1 ds, dsy dv, dvy
E[e, (ue"@)] =3 E/ Ef i 55% au
k=0 Y Dr Dr
« 1—[ (si +v; —s; —v) (v —v) (v +v) (v +v; —5i —5)
W —s; —v)i —si —v) (v +v; —s) (v +v; —s5)

1<i<j<k

n

k
o A I(aj —v)ly(a; +v; —s;) I, 2vy)
) 11:1[ |:F( I +Sl)g <Fq(aj + ) (a; + 5 — Ui)) I,Q2u; —s;)

X .Fq(“o + v —8) ﬁ (Fq(“j + v - Si)) (—u)sie ™ 'sera' @ =D
Fq(ao_l_vi) Fq(aj_l_vi) (1_qs,-)qv,-

j=n+1

(132)

Indeed, consider first the limit of the left-hand side. Using Proposition 6.18 and
the convergence of the g-exponential function to the exponential on compact
sets, E[e, (ue”?)] converges to the left-hand side of (131). Now we consider
the right-hand side. Note that for any x € C \ R_, I, (x) q—_)—1> I'(x), and with

= - w = s
7672 and v we have

_ze! —S—
e TE sey(q w—w) e

e—0

—ws+rs2/2 _ er(v—s)2/2—1v2/2

This shows that the integrand on the right-hand side in (132) converges pointwise
to the integrand on the right-hand side of (131). To conclude using dominated
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Half-space Macdonald processes 105

convergence, we need to show that the integrands are uniformly (with respect
to g) integrable. We may first evaluate the integrals over v;. The residues occur
when z; = «,; for some choice of p : {1,...,k} — {1, ..., n}. Hence,

Ti(q)
E [eq (ue l )]
"1 / ds / dsy
= k! Jp, 2in Dy 207
y Z 1—[ ((S,- + oy —8; — i) (@pi) — al’(j))>
A1, Dicicgck N@p0) = 87— ) @iy = i = ()

1—[ (Fq(“p(i) + o) Iy (otpi) + piy — 8i — Sj)>
Ly(apay + apy — s Ly (opa) + otpy — 55)

1<i<j<k

n Res{F (@M (o) + apey — i)
X I'(=s)I(1+s;)
l_[ 1_[ Iy(aj +a,p)y(a; +si —api)
Fq(zap(i)) I + (i) — i)
Fq (2ap(i) - Si) Fq (ao + O[P(i))

ﬁ (Fq(o‘j + i — Si)) (—u)sie ™ Sera @O 133)
j=ntl Fq(aj +ap(i)) (1 _qsi)qap(i) .

For any fixed a, b > 0, there exists a constant C; > 0 such that for any y € R
and g € (%, 1), we have (see [BC17, Lemma 2.7])

‘Fq(a-l—iy) <C1(|y||b—a\+1+1>. (134)

I,(b+iy)

Moreover (see Lemma 5.11 in [BCFV15)), there exist constants C,, C; such that
forx € (a,b)and y e R,

! Gyl
Fq(x +iy)

|l (x +iy)| < G, <e

By a Taylor approximation in ¢, for ¢ small enough, there exists a constant Cy4
such that
-1, (g5 _ _ 12
le™™ fevd (q 1)| < e Cabsl , s €D

Using these estimates, each integrand in (133) can be bounded uniformly in g €

(1/2,1) by
k
1_[ CSeC6‘3i|7C7‘5i‘2’
i=1
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for some constants Cs, Cs, C; > 0, which is integrable over 5 € (DR)k. Finally,
the sum over k is finite so that dominated convergence can be applied. O

COROLLARY 6.21. Lett >2n>1,aq,...,a, >0, o, € R such that a; + o, > 0
and t > 0. Assume that the parameters oy, . .., o, are chosen such that for all
1<i,j<n o —a; <l,andlet R € (0, 1) be such that R > «; — «; for all
1 < i, j < n. Under the Whittaker measure P, o) (@o.ani1,.r0)

]E[ Mf'r,,] _ Xn: 1 / dSl / dSk % dv1 dvk
¢ B — k! Jp, 2in D 2ir ) 2ir 2im
l—[ (s; +v; —si —v)(v; —v) (v +v) (s + 5+ v +v))

(si +vi —v)(s; +v; —v)(s; + v +v)I(s; + v +v;)

G(v) I'(2v;) (—u)si:|
Gui+s) I(si+2v) —si |’

X

1<i<j<k

k
x ]_[ |:F(—sl-)1“(1 +5) (135)
i=1

where the contours for each variable v; are positively oriented circles enclosing
the poles {a;}i<j<n, and no other singularity of the integrand.

Proof. The formula can be obtained from Corollary 4.3 similarly to the proof of
Corollary 6.20. O

6.3.2. Moment formulas
PROPOSITION 6.22. Lett >n>1,ay,...,a, > 0and a, > 0 so that o; +a, >

Oforall 1 <i < n. Under the Whittaker measure P, o) (0.ans1,....ar,r)» W€ have
the following moment formulas. For any k € Z-,

E[e””]zek’/27§@---¢% 1—[ w, —w, lL+w,+w,

.....

2im 2im I<acpek Wa = Wo — 1 w, + wp
k
Gw,) 1
X - , 136
E G(w, + 1) 2w, (130

where the positively oriented contours are such that for all 1 < ¢ < k, the
contour for w, encloses {a;}i<j<n and {weyy + 1, ..., wy + 1}, and excludes
the pole of the integrand at 0.

Forall k € Z.¢ such that k < 2min{«;} and k < o, + min{e;},

E[ele]:kr/Z%@.'.ﬁﬁ 1—[ W, — Wy 1+wa+u]b

2im 2im I<acpex Wa = Wo = 124w, +w
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P =

H 5+ 2. (137)
=1 ( w —

where the contours are such that for all 1 < ¢ < k, the contour for w, encloses

{—ojhicj<n and {wep + 1, ..., wi + 1}, and excludes the poles of the integrand

ata, —landa; — 1 (for 1 < ]<t)

REMARK 6.23. Proposition 6.22 corresponds to the ¢ — 1 limit of analogous
formulas in the g-Whittaker case stated as Corollary 4.1. However, since weak
convergence does not imply convergence of moments in general, Proposition
6.22 cannot be deduced from Corollary 4.1.

Proof. Observe that

Gw) ’ -
—Q(w—l—l)_e (w—l—ao)ll:!(w—l-ai)g(w

1

G-w) ’ 1(_!
G(—w—1) 1+w—aon(a,—w—1)n<w+“<i>'

i=1

and

We use a similar approach to the proof of Proposition 3.5 using operators
diagonalized by Whittaker functions. The eigenrelation (43) for Macdonald
difference operator D! becomes the following in the Whittaker limit (see [BC14,
Lemma 4.1.36]).

Z]‘[ & TV () = € Wi, (), (138)
i=1 1751

where T, acts on functions in the variables «y, ..., «, by shifting the ith

coordinate by 1. Using v, (x1, ..., x,) = ¥_y,(—x,, ..., —x1), we obtain that
Z]‘[ T Vi () = € i, (), (139)
i=1 j#i J

where Ti_1 acts on functions in the variables «y, ..., ®, by shifting the ith

coordinate by —1.
Let us iterate relation (138) k times and use Proposition 6.10. We obtain

IR I (() o

i,...ik=10=1 \j#i, o

) T, Z(ay, ..., o),
(140)
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where

n t
Z@.....a) = e T [P +a) [[ My +e) [ Fa+ap.

i=l Jj=n+1 1<i<j<n

Similarly, if o; > 2k and o; + 0, > k for all 1 < i < n, we may iterate relation
(139) k times and use Proposition 6.10. We obtam,

E[ele]_Z(al,.. , ) Z 1_[(1_[ _Ofu)T;]Z(al’m’an)' e

Lik=1€=1 \j#ig

The assumptions on «;’s ensure that one can apply Proposition 6.10 in the
summand after applying (139) k times. To conclude the proof of the proposition,
we need to rewrite (140) and (141) as contour integrals, which can be done very
similarly to Proposition 3.5. 0

6.4. Limits of g-Whittaker dynamics. We may represent the ascending half-
space Whittaker process 7' from Definition 6.9 as an array

Tn(n) Tn(f)] .. TQ(n) Tl(n)

(n—1) (n—1) .. (n—1) (n—1)
T, Tn—z T2 T1

n—1

This triangular array is the (scaling) limit of the sequence of random g-Whittaker
partitions AP < ... < A" From Sections 4.2.2 and 4.2.3, there exist
(multivariate) Markov dynamics, which map AP < ... < A0 o ACFLD <
- < AUFIm In the ¢ — 1 limit, the triangular array is not interlacing
anymore, but there should exist multivariate Markov dynamics transporting
T € R*™*D/2 distributed as an ascending half-space Whittaker process to
€ R**D/2 distributed as an ascending half-space Whittaker process with
updated specializations, in such a way that the left edge and the right edge of the
triangular array are both marginally Markov and correspond respectively to the
limit of the dynamics from Sections 4.2.2 and 4.2.3.
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(t,n)

a;

I t

Figure 16. The path w € £2 considered in Section 6.4.

In this section, we describe these limiting marginal dynamics. Connecting
rigorously the resulting model to the law of Tl('” and T under the half-space
Whittaker measure presents some technicalities (related to the fact that we must
keep a positive Plancherel component when we work with half-space Whittaker
measures) that we discuss in more detail in Section 6.6.

Throughout this section, we use the same scalings of parameters as in Section
6.2. We will often use the letter 6 to denote the parameter of g-deformed
probability distributions, and we will always scale this parameter as 0 = e~*’.
Consider a half-space g-Whittaker process indexed by a path w as in Figure
16, where the sequence of specializations p is chosen as in Section 4.2 (that is,
edges (i—1, j) < (i, j) are labeled by single variable specialization a;, edges (i,
j—1) — (i, j) are labeled by single variable specialization a;, and the diagonal
edge is labeled by specialization a,).

6.4.1. Right-edge dynamics. We are interested here in the scaling (as in [BC14,
Theorem 4.2.4] and [MP17, Definition 8.4])

M =(+n+1-2j)e " loge™" + & log(R5(t, n)), (142)

where A" is distributed according to the half-space g-Whittaker measure
P! . We will show that under the scaling of parameters (111),

(@r,..san), (Ao, @nt1,--,ar)

the random variable (R:(z, n))
(R;(t, n))lgjgn.

1< i<, Weakly converges to some random variable
<jsn

DEFINITION 6.24. The Gamma disEribution with (shape) parameter 6 (and scale
parameter 1), denoted by Gamma(#), is the continuous probability distribution
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on R., with density

Thus, if X ~ Ciamma(é) then X! has the inverse-Gamma distribution, denoted
by Gamma ™' (0), and density

1

r'®)

—é—le—l/x.

Assume that we have sampled partitions A" for v belonging to or sitting below
the path w of Figure 16, according to the rules of Section 4.2 and using operators
U and U, For 1 <m < s < tand m < n, we have set A = (s +m +
1-2j)e " loge™" +& ' log(R5 (s, m)). Theorem 8.7 in [MP17] shows that in the
situation of the g-Whittaker process in the full-space case, the array R converges
to some explicit limit R. In the course of proving this result, [MP17] shows that

the dynamics U}, have a limit in the following sense.

LEMMA 6.25 [MP17]. Assume that A(S Lm) )\(s Lm=1) )»(s'" Y are such that
there exist real random variables R; (s —1 m) R;(s — 1 m — 1) and R;(s,
m — 1) so that we have the weak convergences

Ri(s—1,m—1) = Ri(s —1,m —1),
Ri(s —1,m) :0 Ri(s —1,m),
E—>
Rj(s,m -1 ::E> Ri(s,m —1).
e—
If A%™ is sampled according to the dynamics UL, (A [A6m=D ) e=lm=D
AS=Lm)Yythen the sequence Ri(s,m) (1 < j < m) converges weakly as &
goes to zero to some sequence (R;(s, m))l<j<m

In particular, R\(s, m) depends only on R\(s — 1, m), Ri(s — 1,m — 1), R(s,
m — 1), and we have

whose distribution is explicit.

Ri(s,m) = dsm(Rl(s,m — 1)+ Ri(s —1, m))

, where d,, is a Gamma ' (a,, + «,) random variable, the random variables
(dsm)s . are independent, and we adopt the convention that R((0, j) = R|(t,
0) = 0.

In order to have a recurrence characterizing the law of R(z, j) completely, we
examine the degeneration of the boundary operator U Lase — 0. We will only
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focus on the projection to the first coordinate A; (that is, R; in the limit), which
is marginally Markov (by Lemma 4.15).

LEMMA 6.26 [MP17, Lemma 8.15]. Let X, be a Zxo-family of random
variables with qGeom(0) distribution and set

X, = ¢ 'log(l) + ¢ 'log(e™).

Then, if 6 = e, I', weakly converges to a Gamma ' (0) random variable.

Lemma 6.26 applied to the result of Lemma 4.15 implies that in the ¢ — 0
limit, fort > 2
Rl(t7 t) = dftR](tv r— 1)3

where d,, is a Gamma ' (&, 4 ) random variable, and R(1, 1) = d,;.

PROPOSITION 6.27. For any path w € §2, the sequence (R‘f(t, n))([’n)ew defined
by (142) converges in distribution as € goes to zero to a sequence (R(t, 1)) mew
such that

(Z(t M) o 2 (REM) e
where Z(t,n) is the partition function of the half-space log-gamma directed
polymer (Definition 1.1). In particular, under the notations above,

(1 _ q)t+n—1q

(t,n)
M = Z(t,n).
q—1

Proof. The convergence in distribution is proved by Lemmas 6.25 and 6.26.
Moreover, Z(n, m) and R(n, m) satisfy the same recurrence relation in law, and
hence have the same distribution. ]

6.4.2. Left-edge dynamics. We consider now the scaling
A0 = (t — j4+ e Moge™ — e M og(L (¢, j)),

where A"/ is distributed according to the half-space g-Whittaker measure
((Iah...,aj),(ao,ajﬂ ’’’’’ )+ We can show in a way similar to the right-edge case that
L?(¢t, j) weakly converges to some L(¢, j), where the family of random variables
{L(t, j)}i<j<: has an explicit recursive description. In a way similar to the right-
edge dynamics, the proof of Theorem 8.8 in [MP17] implies that when ¢ > j,

L, j)=Lt—1,j—=1+g,;Lt—-1)),

where g; ; is a Gamma(o; + «;) random variable and the family (g,, j) consists
of independent members.
The limit of the boundary dynamics i/ £ is more complicated.

Downloaded from https://www.cambridge.org/core. IP address: 72.68.178.247, on 01 Apr 2021 at 18:40:58, subject to the Cambridge Core
terms of use, available at https://www.cambridge.org/core/terms. https://doi.org/10.1017/fmp.2020.3


https://www.cambridge.org/core/terms
https://doi.org/10.1017/fmp.2020.3
https://www.cambridge.org/core

G. Barraquand, A. Borodin and I. Corwin 112

LEMMA 6.28. Let X, be a g-inverse Gaussian random variable with parameters
m and 6 (see Definition 4.16). Assume that = e~*° and m = 2¢ ' log(s™!) —
e 'log(L). Then, letting X, = ¢ 'log(¢™!) — e~ log(Y,), the random variable
Y, weakly converges to the continuous random variable on R.( with density

1 ~
_ xefleffo/x
2L92K,(24/L)

’

where K, is the modified Bessel function of the second kind, which is a particular
case of the generalized inverse Gaussian distribution. (Sometimes K, are called
Macdonald functions, although they are completely different from Macdonald
symmetric functions.)

Proof. By definition, for y such that e 'log(e™!) — e~ 'y € {0, 1,...,m},

P(log(Y,) = y) =P(X. = 'log(e™) — &'y

_ 1 05’] log(e H—e~ly ((1, 6])25*1 log(e~!)—e~1log(L)

Z,, (9) ((], q)s*‘ log(e=!)—e~1y ((], 6])571 log(e~!)—e~1(log(L)—y)

89

= 7.0 exp (y9~ —e' — L/ — A(e) + o(1)),

where we have used estimates (113) and (114) from Lemma 6.4 in the last
equality (the error goes to zero uniformly for y in a compact set). In order to
conclude that log(Y,) converges to the random variable with density proportional
to exp (yQ~ —e — L /e"), we need to prove some tail decay estimate when
|y| — oo, uniformly in €, showing that the sequence log(Y,) is tight. Using
inequality (115) in Lemma 6.4, we have that for any y € R and any fixed L > O,

6

exp (y9~ —e' — L/ — A(e) + o(D)),

where the error o(1) now goes to zero as ¢ — 0 uniformly for any y € R. Thus,
log(Y,) weakly converges to the distribution on R with density

U
_6)06—& —LJe ,

where C is a normalizing constant so that the density integrates to 1. By the
change of variables x = ¢”, it implies that Y, converges to the continuous random
variable on R with density

_xéfleffo/x )

Cc
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This distribution is known as a particular case of the generalized inverse
Gaussian distribution, and it is well known that the normalizing constant C
equals 2LY2K,(2+/L) [Jor82]. O

Lemma 6.28 applied to the result of Lemma 4.17 implies that in the ¢ — 0
limit, for t > 2, L(¢, t) has the generalized inverse Gaussian distribution with
parameters L(t,t — 1) and (—1)"*'a, + o, as defined in Lemma 6.28.

REMARK 6.29. One could define, as in Section 6.4.1, a sort of directed polymer
model such that its partition function satisfies the recurrence

L, jy=Let—1,j—1)+g ;Lt—1,j) fort>j,
L(t,t) =h, (L(t,t = 1), (=)' 'ao + o) fort > 2,

where {g;;}i~; is a family of independent Gamma(wo; + o) distributed
random variables, and A,(L, «) denotes an inverse Gaussian random variable
(independent for each ) with parameters L and « as defined in Lemma 6.28.

‘We may also deduce the following asymptotics for Rogers—Szegd polynomials
defined in (94).

COROLLARY 6.30. Consider the mth Rogers—Szegd polynomial Z,,(0) under
the scalings 0 = q° and q™ = L(1 — q)* for some fixed L > 0. Then, we have
that

2, — 20K

where Ky is the modified Bessel function of the second kind.

Proof. The result is obtained by matching the normalizing constants in the proof
of Lemma 6.28. 0

6.5. Whittaker measure and geometric RSK. Let us examine in more
detail the limit of the half-space g-Whittaker measure as ¢ — 1, when &, is
specialized into a single variable and the Plancherel component is set to y = 0.
In that case, we can define the 7 = 0 analogue of 7: which we will naturally
denote by 7.°.

Assuming for simplicity that n is even,

& as) = aZAz, 1 1_[

(q Q)A B
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Z 1
— g% Z:ﬁ Di—1=Tai l_[ .
il (95 @ri-nis
Thus, we have
n/2 —
& (a,) = g"%e i Taie1=Tai = A(e) p=e ™"

n

Taking into account a Jacobian of ¢ ™", we arrive at

TO(T) =e* Il T21'-1—T2,~e_e—r,1
%

’

and the half-space Whittaker measure can be extended to 7 = 0 with

P(T) = aT — Y- |
[Tz I (e + o) H1<i<j<n I'(a; + ;)

REMARK 6.31. Using the identity

Eia) = m Z E,(0) P, (a),

it should be possible to make sense of 77 for t = 0 and arbitrary «y, ..., o > 0.

The following result from [OSZ14] shows that IP is a well-defined probability
measure.

THEOREM 6.32 [OSZ14, Corollary 5.4]. For Re(a.+o;) > 0 and Re(o;+a;) >
O foralli, j, and n even

/vf,a, Jay (T)e ™ X Pl g = HF(a,+a> [T re+ap.

I<i<j<n

Using [OSZ14] (in particular Equation (2.2) and Corollary 5.3 therein), the
measure P corresponds (modulo a shift of variables by log(2)) to the push-
forward via the geometric RSK algorithm of a symmetric matrix of weights
{W; ;}1<i, j<n having the following distribution: For 1 < i < j < n, w,; is
distributed as an inverse-Gamma random variable with shape parameter o; + «;
and scale parameter 1, w;; is distributed as an inverse-Gamma random variable
with shape parameter «; 4 &, and scale parameter 1/2, and w; ; are independent
modulo the symmetry constraint that for all i, j we have w; ; = w;,;. (We use the
convention that if X is an inverse-Gamma random variable with scale parameter
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1, kX is an inverse-Gamma random variable with scale parameter k and the same
shape parameter.)

Using properties of the geometric RSK algorithm, [OSZ14] shows that ¢, ,
(one of the components of the image of w by the geometric RSK algorithm) has
the law of the partition function Z(n, n) of a polymer model with symmetrized
weights {w; ;}1<i j<» as above. The change of scale parameter on the diagonal
compensates the fact that there are more paths in the symmetric model than in the
half-space models. Counting the paths carefully, we arrive at 2Z(n, n) = Z(n,
n), where Z(n, n) is the partition function of the log-gamma polymer in a half-
quadrant (Definition 1.1). This also shows that

T, Llog Z(n, n),

The relation between our half-space Whittaker measure and the Whittaker
measure from [OSZ14] holds not only for the marginal 7;. Indeed, under the
Whittaker measure,

Tn

Jun FET, L €T (T)e e Xi it~ Tig ™™ T

E[f(T)] =
[f(T)] [T, (e + o) [iciojen (e +a))

Making the change of variables 7; = f", + log(2) for all i, we obtain that

—Tn

Jun F2eT, L 26T (T)e e Ti Tt =T g he
2%iei [T, T (0 + o) ngiqgn I'(a; + o)

:/f(zrln,...,2tnn)ﬁa,¢(dw),

aTr

ELf(D)] =

where the measure v, . (dw) is defined in [OSZ14, (5.10)].
We will see in the next section another way to relate the Whittaker measure
with the distribution of directed polymers.

6.6. Half-space directed polymers and Whittaker measure. In Section 6.4,
we have studied the limit of g-Whittaker dynamics in the scaling in which the
q-Whittaker measure becomes the Whittaker measure. In particular, we found
that the limiting dynamics of ¢! are the same as that of the partition function
of the log-gamma polymer. Hence, it is natural to expect that the marginal 7}, for
T distributed according to some Whittaker measure has the same distribution as
log(Z(¢t, n)), where Z(t, n) is the log-gamma partition function (Definition 1.1).
However, we have proved the convergence of the g-Whittaker measure to the
Whittaker measure only when the Plancherel component of the specialization is
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positive (Proposition 6.18). Further, we have not defined the Whittaker measure
corresponding to Z (¢, n) when T = 0 (outside of the special case of Section 6.5)
and it is not clear how to take a limit of (118) as ¢ — 0.

There are two cases where it is possible to relate rigorously the Whittaker
measure with the limit of g-Whittaker Markov dynamics as g goes to 1.

6.6.1. Partition function on the boundary. When n = t, we consider the half-
space g-Whittaker measure P{, | . and the Whittaker measure P, ....0,).(.)»
which takes a simple form as in Section 6.5. In that particular case, we know from
Theorem 6.32 that the Whittaker measure is a well-defined probability measure,
and since the density of the g-Whittaker measure converges to the density of the
Whittaker measure, we have the convergence

P‘]

(a,....an),(ao

) :> ]P)(al,...,an),(ao)'
g—1

Hence, using Proposition 6.27, we recover that for 7' distributed according to

P....an).(0.)» W€ have that T} @ log Z(n, n), where Z(n,n) is the partition
function of the log-gamma polymer at point (n, ).

6.6.2. Limits of q-Whittaker dynamics with additional Plancherel
specialization. Another approach is to extend the results of Section 6.4 to
g-Whittaker processes including a Plancherel component. More precisely, we
consider a half-space g-Whittaker process indexed by a path w as in Figure 15.
For all i < f and any j, edges (i — 1, j) < (i, j) are labeled by single variable
specialization a;, for any i, j, edges (i, j — 1) — (i, j) are labeled by single
variable specialization a;, the diagonal edge is labeled by specialization a, and
now, edges (¢, j) < (¢t + 1, j) are labeled by the Plancherel specialization .
We consider only the right-edge dynamics (the last parts of partitions).

DEFINITION 6.33. Let (w; ;)igig; be a family of inverse-Gamma random
variables as in Definition 1.1. Let (B"(s)),ﬂ>1,5>0 be a family of independent
standard Brownian motions with drift b;.

Let t > n > 1. We define the hybrid half-space log-gamma/semidiscrete
directed polymer as a measure on the concatenation of two paths m, ¢ (see
Figure 17). The path 7 progresses from (1, 1) by unit up-right steps in the half-
quadrant until a certain point (t, ny). The path ¢, depending on a parameter
T > 0, is a semidiscrete path encoded by asett =79 < 71 < -++ < Ty_p, <
Tu—ng+1 = t + 7. The path progresses horizontally from (¢, ny) to (zy, np), jumps
to (ty,n9 + 1) and then progresses to (12,19 + 1) and so on until it reaches
(t +1t,n).
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(t,n) X

Waq ~ famma™' (@, + a4)

1,1

Wo3 ~ Gamma‘l(ag +3)

Figure 17. An admissible path in the hybrid half-space log-gamma/semidiscrete
directed polymer.

The probability density of such a hybrid path 7, ¢ is given by

1 T
JE— i dB¢(t+S) ,
Z(t,n, 1) [T wisex (/o (S))

(i,j)em

where the partition function Z(t, n, t) is defined by

zeno=> Y ] wy

no=1m:(1,1)—(t,n) (i,j)en

X / exp (/ dB"’(’“)(s)) dry...dt, 1. (143)
0

t<T1] <---<1:,,_,,0_1<l+r

Note that Z(¢, n, t) can be constructed in a recursive way by constructing first
Z(t,m,0) forall 1 <m < nasin Section 6.4.1. Then [O’C12] showed that the
vector of free energies (log(Z(f,m, 7)))¢,,<, 18 the solution to the following
system of stochastic differential equations (SDEs) with time parameter 7 and
initial data (log(Z(z, m, 0))) ¢, <,"

dr" = dB!
(m) m =1 _pm) (144)
dT;"" =dB! + e 1 dt forall2 <m < n.

The degeneration of the RSK dynamics U from Section 2.4 where the

row

horizontal specialization becomes a Plancherel specialization was studied in
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[BP16]. Some of the arguments presented in [BP16, Section 8.4] are only
heuristics, and the convergence of g-Whittaker dynamics to SDE is not proved
for the whole triangular array. However, the convergence is shown in [BP16,
Section 8.4.4] for the first coordinate marginal Tl(k). More precisely, for any fixed
n, under the Whittaker dynamics, which correspond to the ¢ — 1 limit of U/-

TOW?

(Tl(k) ) satisfies SDE (144) with the Brownian motion drifts b; chosen as
1<k<n

—a;. Thus, we arrive at the following.

PROPOSITION 6.34. Let T be distributed according to P, a.) @0.ansr,ar)
with t > 0. Let Z(t,n, t) be the partition function of the hybrid half-space
log-gamma/semidiscrete directed polymer as in Definition 6.33, where the drifts
in the hybrid log-gamma/semidiscrete model are chosen as b; = —«;. Then, we
have the distributional equality

Dog Z(t, n, 7). (145)

Tl(n)
REMARK 6.35. We expect that (145) should hold as well when 7 = 0 in some
sense (see Remark 6.31 about the case T = 0). While it is clear from the
definition of the polymer partition function that Z(¢, n, t) converges to Z(¢,
n, 0), additional arguments are necessary to control the tails of the half-space
Whittaker measure as 7 — 0.

COROLLARY 6.36. Lett >n>1,a4,...,0, > 0and o, > 0. Forallk € Z-
such that k < min{2«;, o, + @;},

dw,; %dwk l_[ w, —w, 14+ w,+ w,

E[Z(t,n)"] = - v
2im w, —wp, — 1 2+ w, +wyp

2im
1<a<b<gk

k t n
142w, 1 1
P —— _ — ), (146
X 1_[ 1—|—wm—aoH(ai—wm—l)[[l(wm—l-aj) (146)
where the positively oriented contours are such that for all 1 < ¢ < k, the

contour for w. encloses {—a;}icj<n and {wey + 1, ..., w + 1}, and excludes
the poles of the integrand at a, — 1 and a; — 1 (for 1 < j < t).

Proof. Combining the moment formula for ¢’ from Proposition 6.22 with
Proposition 6.34 yields a formula for E[Z (¢, n, T)*]. Then, we may take the limit
when 7 goes to zero in the formulas, but we need to prove that the moments
converge as well as T — 0. The hybrid partition function Z(z, n, T) converges
almost surely as T goes to zero to the partition function of the half-space log-
gamma polymer Z(t,n) = Z(t,n,0) (if Z(¢, n, ) and Z(¢, n) are defined with
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the same variables w; ;). Let t* > 0 be an arbitrary positive real number. Using
the system of SDEs (144), we obtain that for0 < v < t7,

i @ o T Z,n—1,5)
log(Z(t,n, %)) —log(Z(t,n, 1)) = B,.,’ —B;” + —ds. (147)
T Z(ts nv S)
Hence, since Z(Z’(t”—;ls)” > 0, we have that for * > 0 fixed and any 0 < 7 < 7%,
0< Z(t,n, 1) < Z(t,n, T*)Cxp( sup {B™"} — BS:)) : (148)
0s<t*

For k < min{2«;, a,+«;}, we know from Proposition 6.22 that E[ Z (¢, n, ™) <

co. The random variable exp (supogsgﬁ{Bﬁ”)} - Biﬁ”) has finite moments of

all orders, since sup),,.{B"} — B is distributed as the absolute value of a

Gaussian ([RY13, Ch. III, Ex. 3.14]). Thus, the right-hand side of (148) does not
depend on t and has finite moment of order £ as long as k < min{2¢«;, @, + «;}.
Dominated convergence implies that

]E[Z(t7 n, T)k] —0) ]E[Z(t7 n, O)k]7
which concludes the proof. O

REMARK 6.37. The moment formula (146) is reminiscent of nested contour
integral solutions of the delta Bose gas in a half-space; see for instance [BBC16,
Lemma 4.2] and Proposition 7.1 in the present paper. We believe that the formula
above could as well be obtained by solving the system of difference equations
satisfied by the function

ny,....,n) = E[Z({t,ny) ... Z(t, ny)].

6.7. Alternative derivation of Laplace transform integral formulas. We
can also use our Whittaker eigenrelations for B and B (defined in (109) and
(110)) to directly compute Laplace transforms. The principle is to act with B and
B on both sides of the Whittaker analogue of the generalized Littlewood identity
from Proposition 6.10, We will need to justify that one can exchange the action
of the operators with the integrations so that we may use our eigenrelations (107)
and (108). For the latter, it is essential to keep a positive Plancherel specialization
(we could not adapt the same approach using the identity from Theorem 6.32,
which would correspond to the T = 0 case).
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THEOREM 6.38. Fixn <t,t > 0and ay,...,a; > 0 and a, € R such that
o, +a; > 0for 1 <i < n. Under the Whittaker measure P,
we have

..... ), (Uos Qg 15ene, 0y, T2

ety dz Iz —zj)
Mol = /D @ Rl [1res-a T1 T(o; +ay)

i,j=1 ISi<jsn
n '
% l_[ uai+2ief(zi2*l¥[2)/2 ) F(O[j — i) (149)
Mao+a) 24 Tl ta))’

where m,, is defined in (104), and r > 0 is such that r + o, > 0 and r > «; for
all1 <i < n.
We also have

. d F(Zi +z )
E[e ue T 1= / mn(lz)(ZJT) =z +a;) TR,
(o, (2im)" tlj_II j 1<z’l:][<n Flei + ;)
. t
« 1_[ u ui*Z[eT(Z,z*Ot[z)/z '@+ o) l_[ i+ Ol_,‘) , (150)
| T'(a; +a,) Jmrt1 (o +a))

where r > 0 is such thatr + o, > Qandr < o; forall 1 <i < n.

Proof. Recall the statement of Proposition 6.10: for w € H",

.....

= e i T Mo —iw) [ Ty —iw) [ F—itw; +w))).

i=1 Jj=n+1 1<i<j<n

We may substitute w; + ir in place of w; above, for r > 0. The identity
remains true as long as w; + ir € H for all i and Re[ow, — iw; + r] > 0,
but w does not necessarily belong to H" anymore. Using the shift property
1//w+ir (x) = Y (-x)e_rZXia we get

f dx Yu (e EITE, L)

a

e " S (wi+ir)? /2
X 1_[ I'(a, —iw; + 1) 1_[ Io; —iw; +7r)
Jj=n+l
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X ]_[ I(—i(w; +w;) +2r). (151)

1<i<j<n

When w € (—H)", we may act on both sides of (151) with EZ. Acting on the
right-hand side yields

/ dgm, (&)u' == S T (=g + w;)e ™ X 6472

i

<[] <F(ao —i&+r) [] e —i& +r))
i=1 j=n+1

< ] reic+g)+2n.

I<i<jgn

Acting on the left-hand side with B], yields
/ dxe—ue)'l 1//w (x)e_r ZX;‘ ’7;:’%’“ YYYY N (x)

We have exchanged the action of EZ and the integration above using
the Fubini theorem. It can be applied here because both e ™", (x)
and e X% Tol anir....cs (x) are bounded in L*(R"), which has been proved

respectively in [OSZ14, Corollary 3.8] and Proposition 6.15 of the present

paper. We may substitute w; — ir in place of w;, and after a change of variables
z; = i& — r, we obtain that

Qo Upg]seees Ot

/ dxe ™" Y, (x)T " o ()
R"

= / —dizm, (iz)u>i= TR
(D—r)n

n n 12
x " T s 1_[ I'(—z +iw)) l_[ (F(Olo —Zi) 1_[ I'(a; — Zi))
ij=1 i=1 j=nt1

x 1 r-z—z. (152)

I<i<j<n

The expectation E[e‘”eT‘] under the Whittaker measure P, . . (@o.ami1..0r.0)
corresponds to the left-hand side of (152) for w = (i«y, ..., i®,), divided by
the normalization constant, so that we have established (149). For this choice of

w, we need that r > «; so that w; + ir € H for all i, hence the hypothesis in the
statement of Theorem 6.32.
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We turn now to the proof of (150). Again we start from (151) where now
w € H". Acting on both sides with B, (the interchange of integration with respect
to x and action of B}, can be justified as in the previous case) yields for all w € H"

/ dxefugﬂn I/fw (x)e*r >xi 7;:’0["“ ’’’’’ . (x)
RH

N / dgm, (€t i [ (=i — iw;) x e~ X2
Rﬂ

ij
X H <F(ao+i§,~ +7r) l_[ I'(a; +i& +V)>
i1 j=n+1

X 1_[ raeé +&)+2r).

I<i<j<n

Now we may substitute back w; by w; —ir (with r not too large so that w; —ir €

H), evaluate for w = (iq, .. ., i@,), and after a change of variables z; = i&§; + r,
we obtain
/ dxe_u27 ! Wioq ..... iay, (x)7¢’¥:,01n+1,--.,az (X)

_ / FRLCIN VRIS SRR
(D,)" 1

x " Tim1 % 1_[ I'(—z +aj)l_[ <F(ao +2i) l_[ I'(a; +z,-))
i=1

i,j=1 j=n+1
X 1_[ F(Zi + Zj).
1<i<j<n
We obtain (150) after dividing by the normalization constant. O

REMARK 6.39. We expect that one could deduce Theorem 6.38 from Corollaries
6.20 and 6.21. The correspondence between the two types of formulas should
follow the same lines as in [BCR13, Section 3], where the equivalence
between an n-fold contour integral such as (149) and series expansions as
in Corollary 6.20 is explained in the context of the full-space log-gamma
polymer. Alternatively, we may prove n-fold contour integral formulas for the
(g, t)-Laplace transform of general Macdonald measures by keeping the contour
as D_, in the proof of Proposition 3.30. Such formulas would degenerate to
Theorem 6.38 in the Whittaker limit.

Note that in the n-fold Laplace transform formulas (149) and (150), we may
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let T go to zero without encountering any singularity. As a consequence, we can
prove a Laplace transform formula for the partition function of the half-space
log-gamma polymer (without Plancherel specialization).

COROLLARY 6.40. Fixn <t,o,...,0, > 0anda, € R such that oo +o; > 0
for1 <i < n. Letr > 0suchthat forall 1 <i < n,r > «a; > 0. The partition
function Z(t, n) of the log-gamma polymer in a half-quadrant (Definition 1.1) is
characterized by the following. For any u > 0,

E[efuZ(t,n)]
1 &/ dan—[ 1—[ I'(zi +z;)
n! Jp, 2im . 2im F(z, —-2;) I<ici<n I'(o; + )
v T +2) 194 o +2)
I'(z; — & . 153
X ,1]_[1 (z O(J)l_[( I' (oo + o) jl:_[H I'aj + ;) (153)

Proof. We can compute E[e~“?@")] where Z(t,n, t) is the hybrid partition
function from Definition 6.33, using the Laplace transform formula from
Theorem 6.38 and the identity in law from Proposition 6.34. Then, using the
weak convergence Z(t,n,t) = Z(t,n) as t — 0, we obtain

E[efuZ(t,n)]
:in[ mn.(lz) dzuSke T [ M=z — ay)
@y 1 =
(o, AT r(—z
1—[ (oo — 1—[ (ot — z;) l_[ (—zi —z;) .(154)
il F(ao+a) S Pl ta) ) o0 T+ ,)
which can be written equivalently as in the statement of the Proposition. O

6.8. Plancherel theory and comparison with O’Connell-Seppildinen—
Zygouras’s results. In this section, we shall compare our results, in particular
Corollary 6.40, with formal computations in [OSZ14]. The integral transform

o) = / FOOVe () dx
]Rn

defines an isometry from L*(R",dx) to L*(R",m,(§)dg) restricted to
symmetric functions. The associated Plancherel theorem [STS93, Theorem
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51] allows us to compute the Laplace transform of observables of the Whittaker
measure [OSZ14]. Indeed, we are interested in computing
1 f'l

Ele™"""] = = / T Y (T)e e DA BT ™ g (155)
where C is the normalizing constant and we assume that # is even for simplicity.
Suppose that the integrand above can be written as f(7)g(7T), where f and g
are two functions in L2(R", dx) such that we are able to compute the integral
transforms f, g. Then the Plancherel theorem yields

—uZ(n,n) 1
Efe I= f(S)g(S)mn(S)dS

However, it is not clear how to find such a decomposition of the integrand
in (155). In [OSZ14, Section 5], in a remark titled ‘A formal computation’,
the authors propose to apply formally this scheme to functions that are not
square integrable, in order to derive explicit integral formulas for E[e “Z"™].
There may be several ways to decompose the integrand in (155) into a product
of functions whose integral transforms can be computed. We examine below
two possibilities: the first one yields our formula from Corollary 6.40, while
the second one yields [OSZ14, (5.15)]. Although the argument is formal, both
approaches lead to the correct answer (though the form of the answer is different
and we match them in Corollary 6.41).

6.8.1. Case I: equivalent to using the operator E:. Let us choose f and g as

7ue -, n/2 i—1—Ty ,—e~Tn
FT) = e Vg, i (T),  g(T) = e~ Zimi T Toie
Then, using (103),
F& =uXimes [T rag —a), Relig] > o; forall 1 <i, j <n,
1<i.j<n
and using Theorem 6.32 (that is [OSZ14, Corollary 5.4]),
&) =[]re—ig) [] rig-ig,
j=1 1<i<j<n

where SRe[—i&;] > min{0, —«,} for all 1 < i < n. Thus a formal application of
the Plancherel theorem suggests that

Efe~20m] = / uSiaes T e —ap] [ Lot

I o;
1<i,j<n j=1 ot
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I (i + i)
Il 75 oy O (156)

1<i<j<n

where the integration contour is R — ir with r > «; for all 1 < i < n. This
formula is, in fact, correct as we have proved it in Corollary 6.40 (in the special
case t = n), itself coming from Theorem 6.38. The choice of contours can be
justified more precisely by shifting variables as in the proof of Theorem 6.38.
However, the derivation above is not rigorous due to the fact that the functions
f and g do not belong to IL.>(R", dx). This is why the presence of the Plancherel
component in the proof of Theorem 6.38 is crucial.

6.8.2. Case 2: O’Connell-Seppiildinen—Zygouras’s approach. Let us now
choose f and g as

FT) = € Yoy (1), g(T) = &7 X T Tgmeel,

Then, using (102),

f(é) = 1_[ @& —o;), Relig;] >ao; foralll <i,j <n.

1<i.j<n

Using ¥ (Ty, ..., T,) = ¥_.(—T,, ..., —T)) we have that for n even,

7@ = f e DA Ty (T) dT
]Rn

so that using [OSZ14, Corollary 5.4]),

g&) =[] +ig) [] g +igu ==,
j=1

1<i<j<n

where Reli&;] > min{0, —a,} for all 1 < j < n. Thus the Plancherel theorem
suggests that

n

—uZ(n,n =Yg . F(ao+i§-)

]E[e‘ Z( )] Z/nu ij 13 1<H< F(1§j+ai)l]—1—'(ao+a;)
LI J=

1—[ @& +i§;)

T o) m, (§) d§, (157)

1<i<j<n

where the contour is R — ir with r > min{0, —«,}. Again, the choice of contour
could be justified more precisely by shifting variables, but the derivation above
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is not rigorous because the function g does not belong to L?(R", dx). Since
our partition function Z(n, n) has the same distribution as the random variable
2t,, under the measure ¥, ; (dw) as defined in [OSZ14, (5.10)], expression (157)
is exactly equivalent to [OSZ14, (5.15)] (after making a change of variables
z; = i§; and indentifying ¥ = r/2). A similar argument can be adapted in the
case where n is odd.

Note that (156) and (157) seem to be quite different. There is an additional
factor u>i=1% in (156), and the factor ngi,jgn I'(i§; — ;) in (156) becomes
ngi,jgn I'(i&; + ;) in (157). The next corollary shows that (157) (or
equivalently (158) below after a change of variables) can be proved as well
from Corollary 6.40.

COROLLARY 6.41. Fix ay,...,a, > 0 and o, € R such that a, + o; > 0 for
1 < i < n. Then, when n is even, for any u > 0,

E[efuZ(n,n)]
o] et
T onl p, 2im 2im F(z, -z;)

1—[ I'(zi+2zj) HF(ZI+O‘)H ,Z, (ozo—l—z) (158)

1<i<j<n (e +a;) o)’

where r > 0 is such that r + o, > 0.
When n is odd, for any u > 0,

%o le dZ
]E —uZ(n,n) I/t / n
le 1= 217r 2im H F(z,

< I F(zl+z,)]_[1”(z,+oz,)]_[uZ‘F(Z, ). (159)

1<i<j<n i,j=1 i=1

—Z]

where r > 0 is such thatr — o, > 0.

REMARK 6.42. Equation (158) corresponds exactly to [OSZ14, (5.15)] given
that 2¢,, in [OSZ14, (5.15)] has the same distribution as our partition function
Z(n, n). In the case where n is odd, our formula (159) is slightly different from
[OSZ14, (5.16)]; we find an extra factor u*. We believe that this is due to a typo
in [OSZ14, (5.16)] (otherwise, the case n = 1 would be in contradiction with
[OSZ14, Corollary 3.9]).
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Proof. Consider the functions
fuler, .. ) = f e Y (T)e e TP g™ g (160)
and

gao(ala--~7an)
_ L[ du / dz,,l—[
~n! Jp, 2in , 207 F(z,

[1 r<zi+z,~>Hr(zi—oe,->1_[u“f-Zfr<ao+zi>, (161)

1<i<j<n ij=1 i=1

where the contour D, is such that r > «; for all 1 < i < n (the contour can
be freely shifted to the right so that g, (a1, ..., «,) does not depend on r). We
know from Corollary 6.40 that for o« € (R.()" with o; + «, > 0,

fao(ala -'-’an) = gao(ah ---aan)-

We will need to analytically continue this relation to negative values of «;. The
integral in (161) is analytic in each variable ¢; as long as Re[e;] < r, and r can

be taken arbitrarily large so that g, (o, ..., ®,) is analytic in each variable «;
on R. Before proving that f,_ («y, ..., «,) is analytic as well, let us see how this
implies Corollary 6.41.

Using the change of variables 7; = —log(u) — T,_;4; forall 1 < i < n, we

obtain that when 7 is even

fa (o, ) = / e " YT+ log(uyye e Xn o Tugmuell o
= uXi= % f (=, ..., —0y). (162)
Similarly, when n is odd,
@i, o) = f Yo (T + log(uy)etee T Tt T grelogtwguet g
=yt (—ay, L —ay). (163)

Using (162) and the equality f, (—oy,..., —,) = go (—0ay, ..., —a,) for
o; € R, we find when n is even

1 dz, / dzy
(ot o) = n! ./D, 2irn , 2in 1_[ F(Z’ —a)
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n n
< [] r@+zp[[r@+ep]]u™re+z.
I<i<j<n i,j=1 i=1

We can finally freely move the contour as long as the real part stays positive to
arrive at the statement of Corollary 6.41. Similarly, using (163) when rn is odd,

w1 le / dz,
fao(ol],...,an)—u I’l' 217-[ 217T1—[F(Z1

< I1 F(z,+z,)]"[F(z,+a,)1"[u “I (=t + 20),

I<i<j<n i,j=1

where the contour D, is such that r — o, > O.

Now we turn to proving analyticity of f, (o, ...,®,) via the next two
lemmas.
LEMMA 6.43. Forany o, a1, ...,a, € R, u > 0, we have
Sa (o1, oo ) = /ﬂwl) e " Eallijen e l—[ e tira) gme
R2 1<i<j<n
X l_[ (it it g=¢ T g x| (164)
1<in

where the sum over 7w in the first exponential term is a sum over all up-right
paths from (1, 1) to (n, n) in the lower half-quadrant.

Proof. Note that for ¢ € (R.¢)", fo (o1, ...,q,) is the unnormalized Laplace
transform of e”' under the half-space Whittaker measure; it is also the
unnormalized Laplace transform of the polymer partition function, which
can be written as in (164). More generally, for any «,, oy, ..., o, € R, (164) is
obtained from (160) via a change of variables corresponding to the geometric
RSK map. This map is volume preserving [OSZ14, Theorem 3.1]. It is shown
in [OSZ14, (3.8) and Corollary 3.3] how the integrand in (160) becomes the
integrand in (164) via this change of variables. O

LEMMA 6.44. For any o, € Randu > 0, f, (a1, ..., ) is analytic in each
variable a; on R.

Proof. We show that fora = (a4, .. ., ) in a compact subset of R", the integral
in (164) is absolutely convergent uniformly in «. For « in a compact set, we may
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rewrite (164) as

Sa(ary oo )

:/ e Carexp [ 3 iyl =Y [ueZersss 4 3 ¢ jem | | dx,
R 2 ij

T (i,j)em

where we choose the constant ¢ large enough so that the prefactor C,(x) is an
integrable function over R™ (uniformly for « in a compact set), and for each
i, j, the constant ¢; ; is the inverse of the number of paths containing the vertex
(i, j). In order to prove uniform integrability, it is enough to show that each
term in the sum over paths 7w grows exponentially, thus compensating the term

¢, ; |xi ;. More precisely, we need to show that there exist some constants
n(n+1)

k, k' such that forx & [—-M, M]

and any path 7 of fixed length,

P —_— /
weXG.per Xij | E cije i > kek™M

(i,j)erm

In order to prove this, we show that for any constant ¢’ > 0, the auxiliary function
g(xy, .oy Xp) = cleXinri 4 Zl'.":] e~ satisfies the same bound. Indeed, take
x € R"™\ [—M, M]™"; either there exists some i for which x; < —M or we have
x; > M for all i. In the first case, g(x, ..., X,) > e and in the second case
g(x1,...,x,) > c'e™™. This concludes the proof of the lemma. L]

O

7. KPZ equation on the half-line

7.1. KPZ equation on R>,. The KPZ equation on R, with the Neumann
boundary condition is the a priori ill-posed stochastic PDE

T
WH(T, X)|,_,=A (VT > 0),

where W is a space—time white noise. Following [CS18], we say that H solves
this equation in the Cole—Hopf sense with the narrow-wedge initial condition
when H = log Z and Z is a mild solution to the multiplicative stochastic heat
equation (SHE) with the Robin boundary condition

WZ=1AZ+ZW,

(166)
WZ(T, X)|,_,=AZ(T,0) (VT > 0),
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with the delta initial condition. More precisely, a mild solution to (166) solves
T poo
Z(T, X)=P}X,0) + / / Pr (X, Y)Z(S,Y)dWs(dY), (167)
0Jo

understood as an Itd integral, where Z(T,-) is adapted to the filtration
a{Z(0,-), Wlj.r1}, and P® is the heat kernel satisfying the Robin boundary
condition forall 7, Y > 0

axPR(X, Y)|X:O — APR(0, Y). (168)

The KPZ equation and the multiplicative SHE arise as a limit of several
stochastic processes in the KPZ universality class, which can be divided
into two classes: (1) Systems with a tunable asymmetry, such as ASEP, for
which the exponential of the height function is expected to converge to the
multiplicative SHE when time and space are rescaled and the asymmetry
vanishes simultaneously. For the half-line ASEP, this was proved in [CS18,
Par19]. (2) Systems with a temperature, or at least a parameter controlling
the strength of the noise, such as directed polymers. The partition function is
expected to converge in general to the multiplicative SHE when time and space
are rescaled and the temperature is sent to infinity simultaneously. In the full
space, convergence of directed polymer partition functions to the multiplicative
SHE is proved in [AKQ14]. A half-space analogue is in preparation [Wul8].

In the following, we will see how some of our moment formulas obtained
above degenerate in the scaling leading to the solution to the KPZ equation.
We will focus on the log-gamma directed polymer in a half-quadrant as the
parameters of the Gamma random variables go to infinity.

7.2. Log-gamma polymer at high temperature. Consider the half-space
log-gamma polymer partition function Z(¢,n) and scale parameters as t =
Tn + n'?X, a; = n'?, a, € R stays unscaled. Define the rescaled partition
function

T T
Z,(T,X)=C(T,X,n)Z <5n +n'?X, 5n) , (169)

where the normalization factor is
Tnlog(n) — (T — Xlog(n))n'? T X
2 8 2 )

C(T,X,n) = exp(

PROPOSITION 7.1. Let T >0, X > Oand o, € R. Forallk € Z.,,

lim E[Z,(T, X)"]
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4 4
_ 2k /rl ioo dZ] o /rk ioo de
rl —ioo 2i7T Tk —ioo 2i7T
Za — Zb Za + Zb

< |1

I<a<bk @ T %0 T lzot+z -1

k

]_[ exp Zzz — ZaX (170)
+a0—1/2 2m e

1

wherer; >r+1>--->r+k—landr, > —a, + 1/2.

REMARK 7.2. The right-hand side of (170) coincides with moment formulas
for the continuous directed polymer in a half-space obtained in [BBC16, Eq. (2)]
using the Bethe ansatz. (It was proved only assuming the uniqueness of solutions
for the half-space delta Bose gas evolution equations.) Hence, we deduce that
the parameter «, in the half-space log-gamma polymer is related to the boundary
parameter A in the stochastic PDEs (165) and (166) viaa, = A + 1/2.

Proof. Fix k € Z.y. Then for oy, ..., o, > O sufficiently large, (146) yields (we
have shifted all variables by 1/2)

E[Z(t,n)"] = @...%% 1‘[ Wq — Wp w, + wp

2im 2im I<a<pcr Wa = Wh — 1w, +w,+1

k t

1 . 1
X W, + 1/2—a01:[(a,»—wm—I/Z)E(wm—1/2+aj)’

m=1

where the contours are such that for all 1 < ¢ < k, the contour for w, encloses
{—a; + 1/2}i<j<n and {weyq + 1, ..., we + 1}, and excludes the poles of the
integrand at o, — 1/2 and o; — 1/2 (for 1 < j < t). Furthermore, if t < n are
large, there is no pole at infinity and we may assume that the contour for w; is
the vertical line from r; — ioo to r; + ioco, where the r; are chosen so that

ntk—1l<---<n+l<r<a —1/2.

For o; = n'/?,

Tn/24+n'?X Tn/2
[ (=511
o —w—1/2 j=1 w—1/2—|—a1
T
8

i=1

( Tnlog(n) + (T — X log(n))n'/2
= exp

X
2 2

T 2
+Ew + wx +o(1) ).
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Moreover, the convergence holds uniformly in w. This is because for any fixed

a € R, the convergence
1 n
et
1— Z/n n—00

holds uniformly for z in the set {z € C : Re[z] < a}. It then suffices to apply
this convergence twice, for z = %wz and z = wx, and observe that along the
contours that we have chosen, the real part of w; and w? stays bounded. Using
scaling (169), we obtain that the limit of E[Z, (T, X)*] is

o /"“‘” dw, /’Hi‘x’ dwy l_[ w, — wp W, + wp
ico 20T —ico 20T w, —w, — 1 w, +w, + 1

17100 1<a<b<k
k
r
X l:[l o, 1/2—050 exp <Ewm+wmx> .
The final result is obtained by applying the change of variables w; = —z;_;, for
alli. O

Even if one could identify (170) with the moments of Z (7, X) (the solution to
(166)), this would not determine completely the distribution since the moments
grow too fast. In order to fully characterize the distribution of Z(T, X), we
would need to analyze the limit of the Laplace transform formula from Corollary
6.20 under scaling (169). It is not obvious how to take this limit rigorously and
we leave this for future consideration.

Note that in the special case where A = —1/2, the distribution of Z (T, 0) is
fully characterized in [BBCW18, Theorem B] (see also [Par19, Corollary 1.3]),
and it would be interesting to compare those formulas with the limit of Corollary
6.20 in the case o, = 0.

8. Tracy—Widom asymptotics for the log-gamma polymer partition
function

The aim of this section is to explain how to manipulate our Laplace transform
formulas in order to derive limit theorems for the partition function of the half-
space log-gamma polymer Z(n,m) in various ranges of parameters. In this
derivation, we will perform several nonrigorous steps. Most of them can be
made rigorous with some additional technical arguments. However, there is one
important obstruction to rigor that we cannot presently overcome: we are unable
to show that the infinite series that we manipulate are uniformly summable as
n,m — 00, which suggests that we miss structural cancellations hidden in the
formulas.
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It is reasonable to expect that the fluctuations of the free energy log(Z(n, m))
are of the same nature as the fluctuations of last-passage percolation in a half-
quadrant, studied in [BR01b, BBCS18b, BBNV18], which corresponds to the
zero-temperature limit. In particular, the fluctuations of log(Z(n, m)) should be
the same as in the full-space case when n > m > 1, that is, converge to the
Tracy—Widom distribution associated to the Gaussian Unitary Ensemble (GUE).
We will focus below on the more interesting case of fluctuations close to the
boundary for which we expect a phase transition as the boundary parameter

varies.
Consider the half-space log-gamma polymer partition function Z(n, n) as in
Definition 1.1 witha; =+ =«a, =« > 0. Letus scale u = —e‘”f‘”]/g‘”‘, where

f, o are constants to be determined later. If we have the pointwise convergence
forevery x € R
E[e"”""] —> F(x),
n—oo

where F'(x) is the distribution function of a certain probability distribution, then
it follows (see [BC14, Lemma 4.1.39]) that

lim P (log(Z(n, n)) — fn

onl/3

lim < x) = F(x).
It is not clear how to take asymptotics from the formula for the Laplace transform
of Z(n,n) in Corollary 6.40 or 6.41. However, we have a formula for the
Laplace transform of Z(n, n, t) from Corollary 6.20, which seems more adapted
to asymptotic analysis. Moreover, Z(n, n, 7) should be close to Z(n,n,0) =
Z(n,n) for fixed t in the sense that n='/? |log(Z(n, n, t)) — log(Z(n, n, 0))|
converges to zero in probability as n goes to infinity.

Thus, we are left with studying the asymptotics of log(Z(n, n, t)) as n goes
to infinity for fixed 7. Using the change of variables z; = s; — v; in the statement
of Corollary 6.20, we have

B 7o) = 3 l[ ﬁ/ dz %dvl L A
B ~ k! Jp, 2in b, 2ir [ 2w i

— )W — )T (0 + )T (=2 — 2;) v T'Quv)
x H ( o J J J J 1_][

1<i<j<k z;))(=v; —z))I'(v; —z) T (v; — z;) i I'(v; —z;)
72 /2—102)2
0 | f S R A i) JPPEAY
| sin( (v; + z:)) (o, +v) vi+2z

where the contour for the variables v; is a small positively oriented circle around
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o, the contour Dy = R + iR is such that —a < R < min{0, «,, 1 — «} and
G(z) =log(I' (e — 7)) —log(I' (@ +z)) — fz. (172)

We may deform the integration contours as long as we do not cross poles. In
particular, we must ensure that fRe[z; + v;] € (0, 1) and that the poles when
Z; = o, and when z; = —z; lie to the right of the integration contour of z;.

The asymptotic behavior as n goes to infinity of expansions such as (171)
is usually analyzed using the saddle-point method. One needs to study the
function G(z), deform the contours so that they go through a critical point of
G and justify that the main asymptotic contributions of the integral is localized
in a neighborhood of this critical point, where one may use straightforward
approximations.

Note that

GRQ=—-f—-¥Y(@—2)—¥(+z), G'@=¥@—-—2—¥@+2),

where .,

d
V(2) = e log(I'(z)), ¥u(2) = o v (2).

If we set f = —2¥ (), then G'(0) = G”(0) = 0 and we can use the Taylor
expansion around zero

G(2) =0’ /3+0@Y, (173)

where 03 = G"(0)/2. Hence we find that G has a double critical point at zero,
which means that when «, > 0, we may use a saddle-point method around
this critical point. For the Laplace’s method to work, one also needs to control
the decay of PRe[G (z)] along the contours. However, when «, < 0, this is not
possible and the asymptotic behavior of (171) will be quite different.

We will first provide probabilistic heuristics explaining why we should expect
a phase transition at o, = 0. Then we show that a formal asymptotic analysis of
(171)—following ideas similar to [BCF14, BCR13, KQ18] though these works
are rigorous—confirms all these heuristics.

8.1. The Baik—Rains phase transition for directed polymers. Consider the
partition function of the half-space log-gamma polymer with weights w; ; ~
Gamma ™' (2a) fori > j and w;; ~ Gamma ™' (o, 4+ o). In order to understand
why the asymptotic behavior of Z(n, n) is different whether «, > 0 or o, < 0,
let us examine the asymptotics of the free energy

log(Z(n,n)) =log | > [T wi,
path  (i,j)en
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By KPZ universality, we expect that this quantity has a deterministic first
order linear in n and fluctuations on the scale n'/3. Only a small fraction of
admissible paths contribute to the first order of the free energy. Let H(w) =
> (. jer 108(w; ;) be the energy of a path. The paths contributing to the first order
are those with (close to) maximal energy. The expectation of the energy of a path
depends on the number of times the path hits the boundary. It is reasonable to
expect that if «, > «, the weights on the diagonal will be not larger than the bulk
weights (in average) and will not influence much the limiting behavior. However,
if «, is very small, the weights on the boundary will be typically very large so that
the path with maximal energy will typically take O (n) weights on the boundary.
This will increase the first order of the free energy and the Gaussian fluctuations
of those boundary weights will imply Gaussian fluctuations for the free energy.
By analogy with the zero-temperature case (see [BBCS18b, Section 6.1]), we
expect that for homogeneous weights, the first order of the free energy is the
same in a half-quadrant or a full quadrant. (This may also be derived, at least
formally, from saddle-point asymptotics of (171).) That is, for &, = « (and
consequently «, > o), we expect that (using [Sep12, Theorem 2.4])

log(Z(ns, nt))

—s¥ (@) —t¥QRa —0), (174)
n n—o00
where 6 is such that
s W Qa —0)
G

However, for «, sufficiently small, the situation may be different. For instance,
when o, is close to —«, the boundary weights become huge and will dominate
the asymptotic behavior of the partition function. In order to predict the precise
value of «, where the transition arises, the following proposition will be useful.
A similar argument is presented in the zero-temperature limit (exponential last-
passage percolation in a half-quadrant) in [BBCS18b, Section 6.1].

PROPOSITION 8.1. Let a,b > 0. Let Z(n, n) be the partition function of the
half-space log-gamma polymer as in Definition 1.1, where the parameters are

chosen so that oy = --- = o, = a/2 > 0 and o, = b — a/2 is arbitrary. Let
Z>(n, n) be the partition function of the half-space log-gamma polymer where
the parameters are chosenas oy =b—a/2, ap =---=o, =a/2and o, = a/2.

Then we have ’
Zi(n,n) 2 Zy(n, n).

This proposition means that for the half-space log-gamma polymer, Z(n, n)
has the same distribution whether the boundary weights are Gamma ™' (b) and
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the bulk weights are Gamma™' (a); or when the weights on the first row are
Gamma ™' () while all other weights are Gamma ™' (a). This is a consequence of
the more general identity in law in Proposition 2.6.

- 4
Proof. Let L be distributed as P(qa,z ,,,,, g

where ¢%? appears n times in both measures. From
Proposition 2.6, we know that the distributions of A; and m; are the same.
We will exploit this fact in the ¢ — 1 limit.
By Proposition 6.27, the law of (1 — g)*"~'¢g~*' under P?q«/z ,,,,, qe12),qb=ar2
where

»-ap and m be distributed as

converges to that of Z,(n, n). Let « be distributed as ]P’fq,,,u 12, gar2
q“/* appears n — 1 times in the specialization (¢”~*/?, ¢, ..., q“/*). One can
couple w and «, by sampling first ¥ and then 7 according to the transition
operator Z/[Z(T[|K) from Section 4.2. By Lemma 4.15, we know that m; =
k1 + qGeom(0) = k. Moreover by Proposition 6.27, the law of (1 — g)**~!g—"

q
under P(qa/z,.,.,quﬂ),q

(1 — g)*~'g™, it suffices to let ¢ tend to 1 on both sides to conclude the
proof. 0

qu/Z).qa/Zv

,,,,,

»_ap CONVerges to that of Z,(n, n). Since (1 — g)**~'g™ @

Consider now the partition function Z,(n, n) of the half-space log-gamma
polymer with weights w;; ~ Gamma '(2a) for i > j > 1 and w;; ~

Gamma ™' (a, + ). By Proposition 8.1, Z(n, n) @ Z,(n, n). In the latter model,
the energy of a path can be conveniently decomposed as the energy collected
along the first row plus the energy collected after the path has departed the first
row, that is,

k
H(m) = Zlog(w,-l) + Z log(w; ;).
i=1 (i,j)em;j>1

Assuming that k (the number of steps in the first row) is roughly the same for all
paths that contribute to the first order of the free energy, we get

k
log(Zy(n, n)) ~ Y logwn) +log | > ] wi

i=1 7':(k,2)— (n,n) (i, j)en’

By the previous discussion on the case with homogeneous weights (174), the
second term can be approximated by

%log S0 T wi | - —k/mw©) — ¥ —0),

w':(k,2)—>(n,n) (i,j)en’
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where 6 is such that 1 —k/n = % Hence, since E[log(w;, 1)] = ¥ («, + ),

Elog(i#n)) A mkax{—k/n‘I/(Olo +a) = (1 —k/m¥ () —¥(Q2a —6)}.

A quick study of the function

x> —x¥ (., + @) — (1 —x)¥(0) — ¥ (2a — 0) under the constraint
¥, Qa — 0)
]l —x=——=
v (0)
when x € [0, 1] shows that when «, > 0, the maximum arises for x = 0 while

for o, < 0, the maximum arises for x such that 0 = o + «..
Thus, we expect that when «, > 0,

log(Z(n,n))/n — —2¥(x)

with n=?/3 fluctuations. However, when o, < 0, we expect that

log(Z(n,n))/n — —¥(x+a,) — ¥(x — ),

with Gaussian fluctuations on the scale n~/2. Since Var[log (Gamma_1 )] =
Y, (0), one can even predict that the variance of the Gaussian should be

¥ Qo —9)‘

X (a+a,) = (1 A0

> Y (a+a,) =¥ (a+a,)—¥ (o —a,).

O=a+a,

8.2. Fredholm Pfaffians and Tracy—Widom distributions. The Pfaffian of
a skew-symmetric 2k x 2k matrix A is defined by

1

PR(A) = o

Z SgH(U)aa(l)a(z)aa(3)a(4) <o Ao (2k—1)0 (2k) s (175)

oeSxy

where sgn(o) is the signature of the permutation o. Schur’s Pfaffian identity

states that for any xy, x5, ..., X2,
Pf( = 1) = = 7 176)
(x,-—i—x,») Dxi+xj (

Let (X, 1) be a measure space. For a 2 x 2 matrix valued skew-symmetric kernel,

_ Kll(x9 )’) KIZ(x7 Y)
K. = <K21(x,y) Koo (x, y))’ nyeX
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we define the Fredholm Pfaffian (introduced in [Rai(00, Section 8]) by

oe] 1 k
Pf[J+K]L2(M =1 +;E/};.../XP«K(xi,xj))”_] du(xy) . ..duw(xe),

177
provided the series converges. The kernel J is defined by

swn =i (O ).

In what follows, u is the Lebesgue measure and we write Pf[J + K ]Lz X"

Fora € R and 0 € (0r/2), let C? be the contour formed by the union of two
semi-infinite rays departing a with angles # and —6, oriented from a + occe ™" to
a + ooe'.

DEFINITION 8.2. The GSE Tracy-Widom distribution £ is a continuous
probability distribution on the real line such that for X ~ L£E Fgqe (x) =
P(X < x) = Pf(J — KF) where K%F is a 2 x 2 matrix valued kernel
defined by

dw z—w ,
K?ISE(X y) / ./ . —6Z3/3+w3/37x27)w’
w3 207 Jonr 247 4zw(z + w)

dw Z—w 3 3 .
KOS (x _KOSE / / /3w 3=xi=yw
2 (6 y) = o, x) = w3 207 Jonr 24 4z(z + w)e

KGSE(X y) — / f dw z— T SR /3+w3/3—xz—Yw‘
2 cr 2irr Jorn 2im 4(z + w)
Note that the kernel KSE has the form

GSE _( Ax,y) —0,A(x, y)
K (x’y)‘(—axAu,y) axaiA(x,w)’

L2(x,00)°

where A(x, y) is the smooth and antisymmetric kernel K8 (x, y). We define
another kernel

. B A(x,y) —20,A(x, y)
K* (@, y) = (_zaxA(x,y) 4axayA(x,y)+5’(x,y))

where &' is a distribution on R? such that

//f(xay)gl(x’y)dxa'y:/ (8>f(x,y)—3xf(x,)’))|y:xd)ﬁ (178)
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for smooth and compactly supported test functions f. It is shown in [BBCS18b,
Section 5] that the Fredholm Pfaffian of K* is well defined and we have

PALJ — K2 yoo) = PAY — K¥12c 4o (179)

Moreover, if a sequence of kernels K, converges to K* in a certain sense (see
[BBCS18b, Proposition 5.7]), then

lim PLJ — K, ]2 100 = PAT = K92, o).

n—o0

DEFINITION 8.3. The GOE Tracy-Widom distribution £5F is a continuous
probability distribution on the real line such that for X ~ Lgog, Foor(x) =
P(X <x)= Pf(J — KGOE)]Lz (r.00)° where KCCE is the 2 x 2 matrix valued kernel
defined by

K?IOE(X y) / / dw Z 3/3+w3/3—xz—yw’
w3 207 Jonr 20 z + w
—Z 3 3
KGOE X, — _KGOE X / / e /34w /3—xz—yw’
2 (%) 2 (0 %) = w3 2im i 2ir 2w(z + w)

KGOE(X y) — / / dw T-w S 3 /34w /3—xz—yw
2 crr 2irr Jors 2im dzw(z + w)

/ dz e 3/3—zx _/ dz /3w B sgn(x — y)

e 2im 4z

3 2ir 4z 4 ’

where we adopt the convention that

Sgn(x - y) = 1x>y - 1x<y-

8.3. Formal saddle-point asymptotics leading to the Baik—Rains transition.
In this section, we explain how a nonrigorous asymptotic analysis of (171) leads
to the following.

FORMAL ASYMPTOTICS. Let Z(n,n) be the half-space log-gamma partition
function (Definition 1.1) witha; = --- = a, = « > 0 and o, € R. Let us define

f=-2¥(a), o=J¥).

Modulo several nonrigorous steps in the (attempted) proof presented below, we
have the following weak limits:
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o When a, > 0,

lim P (10g(Z(n, n) — fn

pYE < X) = Fgse(x).

n—

o When a, = 0, we have

lim P (log(Z(n, n)) — fn

onl/3

< x> = Fgog(x).

n—

o When a, < 0,

dt,

n—oo

. x  ,—1%)2
lim P log(Z(n, n)) fangx _ e
Uanl/z —00 VZ]T

where f, = —W¥(a—oa,)—¥(ax+a,) and o, = V¥ (a + o) — ¥ (@ — ).

We use Laplace’s method and rescale variables around the critical point of the
function G in (171). Note that the same function G as in (171) also appears in the
asymptotic analysis of the full-quadrant log-gamma polymer [BCR13, KQ18]
and can be controlled along certain contours. Since the asymptotic analysis
performed in this section is not rigorous anyway, we will not write the relevant
decay estimates of $Re[G(z)]. Thus, let us rescale the variables around zero as
7z =0 'n73z; and w; = o~ 'n~3W; in (171) (we will drop the tildes in the
following formulas). There are now three cases to consider. If «, > 0, then

(o, —n"Bo™1z;)

1.
I'(a, +n~13c1y)
If ¢, = 0, then
', —n BP0 1z) —;
I'(a, +n-1Bc~1y;) Zi

If o, < 0, then there is a pole at —c, for the variable z that prevents us from
using the saddle-point method around O, the scalings will be different, and we
will use the saddle-point method around «,,.

8.3.1. Case a, > 0. Using the fact that

1 /4 1
ro~-, —==-
z  sin(mwz)  z
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for z close to zero, the integrand in (171) becomes, as n goes to infinity,

1—[ (zi — Zj)(vi - U')(Zi - Uj)(Ui - ﬁ i — Zi

rcicir Wi F 2+ 2 + )@ +25) vtz
k
1 1
v} /3+23 [3—xzi—xv;
X elioTE — .
l:[ |: V; 4+ Zi 2v,-:|
Note that for (uy,...,ux) = (v, 21,-.., Uk, 2), and using Schur’s Pfaffian

identity (176),

(i — 2) (0 — v) (@ — V)V — 2;) 1q v — 2 —u;
1—[ Z Zj i iIZi j i Zj 1—[ i _( 1) Pf( ]) .
(vl +Zj)(v + Zl)(vl + vj)(Zz + Zj ) v; =+ Zi u; =+ uj

1<i<j<k

We use that for Re[z; + vi] > 0,

1 oo
:/ e TG g
-
i T 0

We may bring the integrations inside the Pfaffian to find that

o0 — Dk 00 00
1imIE[e“Z(””)]:Z(k')/ drl---/ driPE (K (ri, 1)}

n—o0 =0 x x

= PI[J — Kl2(x,00)5

where K is the 2 x 2 matrix antisymmetric kernel

Kii(r,5) = / / VTV et (180a)
D, 2in D, 2171 () (v +v')
—Z 3 3
Ki(r,5) = —————e" 1800
2(r$) = fDl 2im fD 2 217t v(v +2) ( )

d /.
Kay(r,s) = / / < iz eZ 23428 3oramsd (180c¢)
D1217T p_, 2w 7+ 7

Note that the formulas above do not make sense because the integrand in (1805)
and (180c) is not absolutely convergent on D_; and D_,,, respectively. The
integration over D_,, in (180b) is not a real issue since the contour could have
been freely deformed earlier to D, (the only pole in z is at z = —v, which lies on
the left of D_,,). However, the integrations over D_; in (180c) are a real issue
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because the contours cannot be deformed due to the pole at z = —z'. However,
formally, one can write

Ky (x,y) = / (Ai(x — w)AI'(y —u) — Ai'(x — w)Ai(y —u)) du
0
and using the formal identity

/ Ai(x + u)Ai(y +u) = 8(x — ),
R

one can write K, as

d7' z—7 23 3
K /3477 )3—xz—y7 6
n(x,y) = /D] T /1;1 pT———— +4d(x,y),

where &' is a distribution on R? defined by (178). Then it follows from (179) in
Section 8.2 that
PI[J — Kli2(x.00) = Fose(x).

Finally, we obtain—modulo several nonrigorous steps above—that when o, > 0
and T > 0,

lim P (log(Z(n, n,17))— fn

Y < x) = Fgsg(x),

n—

where f = —2¥ () and 0 = JW¥, (a).

8.3.2. Case a, = 0. Following the same steps as in Section 8.3.1, we obtain
when o, = O that

o0 -1 k %) [}
lim E[euz(t’”)] = Z ¢ k') / dry- / drka(K(r,-, rj )fj:l

n—00
k=0

= Pf[J 4+ Kli2 (4,00

where K is the 2 x 2 matrix antisymmetric kernel

v—1 »3 3 '
K : /3407 /3—rv—sv , 181
ulr, 8) = /Dl 2im /Dl 2171 (v + v/)e (181a)
V—2 3 3 ;
Ky (r, s VAt Arvmse 181b
(7 5) = /.Dl 2ir /D 1/2 2171 Z(v+2) ( )

Z— Z 3 3 ’
K r,s) = R S 33423 )3—rz—sz . 181c
2(r. 5) /1; | 2ir /D ] 2ir 77 "(z4+7) ( )

Downloaded from https://www.cambridge.org/core. IP address: 72.68.178.247, on 01 Apr 2021 at 18:40:58, subject to the Cambridge Core
terms of use, available at https://www.cambridge.org/core/terms. https://doi.org/10.1017/fmp.2020.3


https://www.cambridge.org/core/terms
https://doi.org/10.1017/fmp.2020.3
https://www.cambridge.org/core

Half-space Macdonald processes 143

The formula for K5, in (181¢) does not make sense but if one shifts the vertical
contours to the right so that they become D; and compute the residues, then
the resulting formula does make sense. Moreover, Pf[J + K]p2:.) = PI[J —
Kl2 (. 00)» Where K, = K1, Ky = Ky, Kj; = —Kj; and K;; = —Kj,;, and it
can be shown (see [BBCS18b, Lemma 2.6]) that

PAJ — Kli2( o) = Foor(x).
Thus when o, = 0 and 7 > 0, modulo several nonrigorous steps,
lim P <log(Z(n, n, 1)) — fn

onl/3

< x) = Fgoe(x),

n—

where f = —2¥ () and 0 = J¥,(a).

REMARK 8.4. If we scale a, close to the critical point as a, = n~"?c"'w,
the limiting distribution Fgog would be replaced by a crossover distribution
F(x; @), originally introduced in [BRO1b, Definition 4] in the context of half-
space last-passage percolation with geometric weights. This distribution is such
that F(x;0) = Fgor(x) and lim, _, . F(x; @) = Fgsg(x). The cumulative
probability distribution F(x; @) can be written as the Fredholm Pfaffian of a
crossover kernel introduced in [FNRO06, (1.14)], which is also a special case
of the more general crossover kernel K in [BBCS18b, Theorem 1.7 and
Definition 2.9].

8.3.3. Case o, < 0. In this case, one cannot deform the contours so that they
go through a neighborhood of zero as in Section 8.3.1, because there is a pole in
(171) at z; = a, < 0. Instead, we will scale u in a different way and apply the
saddle-point method in a neighborhood of «..

Let f,, = —W(a — ) — ¥ (o 4 ). Letting u = —e w00 (where o,
is a constant to determine later), we may write

[e”z("’”)]—il/ dz; / dzi %dvl due
N — k! Jp, 2ir  Jp, 2ir [ 2ir i

< 1T ((a—z_,-)(vi—v,»)F(v,-+v,»>F(—z,»—z_,> ﬁ rQuv)

1<i<j<k —v; — z;)(—v; —z) ' (v; —z) ' (v; — z) i1 I'(vi —z)
k
« l_[ |: T €n(Ga° Wi)+Gao (20) =12 x0 (vi+2i) I'(eo — 2i) ! i|, (182)
- Lsin(r (v + 20) I'(a, +v) v + 2z
where

Gy, (2) =log(I'(a — 2)) — log(I' (@ + 2)) — fo.2
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satisfies G|, (o) = 0and G}, (o) = Vi (a —a,) =¥ (@ +a,) =: —o?2. Assuming
that the saddle-point method would work without any issue, we rescale variables

Z; as 7; = Ao + o,n~"V?Z; and variables v; as v; = —a, + o,n~"/*7;, and obtain

E[euZ(n,n)]

”Xn: 1 / dz, / dzx dv, / dvy
=0 k! D_ip 24 D_ip 2 D 2ir D 2imr

% 1—[ ((Zi_Zj)(Ui_vj)

—v; — 2;)(—v; — z;)

1<i<j<k
k

1 2 2 —V; 1
=7 /2—w;/2)—x(vi+zi) i
X ———e T —. 183)
H[Urf—Zi Zi vi+Zii| (
Then using the Cauchy determinant formula

l—[ (Zi_Zj)(vi_vj) —det( 1 )k
( Zi T v

I<i<j<k —v; — 2;)(=v; — z;) ij=1

we may recognize that (183) ~ det(I — K%)12(, 4o, Where

KG(F, 5) = / ﬁ/ 2 v 6712/2+v2/27rv7sz — 1 efr2/4fs2/4
D, 20 Jp, 2im 2(z + v) V2

so that we would obtain

fim p (08Z@ ) = fon N T e
o,ni’? oo N2

where f, = -V (0 —,) — ¥ (¢ + @) and 0, = V¥ (¢ + o) — ¥ (@ — ).

dt,

n—o0

Acknowledgements

We are grateful to the anonymous referees for their valuable suggestions.
A.B. was partially supported by the National Science Foundation (NSF) grants
DMS-1056390, DMS-1607901 and DMS-1664619 and by Fellowships of the
Radcliffe Institute for Advanced Study and the Simons Foundation. I.C. was
partially supported by the NSF grants DMS-1208998, DMS-1664650 and DMS-
1811143, the Clay Mathematics Institute through a Clay Research Fellowship,
the Poincaré Institute through the Poincaré chair and the Packard Foundation
through a Packard Fellowship for Science and Engineering. G.B. was partially
supported by the Packard Foundation through I.C.’s fellowship.

Downloaded from https://www.cambridge.org/core. IP address: 72.68.178.247, on 01 Apr 2021 at 18:40:58, subject to the Cambridge Core
terms of use, available at https://www.cambridge.org/core/terms. https://doi.org/10.1017/fmp.2020.3


https://www.cambridge.org/core/terms
https://doi.org/10.1017/fmp.2020.3
https://www.cambridge.org/core

[Aggl8]
[AB19]
[AKQ14]

[ACQI1]

[AAR99]

[BBCS18a]

[BBCS18b]
[BRO1a]
[BRO1b]

[BRO1c]

[Barl5]

[BBCW18]

[BC17]
[BOI11]
[BGI7]
[BBNV1S]

[BWZJ15]

[BZ19]
[Bor95]

[Bor99]

[Borll]

Downloaded from https://www.cambridge.org/core. IP address: 72.68.178.247, on 01 Apr 2021 at 18:40:58, subject to the Cambridge Core

Half-space Macdonald processes 145

References

A. Aggarwal, ‘Dynamical stochastic higher spin vertex models’, Selecta Math. (N.S.)
24(3) (2018), 2659-2735.

A. Aggarwal and A. Borodin, ‘Phase transitions in the ASEP and stochastic six-
vertex model’, Ann. Probab. 47(2) (2019), 613-689.

T. Alberts, K. Khanin and J. Quastel, ‘The intermediate disorder regime for directed
polymers in dimension 1 + 1°, Ann. Probab. 42(3) (2014), 1212-1256.

G. Amir, I. Corwin and J. Quastel, ‘Probability distribution of the free energy of the
continuum directed random polymer in 1 + 1 dimensions’, Comm. Pure Appl. Math.
64(4) (2011), 466-537.

G. E. Andrews, R. Askey and R. Roy, Special Functions, (Cambridge University
Press, Cambridge, 1999).

J. Baik, G. Barraquand, I. Corwin and T. Suidan, ‘Facilitated exclusion process’,
in The Abel Symposium: Computation and Combinatorics in Dynamics, Stochastics
and Control (Springer International Publishing, 2018), 1-35.

J. Baik, G. Barraquand, I. Corwin and T. Suidan, ‘Pfaffian schur processes and last
passage percolation in a half-quadrant’, Ann. Probab. 46(6) (2018), 3015-3089.

J. Baik and E. M. Rains, ‘Algebraic aspects of increasing subsequences’, Duke Math.
J.109(1) (2001), 1-65.

J. Baik and E. M. Rains, ‘The asymptotics of monotone subsequences of involutions’,
Duke Math. J. 109(2) (2001), 205-281.

J. Baik and E. M. Rains, ‘Symmetrized random permutations’, in Random
Matrix Models and their Applications, Mathematical Sciences Research Institute
Publications, 40 (Cambridge University Press, Cambridge, 2001), 1-19.

G. Barraquand, ‘A phase transition for q-TASEP with a few slower particles’,
Stochastic Process. Appl. 125(7) (2015), 2674-2699.

G. Barraquand, A. Borodin, I. Corwin and M. Wheeler, ‘Stochastic six-vertex model
in a half-quadrant and half-line open asymmetric simple exclusion process’, Duke
Math. J. 167(13) (2018), 2457-2529.

G. Barraquand and 1. Corwin, ‘Random-walk in beta-distributed random
environment’, Probab. Theory Related Fields 167(3) (2017), 1057-1116.

F. Baudoin and N. O’Connell, ‘Exponential functionals of Brownian motion and
class-one Whittaker functions’, Ann. Inst. Henri Poincaré 47(4) 1096-1120.

L. Bertini and G. Giacomin, ‘Stochastic Burgers and KPZ equations from particle
systems’, Comm. Math. Phys. 183(3) (1997), 571-607.

D. Betea, J. Bouttier, P. Nejjar and M. Vuleti¢, ‘The free boundary Schur process
and applications I, Ann. Henri Poincaré 19 (2018), 3663—-3742. Springer.

D. Betea, M. Wheeler and P. Zinn-Justin, ‘Refined Cauchy/Littlewood identities and
six-vertex model partition functions: II. Proofs and new conjectures’, J. Algebraic
Combin. 42(2) (2015), 555-603.

E. Bisi and N. Zygouras, ‘Point-to-line polymers and orthogonal Whittaker
functions’, Trans. Amer. Math. Soc. 371(12) (2019), 8339-8379.

A. Borodin, ‘Limit Jordan normal form of large triangular matrices over a finite
field’, Funct. Anal. Appl. 29(4) (1995), 279-281.

A. Borodin, ‘The law of large numbers and the central limit theorem for the Jordan
normal form of large triangular matrices over a finite field’, J. Math. Sci. 96(5)
(1999), 3455-3471.

A. Borodin, ‘Schur dynamics of the Schur processes’, Adv. Math. 4(228) (2011),
2268-2291.

terms of use, available at https://www.cambridge.org/core/terms. https://doi.org/10.1017/fmp.2020.3


https://www.cambridge.org/core/terms
https://doi.org/10.1017/fmp.2020.3
https://www.cambridge.org/core

[Bor14]
[Borl7]

[Borl18]
[BBC16]

[BBW16]

[BC13]
[BC14]
[BC15]

[BCF14]

[BCFV15]
[BCG16]
[BCGS16]

[BCPS15a]

[BCPS15b]

[BCR13]

[BCR15]
[BCS14]
[BCT17]
[BF14a]
[BF14b]
[BG12]
[BG15]

[BO17]

Downloaded from https://www.cambridge.org/core. IP address: 72.68.178.247, on 01 Apr 2021 at 18:40:58, subject to the Cambridge Core

G. Barraquand, A. Borodin and I. Corwin 146

A. Borodin, ‘Integrable probability’, In Proceedings of the ICM, Seoul (2014).

A. Borodin, ‘On a family of symmetric rational functions’, Adv. Math. 306 (2017),
973-1018.

A. Borodin, ‘Stochastic higher spin six vertex model and Macdonald measures’,
J. Math. Phys. 59(2) (2018), 023301.

A. Borodin, A. Bufetov and I. Corwin, ‘Directed random polymers via nested
contour integrals’, Ann. Phys. 368 (2016), 191-247.

A. Borodin, A. Bufetov and M. Wheeler, ‘Between the stochastic six vertex model
and Hall-Littlewood processes’, J. Combin. Theory Ser. A (2016), arXiv:1611.0948
6.

A. Borodin and I. Corwin, ‘Discrete time g-taseps’, Int. Math. Res. Not. IMRN
2015(2) (2013), rnt206.

A. Borodin and I. Corwin, ‘Macdonald processes’, Probab. Theory Related Fields
158(1-2) (2014), 225-400.

A. Borodin and I. Corwin, ‘Discrete time ¢g-TASEPS’, Int. Math. Res. Not. IMRN (2)
(2015), 499-537.

A. Borodin, I. Corwin and P. Ferrari, ‘Free energy fluctuations for directed polymers
in random media in 1+ 1 dimension’, Comm. Pure Appl. Math. 67(7) (2014),
1129-1214.

A. Borodin, I. Corwin, P. Ferrari and B. Vet8, ‘Height fluctuations for the stationary
KPZ equation’, Math. Phys. Anal. Geom. 18(1) (2015), Art. 20, 95.

A. Borodin, I. Corwin and V. Gorin, ‘Stochastic six-vertex model’, Duke Math. J.
165(3) (2016), 563-624.

A. Borodin, I. Corwin, V. Gorin and S. Shakirov, ‘Observables of Macdonald
processes’, Trans. Amer. Math. Soc. 368(3) (2016), 1517-1558.

A. Borodin, I. Corwin, L. Petrov and T. Sasamoto, ‘Spectral theory for interacting
particle systems solvable by coordinate Bethe ansatz’, Comm. Math. Phys. 339(3)
(2015), 1167-1245.

A. Borodin, I. Corwin, L. Petrov and T. Sasamoto, ‘Spectral theory for the q-Boson
particle system’, Compos. Math. 151 (2015), 1-67.

A. Borodin, I. Corwin and D. Remenik, ‘Log-gamma polymer free energy
fluctuations via a Fredholm determinant identity’, Comm. Math. Phys. 324(1) (2013),
215-232.

A. Borodin, I. Corwin and D. Remenik, ‘A classical limit of Noumi’s g-integral
operator’, SIGMA Symmetry Integrability Geom. Methods Appl. 11(0) (2015).

A. Borodin, I. Corwin and T. Sasamoto, ‘From duality to determinants for -TASEP
and ASEP’, Ann. Probab. 42(6) (2014), 2314-2382.

A. Borodin, I. Corwin and F. Toninelli, ‘Stochastic heat equation limit of a (2+ 1)-d
growth model’, Comm. Math. Phys. 350(3) (2017), 957-984.

A. Borodin and P. L. Ferrari, ‘Anisotropic growth of random surfaces in 2+ 1
dimensions’, Comm. Math. Phys. 325(2) (2014), 603-684.

A. Borodin and P. L. Ferrari, ‘Anisotropic growth of random surfaces in 2 + 1
dimensions’, Comm. Math. Phys. 325(2) (2014), 603-684.

A. Borodin and V. Gorin, Lectures on Integrable Probability, Lecture notes, (St.
Petersburg School in Probability and Statistical Physics, 2012), arXiv:1212.3351.
A. Borodin and V. Gorin, ‘General B-Jacobi corners process and the Gaussian free
field’, Comm. Pure Appl. Math. 68(10) (2015), 1774-1844.

A. Borodin and G. Olshanski, ‘The ASEP and determinantal point processes’, Comm.
Math. Phys. 353(2) (2017), 853-903.

terms of use, available at https://www.cambridge.org/core/terms. https://doi.org/10.1017/fmp.2020.3


http://www.arxiv.org/abs/1611.09486
http://www.arxiv.org/abs/1611.09486
http://www.arxiv.org/abs/1611.09486
http://www.arxiv.org/abs/1611.09486
http://www.arxiv.org/abs/1611.09486
http://www.arxiv.org/abs/1611.09486
http://www.arxiv.org/abs/1611.09486
http://www.arxiv.org/abs/1611.09486
http://www.arxiv.org/abs/1611.09486
http://www.arxiv.org/abs/1611.09486
http://www.arxiv.org/abs/1611.09486
http://www.arxiv.org/abs/1611.09486
http://www.arxiv.org/abs/1611.09486
http://www.arxiv.org/abs/1611.09486
http://www.arxiv.org/abs/1611.09486
http://www.arxiv.org/abs/1611.09486
http://www.arxiv.org/abs/1212.3351
http://www.arxiv.org/abs/1212.3351
http://www.arxiv.org/abs/1212.3351
http://www.arxiv.org/abs/1212.3351
http://www.arxiv.org/abs/1212.3351
http://www.arxiv.org/abs/1212.3351
http://www.arxiv.org/abs/1212.3351
http://www.arxiv.org/abs/1212.3351
http://www.arxiv.org/abs/1212.3351
http://www.arxiv.org/abs/1212.3351
http://www.arxiv.org/abs/1212.3351
http://www.arxiv.org/abs/1212.3351
http://www.arxiv.org/abs/1212.3351
http://www.arxiv.org/abs/1212.3351
http://www.arxiv.org/abs/1212.3351
https://www.cambridge.org/core/terms
https://doi.org/10.1017/fmp.2020.3
https://www.cambridge.org/core

[BP14]
[BP16]
[BP18]
[BROS]

[BM18]
[BP15]
[CDR10]
[Cor12]
[Corl4]

[CD18]

[CH14]
[CH16]
[COSZ14]
[CP15]
[CSS15]
[CS18]
[CT16]
[DT16]
[DF90]

[DGP17]

[Dim18]

[Dot10]

Downloaded from https://www.cambridge.org/core. IP address: 72.68.178.247, on 01 Apr 2021 at 18:40:58, subject to the Cambridge Core

Half-space Macdonald processes 147

A. Borodin and L. Petrov, ‘Integrable probability: From representation theory to
macdonald processes’, Probab. Surv. 11 (2014), 1-58.

A. Borodin and L. Petrov, ‘Nearest neighbor Markov dynamics on Macdonald
processes’, Adv. Math. 300 (2016), 71-155.

A. Borodin and L. Petrov, ‘Higher spin six vertex model and symmetric rational
functions’, Selecta Math. (N.S.) 24(2) (2018), 751-874.

A. Borodin and E. M. Rains, ‘Eynard—Mehta theorem, Schur process, and their
Pfaffian analogs’, J. Stat. Phys. 121(3—4) (2005), 291-317.

A. Bufetov and K. Matveev, ‘Hall-Littlewood RSK field’, Selecta Math. (N.S.) 24(5)
(2018), 4839-4884.

A. Bufetov and L. Petrov, ‘Law of large numbers for infinite random matrices over
a finite field’, Selecta Math. 21(4) (2015), 1271-1338.

P. Calabrese, P. Le Doussal and A. Rosso, ‘Free-energy distribution of the directed
polymer at high temperature’, Europhys. Lett. 90(2)20002 (2010).

I. Corwin, ‘The Kardar—Parisi-Zhang equation and universality class’, Random
Matrices Theory Appl. 1(01) (2012).

I. Corwin, ‘Macdonald processes, quantum integrable systems and the Kardar—
Parisi—Zhang universality class’, Preprint, 2014, arXiv:1403.6877.

I. Corwin and E. Dimitrov, ‘Transversal fluctuations of the ASEP stochastic six
vertex model, and Hall-Littlewood Gibbsian line ensembles’, Comm. Math. Phys.
363(2) (2018), 435-501.

I. Corwin and A. Hammond, ‘Brownian Gibbs property for Airy line ensembles’,
Invent. Math. 195(2) (2014), 441-508.

I. Corwin and A. Hammond, ‘KPZ line ensemble’, Probab. Theory Related Fields
166(1-2) (2016), 67-185.

I. Corwin, N. O’Connell, T. Seppéldinen and N. Zygouras, ‘Tropical combinatorics
and Whittaker functions’, Duke Math. J. 163(3) (2014), 513-563.

I. Corwin and L. Petrov, ‘The q-PushASEP: A new integrable model for traffic in 1+
1 dimension’, J. Stat. Phys. 160(4) (2015), 1005-1026.

I. Corwin, T. Seppildinen and H. Shen, ‘The strict-weak lattice polymer’, J. Stat.
Phys. 160 (2015), 1027-1053.

I. Corwin and H. Shen, ‘Open ASEP in the weakly asymmetric regime’, Comm. Pure
Appl. Marth. 71(10) (2018), 2065-2128.

I. Corwin and F. Toninelli, ‘Stationary measure of the driven two-dimensional g-
Whittaker particle system on the torus’, Electron. Commun. Probab. 21 (2016).

A. Dembo and L. Tsai, ‘Weakly asymmetric non-simple exclusion process and the
Kardar—Parisi—-Zhang equation’, Comm. Math. Phys. 341(1) (2016), 219-261.

P. Diaconis and J. A. Fill, ‘Strong stationary times via a new form of duality’, Ann.
Probab. 18(4) (1990), 1483-1522.

J. Diehl, M. Gubinelli and N. Perkowski, ‘The Kardar—Parisi-Zhang equation as
scaling limit of weakly asymmetric interacting Brownian motions’, Comm. Math.
Phys. 354(2) (2017), 549-589.

E. Dimitrov, ‘KPZ and Airy limits of Hall-Littlewood random plane partitions’, Ann.
Inst. Henri Poincaré 54(2) (2018), 640-693.

V. Dotsenko, ‘Replica Bethe ansatz derivation of the Tracy—Widom distribution of
the free energy fluctuations in one-dimensional directed polymers’, J. Stat. Mech.
2010(07) (2010), P07010.

terms of use, available at https://www.cambridge.org/core/terms. https://doi.org/10.1017/fmp.2020.3


http://www.arxiv.org/abs/1403.6877
http://www.arxiv.org/abs/1403.6877
http://www.arxiv.org/abs/1403.6877
http://www.arxiv.org/abs/1403.6877
http://www.arxiv.org/abs/1403.6877
http://www.arxiv.org/abs/1403.6877
http://www.arxiv.org/abs/1403.6877
http://www.arxiv.org/abs/1403.6877
http://www.arxiv.org/abs/1403.6877
http://www.arxiv.org/abs/1403.6877
http://www.arxiv.org/abs/1403.6877
http://www.arxiv.org/abs/1403.6877
http://www.arxiv.org/abs/1403.6877
http://www.arxiv.org/abs/1403.6877
http://www.arxiv.org/abs/1403.6877
https://www.cambridge.org/core/terms
https://doi.org/10.1017/fmp.2020.3
https://www.cambridge.org/core

G. Barraquand, A. Borodin and I. Corwin 148

[FHH+09] B. Feigin, K. Hashizume, A. Hoshino, J. Shiraishi and S. Yanagida, ‘A commutative
algebra on degenerate CP1 and Macdonald polynomials’, J. Math. Phys. 50(9)
(2009), 095215.
[FV15] P.L.Ferrari and B. Vetd, ‘Tracy—Widom asymptotics for -TASEP’, Ann. Inst. Henri
Poincaré Probab. Stat. 51(4) (2015), 1465-1485.
[FNRO6] P. J. Forrester, T. Nagao and E. M. Rains, ‘Correlation functions for random
involutions’, Int. Math. Res. Not. IMRN 2006 (2006), 89796.
[Ful02] J. Fulman, ‘Random matrix theory over finite fields’, Bull. Amer. Math. Soc. (N.S.)
39(1) (2002), 51-85.
[GRAS16] N. Georgiou, F. Rassoul-Agha and T. Seppéldinen, ‘Variational formulas and cocycle
solutions for directed polymer and percolation models’, Comm. Math. Phys. 346(2)
(2016), 741-779.
[GRASY15] N. Georgiou, F. Rassoul-Agha, T. Seppildinen and A. Yilmaz, ‘Ratios of partition
functions for the log-gamma polymer’, Ann. Probab. 43(5) (2015), 2282-2331.
[GS13] N. Georgiou and T. Seppildinen, ‘Large deviation rate functions for the partition
function in a log-gamma distributed random potential’, Ann. Probab. 41(6) (2013),
4248-4286.
[GLOO08] A. Gerasimov, D. Lebedev and S. Oblezin, ‘Baxter operator and Archimedean Hecke
algebra’, Comm. Math. Phys. 284(3) (2008), 867-896.
[GLO09] A. Gerasimov, D. Lebedev and S. Oblezin, ‘On q-deformed gl, ,-whittaker
function’, Comm. Math. Phys. 294(1) (2009), 97.
[Ghol7a] P. Ghosal, ‘Correlation functions of the Pfaffian Schur process using Macdonald
difference operators’, Preprint, 2017, arXiv:1705.05859.
[Ghol7b] P. Ghosal, ‘Hall-Littlewood-PushTASEP and its KPZ limit’, Preprint, 2017, arXiv:1
701.07308.
[Giv97] A. Givental, ‘Stationary phase integrals, quantum Toda lattices, flag manifolds and
the mirror conjecture’, Amer. Math. Soc. Transl. Ser. 2 180 (1997), 103-115.
[GO09] A. Gnedin and G. Olshanski, ‘A g-analogue of de Finetti’s theorem’, Electron. J.
Combin. 16(1) (2009), Research Paper 78, 16.
[GKV14] V. Gorin, S. Kerov and A. Vershik, ‘Finite traces and representations of the group of
infinite matrices over a finite field’, Adv. Math. 254 (2014), 331-395.
[GS15] V. Gorin and M. Shkolnikov, ‘Multilevel Dyson Brownian motions via Jack
polynomials’, Probab. Theory Related Fields 163(3—4) (2015), 413-463.
[GZ18] V. Gorin and L. Zhang, ‘Interlacing adjacent levels of B-Jacobi corners processes’,
Probab. Theory Related Fields 172(3-4) (2018), 915-981.
[Gral7] P. Grange, ‘Log-gamma directed polymer with one free end via coordinate Bethe
ansatz’, J. Stat. Mech. Theory Exp. 2017(7) (2017), 073102.
[GLD12] T. Gueudré and P. Le Doussal, ‘Directed polymer near a hard wall and KPZ equation
in the half-space’, Europhys. Lett. 100(2) (2012), 26006.
[GS92] L. Gwa and H. Spohn, ‘Six-vertex model, roughened surfaces, and an asymmetric
spin Hamiltonian’, Phys. Rev. Lett. 68(6) (1992), 725.
[HQ18] M. Hairer and J. Quastel, ‘A class of growth models rescaling to KPZ’, Forum Math.,
Pi 6 (2018).
[Has82] M. Hashizume, ‘Whittaker functions on semisimple Lie groups’, Hiroshima Math. J.
12(2) (1982), 259-293.
[ISO7] T. Ishii and E. Stade, ‘New formulas for Whittaker functions on GL(n, R)’, J. Funct.
Anal. 244(1) (2007), 289-314.
[Jor82] B. Jorgensen, Statistical Properties of the Generalized Inverse Gaussian
Distribution, Lecure Notes in Statistics, 9, (Springer, 1982).

Downloaded from https://www.cambridge.org/core. IP address: 72.68.178.247, on 01 Apr 2021 at 18:40:58, subject to the Cambridge Core
terms of use, available at https://www.cambridge.org/core/terms. https://doi.org/10.1017/fmp.2020.3


http://www.arxiv.org/abs/1705.05859
http://www.arxiv.org/abs/1705.05859
http://www.arxiv.org/abs/1705.05859
http://www.arxiv.org/abs/1705.05859
http://www.arxiv.org/abs/1705.05859
http://www.arxiv.org/abs/1705.05859
http://www.arxiv.org/abs/1705.05859
http://www.arxiv.org/abs/1705.05859
http://www.arxiv.org/abs/1705.05859
http://www.arxiv.org/abs/1705.05859
http://www.arxiv.org/abs/1705.05859
http://www.arxiv.org/abs/1705.05859
http://www.arxiv.org/abs/1705.05859
http://www.arxiv.org/abs/1705.05859
http://www.arxiv.org/abs/1705.05859
http://www.arxiv.org/abs/1705.05859
http://www.arxiv.org/abs/1701.07308
http://www.arxiv.org/abs/1701.07308
http://www.arxiv.org/abs/1701.07308
http://www.arxiv.org/abs/1701.07308
http://www.arxiv.org/abs/1701.07308
http://www.arxiv.org/abs/1701.07308
http://www.arxiv.org/abs/1701.07308
http://www.arxiv.org/abs/1701.07308
http://www.arxiv.org/abs/1701.07308
http://www.arxiv.org/abs/1701.07308
http://www.arxiv.org/abs/1701.07308
http://www.arxiv.org/abs/1701.07308
http://www.arxiv.org/abs/1701.07308
http://www.arxiv.org/abs/1701.07308
http://www.arxiv.org/abs/1701.07308
http://www.arxiv.org/abs/1701.07308
https://www.cambridge.org/core/terms
https://doi.org/10.1017/fmp.2020.3
https://www.cambridge.org/core

[KPZ86]
[Knu70]

[KQ18]

[Mac95]
[Mat19]

[MP17]

[NZ16]

[NS]

[NS12]
[Ntel6]

[O’C12]
[O’C14]
[O015]
[OP13]

[0SZ14]

[0YO1]
[OkoO1]

[ORO03]

[OP17]
[OQR17]
[Par19]

[Pov13]

Downloaded from https://www.cambridge.org/core. IP address: 72.68.178.247, on 01 Apr 2021 at 18:40:58, subject to the Cambridge Core

Half-space Macdonald processes 149

M. Kardar, G. Parisi and Y. Zhang, ‘Dynamic scaling of growing interfaces’, Phys.
Rev. Lett. 56 (1986), 889-892.

D. Knuth, ‘Permutations, matrices, and generalized young tableaux’, Pacific J. Math.
34(3) (1970), 709-727.

A. Krishnan and J. Quastel, ‘Tracy—Widom fluctuations for perturbations of the
log-gamma polymer in intermediate disorder’, Ann. Appl. Probab. 28(6) (2018),
3736-3764.

I. G. Macdonald, Symmetric Functions and Hall Polynomials, vol. 354, (Clarendon
Press, Oxford, 1995).

K. Matveev, ‘Macdonald-positive specializations of the algebra of symmetric
functions: proof of the Kerov conjecture’, Ann. of Math. (2) 189(1) (2019), 277-316.
K. Matveev and L. Petrov, ‘g-randomized Robinson—Schensted—Knuth
correspondences and random polymers’, Ann. Inst. H. Poincaré D 4(1) (2017),
1-123.

V. Nguyen and N. Zygouras, ‘Variants of geometric RSK, geometric PNG, and
the multipoint distribution of the log-gamma polymer’, Int. Math. Res. Not. IMRN
2017(15) (2017), 4732-4795.

M. Noumi and A. Sano, An infinite family of higher-order difference operators that
commute with Ruijsenaars operators of type A, unpublished.

M. Noumi and J. Shiraishi.

I. Nteka, (2016), ‘Positive temperature dynamics on Gelfand-Tsetlin patterns
restricted by wall’, PhD Thesis, University of Warwick.

N. O’Connell, ‘Directed polymers and the quantum Toda lattice’, Ann. Probab. 40(2)
(2012), 437-458.

N. O’Connell, Whittaker Functions and Related Stochastic Processes, (MSRI
Publications, 2014), arXiv:1201.4849 65.

N. O’Connell and J. Ortmann, ‘Tracy—Widom asymptotics for a random polymer
model with gamma-distributed weights’, Electron. J. Probab. 20(25) (2015), 1-18.
N. O’Connell and Y. Pei, ‘A g-weighted version of the Robinson—Schensted
algorithm’, Electron. J. Probab. 18 (2013).

N. O’Connell, T. Seppéldinen and N. Zygouras, ‘Geometric RSK correspondence,
Whittaker functions and symmetrized random polymers’, Invent. Math. 197(2)
(2014), 361-416.

N. O’Connell and M. Yor, ‘Brownian analogues of Burke’s theorem’, Stochastic
Process. Appl. 96(2) (2001), 285-304.

A. Okounkov, ‘Infinite wedge and random partitions’, Selecta Math. (N.S.) 7(1)
(2001), 57-81.

A. Okounkov and N. Reshetikhin, ‘Correlation function of Schur process with
application to local geometry of a random 3-dimensional Young diagram’, J. Amer.
Math. Soc. 16(3) (2003), 581-603.

D. Orr and L. Petrov, ‘Stochastic higher spin six vertex model and q-TASEPs’,
Adv. Math. 317 (2017), 473-525.

J. Ortmann, J. Quastel and D. Remenik, ‘A Pfaffian representation for flat ASEP’,
Comm. Pure Appl. Math. 70(1) (2017), 3—89.

S. Parekh, ‘The KPZ limit of ASEP with boundary’, Comm. Math. Phys. 365(2)
(2019), 569-649.

A. M. Povolotsky, ‘On the integrability of zero-range chipping models with
factorized steady states’, J. Phys. A 46(46) (2013), 465205.

terms of use, available at https://www.cambridge.org/core/terms. https://doi.org/10.1017/fmp.2020.3


http://www.arxiv.org/abs/1201.4849
http://www.arxiv.org/abs/1201.4849
http://www.arxiv.org/abs/1201.4849
http://www.arxiv.org/abs/1201.4849
http://www.arxiv.org/abs/1201.4849
http://www.arxiv.org/abs/1201.4849
http://www.arxiv.org/abs/1201.4849
http://www.arxiv.org/abs/1201.4849
http://www.arxiv.org/abs/1201.4849
http://www.arxiv.org/abs/1201.4849
http://www.arxiv.org/abs/1201.4849
http://www.arxiv.org/abs/1201.4849
http://www.arxiv.org/abs/1201.4849
http://www.arxiv.org/abs/1201.4849
http://www.arxiv.org/abs/1201.4849
https://www.cambridge.org/core/terms
https://doi.org/10.1017/fmp.2020.3
https://www.cambridge.org/core

G. Barraquand, A. Borodin and 1. Corwin 150

[Qual2] J. Quastel, Introduction to KPZ, available online at www.math.toronto.edu/quastel/
survey.pdf, 2012.
[Rai00] E. M. Rains, ‘Correlation functions for symmetrized increasing subsequences’,
Preprint, 2000, arXiv:math/0006097.
[Rail8] E. M. Rains, ‘Multivariate quadratic transformations and the interpolation kernel’,
SIGMA 14(0) (2018), 19-69.
[RY13] D. Revuz and M. Yor, Continuous Martingales and Brownian Motion, Vol. 293,
(Springer Science & Business Media, 2013).
[SI0O4] T. Sasamoto and T. Imamura, ‘Fluctuations of the one-dimensional polynuclear
growth model in half-space’, J. Stat. Phys. 115(3—4) (2004), 749-803.
[SS10] T. Sasamoto and H. Spohn, ‘Exact height distributions for the KPZ equation with
narrow wedge initial condition’, Nuclear Phys. B 834(3) (2010), 523-542.
[STS93] M. A. Semenov-Tian-Shansky, ‘Quantization of open Toda lattices’, in Dynamical
Systems VII: Integrable Systems Nonholonomic Dynamical Systems, Vol. 16
(Springer, 1993), 226.
[Sepl2] T. Seppilidinen, ‘Scaling for a one-dimensional directed polymer with boundary
conditions’, Ann. Probab. 40(1) (2012), 19-73.
[StaO1] E. Stade, ‘Mellin transforms of GL(n, R) Whittaker functions’, Amer. J. Math.
123(1) (2001), 121-161.
[TLD14] T. Thiery and P. Le Doussal, ‘Log-gamma directed polymer with fixed endpoints via
the Bethe ansatz replica’, J. Stat. Mech. 2014(10) (2014), P10018.
[TW09] C. A. Tracy and H. Widom, ‘Asymptotics in ASEP with step initial condition’,
Comm. Math. Phys. 290(1) (2009), 129-154.
[TW13a] C. A. Tracy and H. Widom, ‘The asymmetric simple exclusion process with an open
boundary’, J. Math. Phys. 54(10) (2013), 103301.
[TW13b] C. A.Tracy and H. Widom, ‘The Bose gas and asymmetric simple exclusion process
on the half-line’, J. Stat. Phys. 150(1) (2013), 1-12.
[Venl5] V. Venkateswaran, ‘Symmetric and nonsymmetric Hall-Littlewood polynomials of
type BC’, J. Algebraic Comb. 42 (2015), 331-364.
[WZJ16] M. Wheeler and P. Zinn-Justin, ‘Refined Cauchy/Littlewood identities and six-vertex
model partition functions: III. Deformed bosons’, Adv. Math. 299 (2016), 543—-600.
[Wul8] X. Wu, ‘Intermediate disorder regime for half-space directed polymers’, Preprint,
2018, arXiv:1804.09815.

Downloaded from https://www.cambridge.org/core. IP address: 72.68.178.247, on 01 Apr 2021 at 18:40:58, subject to the Cambridge Core
terms of use, available at https://www.cambridge.org/core/terms. https://doi.org/10.1017/fmp.2020.3


https://www.math.toronto.edu/quastel/survey.pdf
https://www.math.toronto.edu/quastel/survey.pdf
https://www.math.toronto.edu/quastel/survey.pdf
https://www.math.toronto.edu/quastel/survey.pdf
https://www.math.toronto.edu/quastel/survey.pdf
https://www.math.toronto.edu/quastel/survey.pdf
https://www.math.toronto.edu/quastel/survey.pdf
https://www.math.toronto.edu/quastel/survey.pdf
https://www.math.toronto.edu/quastel/survey.pdf
https://www.math.toronto.edu/quastel/survey.pdf
https://www.math.toronto.edu/quastel/survey.pdf
https://www.math.toronto.edu/quastel/survey.pdf
https://www.math.toronto.edu/quastel/survey.pdf
https://www.math.toronto.edu/quastel/survey.pdf
https://www.math.toronto.edu/quastel/survey.pdf
https://www.math.toronto.edu/quastel/survey.pdf
https://www.math.toronto.edu/quastel/survey.pdf
https://www.math.toronto.edu/quastel/survey.pdf
https://www.math.toronto.edu/quastel/survey.pdf
https://www.math.toronto.edu/quastel/survey.pdf
https://www.math.toronto.edu/quastel/survey.pdf
https://www.math.toronto.edu/quastel/survey.pdf
https://www.math.toronto.edu/quastel/survey.pdf
https://www.math.toronto.edu/quastel/survey.pdf
https://www.math.toronto.edu/quastel/survey.pdf
https://www.math.toronto.edu/quastel/survey.pdf
https://www.math.toronto.edu/quastel/survey.pdf
https://www.math.toronto.edu/quastel/survey.pdf
https://www.math.toronto.edu/quastel/survey.pdf
https://www.math.toronto.edu/quastel/survey.pdf
https://www.math.toronto.edu/quastel/survey.pdf
https://www.math.toronto.edu/quastel/survey.pdf
https://www.math.toronto.edu/quastel/survey.pdf
https://www.math.toronto.edu/quastel/survey.pdf
https://www.math.toronto.edu/quastel/survey.pdf
https://www.math.toronto.edu/quastel/survey.pdf
https://www.math.toronto.edu/quastel/survey.pdf
https://www.math.toronto.edu/quastel/survey.pdf
https://www.math.toronto.edu/quastel/survey.pdf
http://www.arxiv.org/abs/math/0006097
http://www.arxiv.org/abs/math/0006097
http://www.arxiv.org/abs/math/0006097
http://www.arxiv.org/abs/math/0006097
http://www.arxiv.org/abs/math/0006097
http://www.arxiv.org/abs/math/0006097
http://www.arxiv.org/abs/math/0006097
http://www.arxiv.org/abs/math/0006097
http://www.arxiv.org/abs/math/0006097
http://www.arxiv.org/abs/math/0006097
http://www.arxiv.org/abs/math/0006097
http://www.arxiv.org/abs/math/0006097
http://www.arxiv.org/abs/math/0006097
http://www.arxiv.org/abs/math/0006097
http://www.arxiv.org/abs/math/0006097
http://www.arxiv.org/abs/math/0006097
http://www.arxiv.org/abs/math/0006097
http://www.arxiv.org/abs/math/0006097
http://www.arxiv.org/abs/1804.09815
http://www.arxiv.org/abs/1804.09815
http://www.arxiv.org/abs/1804.09815
http://www.arxiv.org/abs/1804.09815
http://www.arxiv.org/abs/1804.09815
http://www.arxiv.org/abs/1804.09815
http://www.arxiv.org/abs/1804.09815
http://www.arxiv.org/abs/1804.09815
http://www.arxiv.org/abs/1804.09815
http://www.arxiv.org/abs/1804.09815
http://www.arxiv.org/abs/1804.09815
http://www.arxiv.org/abs/1804.09815
http://www.arxiv.org/abs/1804.09815
http://www.arxiv.org/abs/1804.09815
http://www.arxiv.org/abs/1804.09815
http://www.arxiv.org/abs/1804.09815
https://www.cambridge.org/core/terms
https://doi.org/10.1017/fmp.2020.3
https://www.cambridge.org/core

	Introduction
	Half-space Macdonald measures and processes
	Computing expectations of observables
	Models related to half-space Macdonald processes
	Log-gamma polymer in a half-quadrant.
	Relation to the work of O'Connell–Seppäläinen–Zygouras.
	Half-space stochastic six-vertex model.

	Asymptotics
	Log-gamma polymer.
	KPZ equation limit regime.

	Outline of the paper

	Half-space Macdonald processes
	q-analogues
	Background on Macdonald symmetric functions
	Partitions and Gelfand–Tsetlin patterns.
	Symmetric functions.
	Identities.
	Specializations.
	Orthogonality.

	Definition of half-space Macdonald processes
	Markov dynamics on half-space Macdonald processes
	Bulk and boundary transition operators.
	Push–block dynamics.


	Observables of half-space Macdonald processes
	Macdonald difference operators
	Moment integral formulas
	Noumi's q-integral operator and variants
	(q,t)-Laplace transforms
	Proof of Theorem 3.20

	Half-space q-Whittaker processes
	Observables and integral formulas
	Moment formulas.
	q-Laplace transform formulas.

	Matveev–Petrov RSK-type dynamics
	Boundary transition operator.
	Bulk dynamics based on RSK row insertion.
	Bulk dynamics based on RSK column insertion.

	New exactly solvable particle systems

	Half-space Hall–Littlewood process
	Observables and integral formulas
	Half-space stochastic six-vertex model
	Scaling limit to half-line ASEP

	Half-space Whittaker processes
	Whittaker functions
	Half-space Whittaker process with Plancherel specialization
	Observables and integral formulas
	Laplace transforms
	Moment formulas

	Limits of q-Whittaker dynamics
	Right-edge dynamics.
	Left-edge dynamics.

	Whittaker measure and geometric RSK
	Half-space directed polymers and Whittaker measure
	Partition function on the boundary.
	Limits of q-Whittaker dynamics with additional Plancherel specialization.

	Alternative derivation of Laplace transform integral formulas
	Plancherel theory and comparison with O'Connell–Seppäläinen–Zygouras's results
	Case 1: equivalent to using the operator Bnu.
	Case 2: O'Connell–Seppäläinen–Zygouras's approach.


	KPZ equation on the half-line
	KPZ equation on R⩾0
	Log-gamma polymer at high temperature

	Tracy–Widom asymptotics for the log-gamma polymer partition function
	The Baik–Rains phase transition for directed polymers
	Fredholm Pfaffians and Tracy–Widom distributions
	Formal saddle-point asymptotics leading to the Baik–Rains transition
	Case α>0.
	Case α=0.
	Case α<0.


	References

