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Abstract

Many-body localization (MBL) describes a class of systems that do not approach thermal equilibrium under
their intrinsic dynamics; MBL and conventional thermalizing systems form distinct dynamical phases of
matter, separated by a phase transition at which equilibrium statistical mechanics breaks down. True
many-body localization is known to occur only under certain stringent conditions for perfectly isolated one-
dimensional systems, with Hamiltonians that have strictly short-range interactions and lack any continuous
non-Abelian symmetries. However, in practice, even systems that are not strictly MBL can be nearly
MBL, with equilibration rates that are far slower than their other intrinsic timescales; thus, anomalously
slow relaxation occurs in a much broader class of systems than strict localization. In this review we address
transport and dynamics in such nearly-MBL systems from a unified perspective. Our discussion covers various
classes of such systems: (i) disordered and quasiperiodic systems on the thermal side of the MBL-thermal
transition; (ii) systems that are strongly disordered, but obstructed from localizing because of symmetry,
interaction range, or dimensionality; (iii) multiple-component systems, in which some components would in
isolation be MBL but others are not; and finally (iv) driven systems whose dynamics lead to exponentially
slow rates of heating to infinite temperature. A theme common to many of these problems is that they can
be understood in terms of approximately localized degrees of freedom coupled to a heat bath (or baths)
consisting of thermal degrees of freedom; however, this putative bath is itself nontrivial, being either small
or very slowly relaxing. We discuss anomalous transport, diverging relaxation times, and other signatures
of the proximity to MBL in these systems. We also survey recent theoretical and numerical methods that
have been applied to study dynamics on either side of the MBL transition.
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1. Introduction: many-body localization

How an isolated system approaches thermal equilibrium, starting from an arbitrary initial state, is one
of the basic questions in many-body physics. This question is puzzling because the initial state contains an
extensive amount of information, while the final equilibrium state is well characterized by a small amount of
thermodynamic data; nevertheless, the dynamics leading from one to the other is reversible and conserves
information content. This puzzle has spawned many research directions, in quantum chaos, random matrix
theory, and quantum statistical mechanics [1, 2, 3, 4, 5, 6, 7, 8]; a version of it also appears to be relevant
to questions of information loss in black holes [9, 10, 11, 12, 13].

In the quantum setting, with which we are concerned here, the eigenstate thermalization hypothesis
(ETH) offers one resolution to this puzzle [4, 5, 6, 7, 8]. The most basic form of ETH claims that the
expectation values of local operators are the same in all eigenstates with similar values of the energy density
and other conserved densities; also, this shared value coincides with the equilibrium prediction. The ETH
explains information loss as follows: for simplicity say the initial state of the system was a pure state
|ψ〉 =

∑
n cn|n〉, where |n〉 are the eigenstates of the system’s Hamiltonian with eigenvalues En. Under

Hamiltonian evolution, this state becomes |ψ(t)〉 =
∑
n cne

iEnt|n〉; if one constructs the density matrix
|ψ(t)〉〈ψ(t)| and averages out temporal oscillations (on the rationale, e.g., that the measurement is averaged
over some time window), one arrives at the “diagonal ensemble” [8] density matrix ρd =

∑
n |cn|2|n〉〈n|.

For simple initial states (e.g., product states), the standard deviation of the energy scales as the square
root of system size, so the energy density is sharply defined in the thermodynamic limit. Thus the |cn| are
appreciable only in a narrow energy window. In this narrow window, the ETH predicts that all eigenstates
are locally indistinguishable, so the coefficients |cn| are irrelevant. The information about the initial state is
in the phases that we averaged over; for large systems these phases are effectively unmeasurable.

The ETH offers an elegant resolution to the puzzle of quantum thermalization in isolated quantum
systems. Traditional condensed matter systems are far from being isolated, so this resolution was not
initially seen as especially practically relevant. However, ultracold atomic gases are much closer to the
limit of an isolated system, and their advent has led to a revival of interest in the many-body physics of
isolated systems. The question of thermalization gained some urgency when experiments directly looking
for quantum thermalization—in the so-called quantum Newton’s cradle setup [14]—found no sign of it. The
failure of thermalization was related to the approximate integrability of the one-dimensional gases studied
in that experiment; much subsequent effort has gone into understanding violations of ETH in integrable
systems as well as other classes of quantum systems [8]. There are now two well-understood classes of ETH-
violating systems: (i)integrable quantum systems (which are fine-tuned but approximately realized in many
experiments on quasi-one-dimensional materials (see, e.g., Ref. [15]) as well as quantum gases [16, 17, 18,
19]); and (ii) many-body localized (MBL) systems [20], which are a dynamical “phase” of strongly random
quantum systems. (Recently, a variety of ETH-violating states have been found that do not straightforwardly
belong to either class; such states are collectively referred to as quantum many-body scars [21, 22, 23, 24,
25, 26, 27, 28], generalizing an earlier concept from few-body quantum chaos [29]. The robustness of scars is
relatively poorly understood [30], and we will not discuss them further here.) In the MBL phase, states that
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are initially away from equilibrium never relax; conserved quantities have strictly zero transport coefficients
even at nonzero temperatures, and generic autocorrelation functions of local operators saturate at late times
to nonequilibrium values, thus retaining some memory of their initial conditions at arbitrarily late times [31].
The term “phase” is used to emphasize that arbitrary local perturbations of an MBL Hamiltonian preserve
its MBL character.

The absence of local relaxation in the MBL phase is related to the fact that the many-body energy
eigenstates of an MBL system violate the ETH. For generic quantum spin chains with quenched randomness,
there seem to be at least two phases, a “thermal” phase at weak randomness in which all eigenstates satisfy
the ETH, and an MBL phase at strong randomness in which all eigenstates violate it (this is sometimes called
the fully MBL phase). Whether intermediate phases between these exist is an open question. The thermal
and MBL phases can be distinguished by the decay of autocorrelation functions, as noted above, and also
by the scaling of the bipartite entanglement entropy (for real-space cuts) of eigenstates at nonzero energy
density: in the thermal phase such eigenstates have volume-law entanglement entropy (with a prefactor set
by thermodynamics); in the MBL phase, they have area law entanglement. The properties deep in these two
phases are relatively well understood and are reviewed in Refs. [31, 32, 33].

Although the initial arguments for MBL were very general, the bulk of subsequent work has considered
one-dimensional lattice systems with spin- 1

2 degrees of freedom on each lattice site, subject to a (possibly
time-periodic) Hamiltonian that contains on-site random potentials and generic nearest-neighbor interac-
tions. For this class of one-dimensional, short-range models the existence of the MBL phase can be proved
under certain minimal assumptions [34]. It is unclear whether the MBL phase exists, in the strict sense,
under more general conditions: in the continuum, in higher dimensions, in systems with aperiodic but non-
random on-site potentials, or systems with interactions that decay algebraically with distance. It is also
unclear whether systems exist in which some eigenstates are MBL but others are thermal (this is called the
“many-body mobility edge” scenario [20]). Perturbation theory and small-system numerical studies support
MBL in all of these cases; however, these approaches might miss the rare-region effects that were argued to
destabilize the MBL phase in many of these situations [35, 36, 37, 38]. In any case, the strict MBL phase
does not exist in imperfectly isolated systems [20, 39, 40], and no experimental system is perfectly isolated.

To be testable and widely applicable, therefore, a theory of the MBL phase must also address the
properties of systems that are not strictly MBL on the longest timescales. This review article is about such
“nearly many-body localized” systems. In nearly MBL systems, the timescales for interaction effects and
for transport (or the decay of local autocorrelation functions) are widely separated; the system looks MBL-
like if it is probed between these two timescales. We will be more precise about the interaction timescale
below, but intuitively what we mean by this is the time taken for quantum information to spread among
two neighboring excitations : this timescale matters because essentially all the characteristic phenomena in
MBL have to do with being at nonzero energy density above the ground state. Between the interaction and
transport timescales, we expect a nearly MBL system to exhibit the phenomenology of the true MBL phase,
which we will briefly summarize below. What sets the transport timescale—and, indeed, whether there is a
single transport timescale or a broad spectrum of them—is a question about the mechanisms by which the
MBL phase is destabilized; explaining these mechanisms is our central task here.

There are many different ways for a system to be “nearly MBL”—for instance, by violating any one of
the conditions that make strict MBL possible—and so far each of these has been analyzed on its own terms
in the literature. And to some extent the instabilities we catalogue really are different in their mechanisms.
However, these nearly MBL systems are also broadly similar in some key aspects, which derive from the
observation that almost all nearly MBL systems involve localized “typical” regions coupled to a sparse, slowly
relaxing, and spatially heterogeneous network of thermal degrees of freedom. Delineating these resemblances
is the task of this review.

1.1. Scope and organization of this review

There are many review articles at this point on the MBL phase and its properties, as well as some of
the phenomena discussed here (such as rare-region effects, slow dynamics, and the role of symmetries in
MBL) [31, 32, 33, 41, 42, 43, 44, 45, 46, 47]. The present review covers some of these topics, but differs
in perspective in two important ways. First, we are concerned with nearly MBL systems, for which the
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thermalization timescale is a crucial part of the physics; estimates of thermalization rates are therefore
central to our discussion. Since thermalization cannot be theoretically established in essentially any system,
this means that in practice we will be estimating the rates of instabilities of the localized phase. This
leads to the second difference in perspective, which is that we shall assume all apparent instabilities of the
localized phase lead to thermalization, unless there are specific theoretical reasons to believe otherwise. This
is an explicit assumption that runs through the present work: despite some crucial numerical support in
toy models [37, 48, 38], by and large the numerical evidence for these instabilities is weak or nonexistent.
However, because most numerical evidence is based on exact diagonalization of small (L ≤ 32 site) systems, or
other methods that are either biased toward finding low-entanglement localized states, one would not expect
clear numerical evidence even if the instability existed. In the absence of such evidence, these instabilities
are admittedly speculative. We choose, nevertheless, to assume that these instabilities exist because this
assumption leads to concrete predictions. By contrast, assuming that the putative instabilities are somehow
averted yields no specific dynamical predictions.

The rest of this review is structured as follows. In this section, we will review what is currently believed
about the properties of the MBL phase, its dynamics, and its instabilities, particularly the MBL-to-thermal
phase transition in one dimension. In Sec. 2 we will briefly review the “standard” scenario for one-dimensional
systems that are slightly on the thermal side of the MBL transition, in both random and quasiperiodic sys-
tems. In Sec. 3 we will turn to systems in which local perturbative considerations suggest MBL but global
properties of the system, such as its symmetry or dimensionality, forbid MBL. These systems therefore
eventually thermalize, but on anomalously long timescales. In Sec. 4 we will extend these considerations
to multiple-component systems in which some components are thermal and others are localized. The sim-
plest of these is a small MBL system coupled to a large thermal bath, for which the analysis is relatively
straightforward; however, there are many other cases with richer physics. In Sec. 5 we will briefly consider
slow thermalization, emergent conservation laws, and MBL in periodically driven (Floquet) systems; as we
will discuss there, Floquet systems offer a particularly simple illustration of some of the mechanisms that
block thermalization more generally. In Sec. 6 we will tie together these case studies and point out—or,
more accurately, re-emphasize–some features they share with one another, as well as with classical glasses.
In Sec. 7, we will review various theoretical and algorithmic ideas that have lately been developed to come
up with reliable approximations of MBL, nearly MBL, and thermal dynamics. Finally we will conclude in
Sec. 8 with a partial list of open questions.

1.2. The many-body localized phase

This section is organized as follows. First, we will introduce the restricted class of models for which the
existence of the MBL phase can be proved under modest assumptions. Next, we will provide a perturbative
argument for MBL that applies in a far wider variety of models. Finally, we will introduce the nonperturbative
“avalanche” instability that prevents MBL even in cases where it appears to be perturbatively stable.

1.2.1. Models with an MBL phase

We first introduce a class of models that are generally agreed to have an MBL phase (see, however,
Ref. [49] and related discussions, Refs. [50, 51, 52]). These are one-dimensional lattice models in which each
lattice site hosts a q-state system (usually q = 2), and the Hamiltonian takes the form

Ĥ = Ĥ0 + λĤ1, (1)

where Ĥ0 =
∑
i ξiĥi is a sum of local operators ĥi that commute with one another, and ξi are spatially

uncorrelated random numbers from a reasonably continuous (e.g., box or Gaussian) distribution. The distri-

bution of ξi and the spectrum of ĥi are assumed to be sufficiently well-behaved that Ĥ0 has a nondegenerate
spectrum and Poisson energy-level statistics. (We will discuss the case where Ĥ0 has symmetry-related de-
generacies later.) The nontrivial dynamics is due to the term Ĥ1, which contains arbitrary n-site operators
acting on contiguous lattice sites (usually n = 2). The terms Ĥ0 and Ĥ1 can be either time-independent
or periodically modulated in time (leading to “Floquet” dynamics [53, 54, 55]). For some purposes the
Floquet case—with no conservation laws—is conceptually simpler than the Hamiltonian one, since there
are precisely no conserved densities—not even energy—and the thermal steady state is always at “infinite
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temperature” [56, 57, 58, 59, 60, 61]. The form (1) is thus a little too restrictive; however, it does describe
all the models that have been studied to date.

When λ = 0 these models trivially have an extensive set of conserved quantities, since Ĥ commutes with
each of the ĥi. For 0� λ� 1 one can still construct a full set of conserved quantities, which are “dressed”
versions of the operators ĥi. Ref. [34, 62] shows that when |λ| � 1 these exact, dressed conserved quantities
remain local, up to exponential tails. The argument [34] proceeds by applying a sequence of local unitary
transformations to the original Hamiltonian to decouple all non-diagonal terms1.Thus, one can write down
the following form for the Hamiltonian (1) (specializing now to the case of two-level systems):

ĤLIOM =
∑
i

εiτ̂
z
i +

∑
ij

Jij τ̂
z
i τ̂

z
j +

∑
ijk

Kij τ̂
z
i τ̂

z
j τ̂

z
k + . . . (2)

where these operators τ̂zi are the conserved quantities, also known as local integrals of motion (LIOMs) or
l-bits [63, 64]. Any Hamiltonian can be written in the form (2); however, generically the τ̂zi will be highly
nonlocal operators. In the MBL phase, the τ̂zi are quasilocal, in the following sense: if we fix a size `,
(i) a typical τ̂zi can be approximated by an operator that lives strictly on ` sites with an error that scales
exponentially in `, and (ii) the fraction of operators for which this approximation fails vanishes faster than
any power law in `. The “diagonal” interaction terms are quasilocal in the same double sense: typical terms
fall off exponentially with distance and the probability of large terms is suppressed, though not necessarily
exponentially. It is not clear at present whether the typical decay length for the “size” of the LIOM and its
effective interactions are the same (or even simply related) [65].

For small enough |λ|, the typical situation is that a τ̂zj can unambiguously be identified with a single
physical site. Regions where this identification fails are called resonant spots, and play an important role in
the phenomenology of the MBL phase.

Systems for which a description of the form (2) exists are evidently in the MBL phase. Generic local
operators will have non-vanishing overlap with nearby LIOMs, so their autocorrelation functions will not
decay to zero. The ETH is violated, since to specify an eigenstate one must specify not just a few global
conserved quantities but extensively many LIOMs. The entanglement area law for individual eigenstates
across typical cuts follows from the observation that the unitary transformation that reduces the Hamiltonian
to the form (2) can be approximated by a finite-depth quantum circuit [66, 67] with an error that decreases
faster than any power law in the depth.

This introduction to the MBL phase has deliberately been dry; the aim has been to lay out the conditions
under which the existence of an MBL phase is relatively uncontroversial. We turn next to a perturbative
argument for MBL, which dates back to Fleishman and Anderson [68], and was extended to all orders by
Basko, Aleiner, and Altshuler [20]; as we shall see, this perturbative argument applies under far more general
conditions than those we have stipulated above.

1.2.2. Perturbative argument for MBL

Consider a simple model such as the nearest-neighbor Ising model with transverse and longitudinal fields
on an arbitrary d-dimensional lattice:

H =
∑
i

hiσ
z
i + Γσxi +

∑
〈ij〉

Jijσ
z
i σ

z
j . (3)

We take h, J to typically be of order unity and Γ � 1. When Γ = 0 the Hamiltonian consists of com-
muting operators, so any bit-string in the σz-basis is a many-body eigenstate (we shall also refer to these
as “configurations”). We now consider the stability of these states to the addition of a small transverse

1The argument relies crucially on an assumption about the many-body level statistics of the full Hamiltonian H, i.e., that
levels do not attract strongly, in the sense that the probability of finding two levels much closer together than the typical
level spacing is not much higher than if the levels were Poisson distributed. This assumption is needed because of the lack of
mathematical methods for proving statements about level statistics. From a physical perspective, however, strong generic level
attraction would be a far more exotic phenomenon than MBL.
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field; we begin with a typical state in the middle of the spectrum, i.e., at infinite temperature. Suppose
we attempt to connect two configurations that differ in the states of n contiguous spins. The typical en-
ergy denominator for this process is n/2n, while the typical matrix element scales as Γn. Meanwhile, the
number of such contiguous shapes also scales exponentially with n. Thus, when Γ is sufficiently small, none
of these rearrangements is typically resonant, and perturbation theory converges in a typical region of the
sample2 Further, the radius of convergence is temperature-dependent: for states closer to the bottom of the
spectrum we have a level spacing e−s(T )n, where s → 0 as T → 0. In the regime where all the states are
typically stable against avalanches, the convergence of perturbation theory allows one to define l-bits locally
via Schrieffer-Wolff transformations.

A clarification is in order here about the relation between this perturbative argument and the often-
mentioned concept of “Fock-space localization” [69, 70, 71, 72, 73, 74]. In the MBL phase, eigenstates
are not localized in configuration space or Fock space, in the sense of having a finite inverse participation
ratio [75]. This is a direct consequence of the perturbative argument above: if one divides the system
into N finite-size blocks, the wavefunction in each block will have a large overlap with one configuration
|c〉, but will also have some nondegenerate perturbative corrections. Thus it will take the schematic form
〈c|ψblock ∼ (1−ε). The global overlap is multiplicative across blocks, and will thus scale as (1−ε)N , decaying
exponentially with N , albeit with a much smaller prefactor than in the thermal phase. This argument can
also be applied to the IPR in the Fock space of single-particle localized orbitals (see Sec. 1.3.1 below). The
sense in which these states are localized is that presented in Sec. 1.2.1: the state can be disentangled with
a finite-depth quantum circuit [67], and the LIOMs have a finite inverse participation ratio in the space of
single-site operators. This point is generally understood but left implicit in many discussions of the MBL
phase.

The argument sketched out above has three basic failure modes. First, it assumes the energies in a block of
size n to be approximately independent numbers, and might fail if there are many exact or near-degeneracies
in the spectrum. Second, it relies on the assumption that the dominant rearrangements are of contiguous
regions; this is plausible for short-range interactions but not for, say, power-law interactions, which might
favor sparse clusters that have a much larger shape entropy. Third, and most generally, even if perturbation
theory converges in typical regions it will always fail in some fraction of a thermodynamically large system.
For MBL to exist, it is crucial that this failure should stay spatially localized and not propagate out into the
rest of the system. We will now turn to this question.

1.2.3. Rare-region instabilities

To motivate the rare-region instability in the quantum case, it is helpful to consider a simpler version of
this phenomenon that occurs in random classical spin chains [76, 77]. One could construct such spin chains,
for example, by reinterpreting the spin variables in Eq. (1) as classical spins. We consider initializing the spin
chain in a random product state. When the fields are strong, typical spins precess around their effective local
field with weak perturbations from their neighbors that can be incorporated via KAM theory [77]. However,
there will some finite density of few-spin clusters where the local precession frequencies are matched to allow
for resonant coupling. These clusters evolve chaotically. This chaotic evolution acts as noise on the other
spins, and renders their motion unpredictable on sufficiently long timescales. In a classical system, any finite
density of such local chaotic spots is sufficient to cause global chaos (and is related to the absence of a KAM
theorem in the thermodynamic limit).

In quantum spin chains, the situation is fundamentally different because finite subsystems have a finite
level spacing. To “infect” their neighbors, this level spacing must be small enough. Indeed, in one dimension
one can show (in terms of the phenomenology invoked in Sec. 1.2.1) that typical regions are immune to
chaotic spots. We consider the simplest such model, consisting of a chaotic spot coupled to a typical

2We will frequently invoke this informal notion of “convergence in a typical region”; this can be made somewhat more
precise as follows. Imagine dividing the system up into disjoint sections (“regions”) by zeroing out couplings along certain
bonds. One can diagonalize these regions separately. In a typical such region, one can generate approximate LIOMs that have
high fidelity with the true ones using Schrieffer-Wolff transformations that are accurate to low orders in perturbation theory.
This is operationally what is meant by perturbation theory “typically converging.”
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region [36, 37, 47]. The full Hamiltonian is given by

H = HLIOM +HRMT + gHint, (4)

where HLIOM describes the typical region, in which a rotation into LIOMs (Sec. 1.2.1) is possible; HRMT

describes the chaotic region, which we have modeled as a random matrix; and Hint is the boundary coupling
between the two regions. A very general form for Hint is the tensor product of an arbitrary operator acting
on the RMT Hilbert space and a generic local physical operator on the boundary of the MBL system. We
can expand the local operator in terms of LIOMs, as follows:

Hint = O ⊗ (hαi τ
α
i + Jαβij τ

α
i τ

β
j + . . .) (5)

where summation over repeated indices is assumed, and we can take the coefficients to fall off as
exp[−max(i, j, . . .)/ξ] (this follows from the assumption that HLIOM is localized. For simplicity we keep only
the single-LIOM terms in both HLIOM and Hint in what follows. Thus we are describing the localized region
as a noninteracting Anderson insulator. This potentially biases our discussion toward finding MBL stable,
but as we will shortly see, even the present model is unstable outside of the one-dimensional short-range
limit.

We are now set up to perturb in Hint. In the simple limit we have specialized to, LIOMs are decoupled
and can be included sequentially. We incorporate them beginning with those nearest to the bath. The bath
initially has a featureless spectrum with a discrete (but fine) level spacing. The LIOMs located near the
interface hybridize with the bath provided that the Golden Rule rate ∼ g2 exceeds the level spacing of the
bath, 2−`RMT . We now re-diagonalize the system consisting of the absorbed l-bit and the bath; this causes
the effective level spacing of the spectral lines of the operator O to halve, but does not seem to induce any
further structure in the spectral function of the operator O. We then iterate this procedure, eliminating
the couplings between increasingly distant l-bits and the bath. At the nth stage, the matrix element is
g2 exp(−2n/ξ), while the level spacing of the bath is 2−(n+`RMT). Depending on ξ, two outcomes are possible
as n → ∞: for ξ < ξc ≡ log 2/2, the Golden Rule ultimately ceases to apply on a scale set by `/(1 − ξ/ξc),
and the system is asymptotically stable against the introduction of a bath. When ξ > ξc, on the other hand,
the Golden Rule applies out to indefinite distances, and a single bath destabilizes an entire MBL chain.

In one dimension, therefore, MBL can be immune against the introduction of locally chaotic regions,
consistent with Imbrie’s proof [34]. In higher dimensions, this does not appear to be possible. Instead, when

the bath has incorporated spins out to some distance Λ, the typical level spacing falls off as 2−(`RMT+Λ)d

whereas the matrix element only falls off as exp(−Λ/ξ). Asymptotically, therefore, the bath grows large
and effectively classical, and infects the bulk of the MBL system. In Sec. 3 we will revisit this instability,
and provide estimates for the critical size of the initial chaotic region, and of the associated length and time
scales.

An obvious objection to the argument above is that our estimates of matrix elements and level spacings
depend on treating the bath as a featureless random matrix even after it has absorbed a large number of
spins. This clearly cannot be strictly true, as the composite system consisting of the bath and the spins it
has added clearly has intrinsic slow timescales. However, we note that the main effect of incorporating a
new spin is to split the spectral lines of the bath operator O into pairs of lines with roughly equal weight,
rather than to redistribute the spectral weight of this operator; and the Thouless energy of the larger bath
(i.e., the energy scale below which its levels obey random-matrix-like correlations) is still, by construction,
much shorter than its inverse level spacing, so that its levels are still locally random-matrix like in their
correlations. The issue of spectral structure is explored in more detail in Ref. [78].

The strongest evidence for the correctness of the avalanche picture, however, comes from the numerical
results of Ref. [37]. This work studies a toy model of the class described above, with an Anderson insulator
coupled to a random-matrix bath. Importantly, they take Hint. to have the simple form g

∑
iO exp(−i/ξ)σxi ;

this neglects fluctuations in the matrix elements and thus decreases finite size effects. As ξ is increased past
the expected value, one sees a clear transition in this toy model: even when the bath is initially too small to
couple to distant spins, it abruptly becomes strongly coupled to them when ξ crosses its critical value. This
demonstrates that, in principle, the avalanche mechanism can destabilize an MBL system, so that certain
general objections to the avalanche instability—such as the idea that a small bath cannot destabilize a much
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larger system—cannot be valid. The numerical situation is less clear-cut in models with realistic fluctuations
in the couplings g, and/or interactions among the LIOMs [79]. While we expect these modifications to
increase finite-size effects, however, no clear scenario exists in which such modifications would avert the
instability described above, so we presume that it occurs generally.

1.3. MBL in context

The high level of activity on many-body localization in the past decade has been driven heavily by
conceptual puzzles about eigenstate thermalization, entanglement dynamics, and other primarily theoretical
considerations. However, the MBL phase and closely related phenomena have a rich prehistory in condensed
matter physics. We now review some of the contexts in which these ideas have arisen over the years. Our
selection of topics here is biased toward those that seem relevant to MBL as it is currently understood,
i.e., as a finite-temperature dynamical phenomenon. Thus, for example, we have entirely omitted the vast
literature on the zero-temperature properties of disordered interacting electrons, since the many subtle issues
that arise there seem orthogonal to those we will discuss here.

1.3.1. Phonon-less hopping conductivity of electrons in semiconductors

The first systems in which Anderson localization was carefully studied were lightly doped disordered
semiconductors [80]. In these systems, at low temperatures, the single-electron states near the Fermi energy
are well localized. Transport takes place due to incoherent hopping mechanisms: electrons jump from
one localized orbital to another by absorbing or emitting phonons (or some other excitation). The low-
temperature physics of tightly localized electrons interacting via the Coulomb interaction exhibits many
features in common with glasses, and is known as the “electron glass” [81]. Most electron glasses that have
been studied are well described by a classical model in which electrons hop incoherently between sites, with
activated hopping rates. However, the “ultrafast” temporal regime in which quantum many-body effects
play an important part in relaxation has also been accessed using pump-probe spectroscopy [82].

The temperature-dependence of the hopping conductivity is set by phase-space considerations; the nature
of the energy bath that facilitates incoherent hopping only determines the prefactor. But Fleishman and
Anderson [68] found, surprisingly, that at low orders in perturbation theory this prefactor is strictly zero for
short-range electron-electron interactions (including the Coulomb interaction in a two-dimensional electron
gas). Absent electron-phonon interactions, therefore, there would be no hopping transport in this model
at low temperatures3. Of course, in practice the Coulomb interaction is sufficiently long-range to provide a
bath for incoherent hopping.

The perturbative argument of Ref. [68] already contains the basic intuition behind the MBL phase, and
has a slightly different structure than what we presented in Sec. 1.2.2, so we present it briefly here. Keeping
only the low-energy electron states near the Fermi energy, one can write down a reduced Hamiltonian of the
form

H =
∑
α

c†αcα +
∑
αβγδ

Vαβγδc
†
αc
†
βcγcδ, (6)

where cα annihilates an electron in the localized single-particle orbital α, and the interaction term Vαβγδ
involves a correlated two electron-hop. Thus, Vαβγδ decays exponentially in the distance between the local-
ization centers of α and γ (as well as β and δ), but might decay as a power law in the distance between α
and β. For simplicity we take all of these to be short-range with a characteristic scale ξ ≈ 1, the localization
length. The perturbative argument now proceeds as follows: the matrix element for rearranging a single pair
of orbitals is ∼ V ; however, there are only O(1) pairs of orbitals with an appreciable matrix element. For
small V , none of the energy differences between nearby orbitals are within V of one another, so the interaction
does not rearrange the electronic state. Going to longer distances does not help, since the matrix element
falls off exponentially with distance and the phase space for resonances only grows polynomially. Going to

3In addition to phoonons, they also neglect spin fluctuations, which as we shall see are an important relaxation channel, and
thus technically applies only in the presence of a finite magnetic field.
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higher orders in perturbation theory does not help either, as shown by Basko et al. [20] and discussed in
Sec. 1.2.2.

The fact that short-range interactions do not relax a localized system is an instance of the general
observation that Fermi’s Golden Rule is violated in localized states: even when on average the system has
a finite density of states at the requisite energy, these states are not accessible from the initial state: the
energy denominators and matrix elements are anticorrelated in a way that makes the Golden Rule decay
rate vanish [83, 84]. We will return to this point in Sec. 1.4 while discussing response functions in the MBL
phase.

1.3.2. Quasiparticle lifetime in quantum dots

The Fleishman-Anderson argument combines real-space and Fock-space structure: transitions occur be-
tween pairs of many-body states that are connected by few-body and spatially local moves. A simpler
analysis is possible if one turns to a zero-dimensional problem, which is a quantum dot with N � 1 en-
ergy levels; we are interested in its behavior on energy scales smaller than the Thouless energy ETh (i.e.,
the rate at which particles diffuse across the system), so that it is effectively zero-dimensional [85]. (This
theoretical setup was inspired by the experiments of Ref. [86].) Recall that the dimensionless conductance
of a system is g ≡ ETh/∆, where ∆ is a level spacing. Thus to have many levels within an energy window
ETh we require g � 1, i.e., a metallic grain. To start, we treat Coulomb interactions at the mean-field level.
The system consists of N single-particle orbitals, with energies and wavefunctions given by random-matrix
theory. We now reinstate interaction effects, to get a Hamiltonian formally identical to Eq. (6), except that
now the interaction terms have no spatial structure, but can be regarded as random uncorrelated Gaussian
variables. In the presence of interactions, a single quasiparticle state might no longer be stable: instead, a
high-energy quasiparticle can decay into a lower-energy state, emitting a quasiparticle-quasihole pair in the
process. At the Golden Rule level, there is always a density of states for this process so all quasiparticles
have a “lifetime” [87].

Altshuler et al. [85] (see also Ref. [88]) observed that this model is in fact a hopping model on a hy-
percube, in which each lattice site is labeled by a length-N binary string (with 1 denoting occupied and 0
denoting empty orbitals). The energy of a many-body state is found by adding the energies of the occupied
quasiparticles, and the matrix elements Vαβγδ are hopping amplitudes on the Fock-space hypercube. Since
the hypercube is very high-dimensional, one can approximate it as being locally treelike; this approximation,
together with neglecting the correlations between the energies of many-body states, allows one to reduce the
many-body problem to one of (single-particle) Anderson localization on a tree-like graph; this latter problem
was addressed in previous work, and is known to have a localization transition [89, 90, 91, 92]. At finite N ,
of course, this transition cannot be sharp; moreover, the mapping to the Cayley tree is only approximate.
There are no truly delocalized states; rather, quasiparticles with a finite lifetime τ manifest themselves as
clusters of (∆τ )−1 closely spaced spectral lines of approximately equal intensity, while localized quasiparticles
instead correspond to single spectral peaks with exponentially suppressed satellites.

The nature of this localization problem has been explored in detail, both in the quantum-dot context (see
Ref. [93] for a review of this theoretical literature) and as an interesting localization transition in its own
right, possibly featuring an intermediate critical phase [94, 95, 96]. Other problems that are conceptually
closely related are the localization transition in the quantum random energy model [97] and the Fermi-
liquid/non-Fermi-liquid transition in coupled Sachdev-Ye-Kitaev models [98, 99]. An important feature of
the Cayley-tree localization transition is that, because the phase space grows exponentially with distance (so
there are Kn nth nearest neighbors), the matrix element must fall off at least as fast as 1/K at each step if
the localized phase is to be stable. There is thus a critical value of the Fock-space localization length beyond
which resonances proliferate and delocalize the system. This feature is shared by the MBL transition, as we
noted above (Sec. 1.2.3).

1.3.3. Spin dynamics in many-body systems

An important piece of physics left out in the Fleishman-Anderson argument is the existence of electron
spin. Ironically, Anderson’s original work on localization [100] was motivated by experiments on spin dif-
fusion [101]; however, understanding localization in spin excitations has proved practically daunting (even
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the extraction of definite spin diffusion constants is a relatively recent achievement [102]). The important
conceptual role of spin excitations in relaxing MBL states of the “charge” degrees of freedom is a topic
we will return to in Sec. 4.5. In practice, spin dynamics has been considered primarily in the context of
electron-spin resonance (ESR) in generic many-body systems, and in a class of magnetic materials with large
on-site magnetic moments. In most cases, the relevant spin-spin interactions are dipolar. It seems that
dipolar systems cannot exhibit true MBL (Sec. 3.4); however, the relaxation times can quite naturally be
very slow compared with microscopic timescales, leading to effective MBL at strong disorder.

Electron-spin resonance and spectral diffusion.—An early appearance of something like the LIOM model (2)
is in the work by Klauder and Anderson [103] on spectral diffusion [104]. Spectral diffusion is a phenomenon
where the precession frequency of a spin fluctuates slowly in time because of the flipping of neighboring
spins. In a disordered system, these neighboring spins are generically far off resonance with the spin of
interest; thus the only physically relevant part of the spin-spin interaction is the diagonal term, σzi σ

z
j . This

diagonal interaction is supplemented by a stochastic Markov spin-flip process to capture spectral diffusion.
The resulting phenomenology is closely related to that of MBL in the presence of a bath, which we will
revisit in Secs. 4.1-4.3.

Long coherence times in disordered dipolar magnets.—A couple of years before the seminal work [20] on
MBL, experiments on the magnetic material LiHoxY1−xF4 [105] provided evidence for anomalously long
coherence times in solid-state systems. Holmium has a large magnetic moment, which leads to strong
magnetic dipole-dipole interactions, and when x = 1 the system is a ferromagnet. Diluting the ferromagnet
leads first to a spin glass, and then, when x ≤ 0.05, to an unusual phase of matter. A remarkable feature of
this regime is the presence of long-lived coherent oscillations in free induction decay. Free induction decay
involves applying a strong rf magnetic field that oscillates at a frequency ω; after this field is turned off, spins
that were excited by the field continue to precess for an amount of time that is limited by intrinsic decoherence
mechanisms. Ref. [105] found, remarkably, that coherent oscillations with large Q-factors (exceeding 100)
persist at frequencies well below the scale set by the temperature: these coherent oscillations take place
at 5 Hz when the sample temperature is 0.11 K (which corresponds to a frequency of many GHz). This
suggests the existence of almost isolated degrees of freedom that are far from thermal equilibrium, since in
equilibrium the system would have a vanishingly weak magnetic response at frequencies so far below the
temperature. The microscopic origin of these degrees of freedom remains controversial, but similar coherent
oscillations have now also been seen in other disordered magnets, such as gadolinium gallium garnet [106].
These isolated two-level systems were also recently reconsidered from the point of view of MBL [107].

Color centers in diamond.—Recently, dense ensembles of nitrogen-vacancy centers in diamond [108] have
emerged as a new platform for studying strongly correlated disordered spin systems [109, 110]. Nitrogen-
vacancy centers are defects in diamond that support electronic spins with long coherence times, and are
optically addressable. When the density of nitrogen-vacancy centers is sufficiently high, the dipolar inter-
actions between these spins become important. Moreover, the spins are randomly placed, and experience
both random effective fields (i.e., inhomogeneous broadening) and random interactions. In three dimensions,
the dipole-dipole interaction asymptotically leads to delocalization (as noted above); however, the nature
of polarization decay is strongly non-exponential, as explained in Ref. [110]. We will return to this theory
Sec. 3.4, in our discussion of MBL in the presence of long-range interactions.

1.3.4. Two-level systems in glasses

It has been believed for a long time that the low-temperature thermodynamics and response of structural
glasses—or more generally amorphous solids—are dominated by localized two-level systems (TLSs). The
microscopic origin of TLSs is still not fully settled, but slowly fluctuating atoms are a major candidate: an
atom in a glass is “caged” in a potential due to its neighbors, but sometimes this potential has two minima,
which the atom tunnels between, thus forming a TLS. Other candidate TLSs are discussed in Ref. [111];
they include electrons that tunnel between two accessible states, slowly fluctuating electronic or nuclear
spins, and emergent objects such as polarons or spin clusters. The nature of TLSs in amorphous media
has lately seen a revival of interest because TLSs turn out to limit the coherence times of superconducting
qubits [111]. TLSs dominate the low-temperature specific heat of glasses, so their density can be estimated
from thermodynamics; to fit experimental results, one also assumes that they have a broad distribution of
tunneling rates. This broad distribution is in any case natural given the exponential dependence of tunneling
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amplitudes on the parameters of the tunneling barrier. A consequence of broadly distributed tunneling rates
is that TLSs cause 1/f noise in superconducting qubits.

TLSs in glasses are most often treated as noninteracting; this assumption gives the “standard tunneling
model” [111, 112], which has successfully been used to describe many of their properties. There are many
instances in which interactions among TLSs seem to be physically crucial, however. The most important
of these is spectral diffusion, discussed in the previous section. Possibly related to this is the fact that if
one drives a resonator hard, the absorption saturates much more slowly than the standard tunneling model
would predict. This would make sense if the TLSs underwent spectral diffusion, so that the saturated TLSs
drift outside the resonance window while fresh TLSs drift into this window [113, 114]. Spectral diffusion can
be put in either as a stochastic process [115] or derived quasi-microscopically from a model of interacting
dipoles [116]. At present, however, a detailed microscopic understanding of TLS-TLS interactions is lacking.

1.3.5. Quantum solids

A very different line of thought that also converged on the idea of MBL was due to Kagan and Mak-
simov [117, 118]. These works begin by considering the motion of heavy quantum particles—which, for
concreteness, we take to be bosons—in a perfect crystalline lattice. An example would be vacancies or inter-
stitials in solid helium. The particles are taken to be heavy enough that the nearest-neighbor density-density
interaction greatly exceeds the hopping amplitude; moreover, the interaction is taken to fall off as a rapid
power law, 1/Rα (which is relevant for the Van der Waals interactions in quantum solids). An n-site cluster
can only move resonantly, with a matrix element that is suppressed exponentially in n. Given the power
law falloff of the interaction, however, the energy denominator will only be the same if the initial and final
locations of the cluster have the same effective on-site energy. Because of the power-law interactions, the on-
site energy depends on the states of spins out to some exponentially large distance. In a given background
configuration, these are vanishingly unlikely to be the same in the initial and final states. Thus, in this
limit, clusters of particles are effectively immobile, since they can only move via large-scale rearrangements,
which become increasingly nonresonant. Once a percolating cluster of sites forms, the system will become
essentially immobile, except for a small fraction of atoms rattling in voids in the cluster. This transition is
analyzed in considerable detail in Ref. [118]; it is very similar in spirit to the arguments for disorder-free
MBL that we will discuss in Sec. 3.6.

1.3.6. Ultracold atoms and ions

Soon after the advent of ultracold atomic gases, it was appreciated that such gases offer an especially
promising platform for studying nonequilibrium dynamics. An early demonstration of this was in Ref. [119],
in which a Bose-Einstein condensate was trapped in an optical lattice and the lattice potential was suddenly
quenched to a large value. This led to repeated oscillations of the order parameter amplitude, and thus
to slow relaxation (compared with the characteristic dynamical timescales). Another major breakthrough
was the quantum Newton’s cradle experiment [14], which demonstrated the absence of thermalization in a
one-dimensional Bose gas on extremely long timescales. Finally, noninteracting Anderson localization was
demonstrated, both in quasiperiodic lattices and in random speckle potentials [120, 121, 122, 123, 124, 125].

A generic mechanism for slow thermalization in the large-U limit of the Hubbard model (either fermionic
or bosonic) was extensively studied in the years following these breakthroughs [126, 127, 128]: ultimately
this has to do with the fact that a multiply-occupied site has an excess energy U , which cannot easily relax,
because the only available energy-conserving relaxation process involves creating a shower of low-energy
excitations with characteristic energy scale t. This very naturally leads to sluggish relaxation. This slow
timescale was experimentally observed in Ref. [129]. A related, roughly contemporaneous finding was that in
the large-U limit of the Bose-Hubbard model, there exist a tower of edge-localized many-boson states [130].
The simplest of these states consists of three particles at the leftmost site of an otherwise empty system.
They can only move at third order, with matrix element t3/U2. At first sight, one might expect this process
to happen, just very slowly. However, note that the state with three particles at any site away from the
edge gets a second-order, nondegenerate perturbative shift of −2t2/U from the virtual hopping of one boson,
because bulk sites have two neighbors. Meanwhile, the state at the edge gets a shift of only −t2/U . The
difference between these energies exceeds the matrix element, so the configuration is stuck at the edge. One
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can easily extend this argument to construct localized configurations with n particles at any site at a distance
< n/2 from the edge. Ref. [131] provides a unified perspective on slow relaxations in systems of this type.

All of these works considered slow collective thermalization, but were not directly about MBL. The first
papers directly bearing on MBL came out in 2015 [132, 133]. The former looked at transport, while the latter
directly probed the persistence of a nonequilibrium initial state. Subsequent experiments have explored MBL
in higher dimensions [134, 135, 136], in driven systems [137], in the presence of a bath [138, 139], and in
quasiperiodic potentials with a single-particle mobility edge [140]. Three qualitatively different setups have
been used so far. In the approach of Ref. [132], a three-dimensional Fermi gas is created in a speckle potential
(which has short-range correlations in two directions, but a correlation length of multiple lattice sites along
the third direction). The experiment involves applying a sudden momentum kick to the atomic cloud and
tracking its displacement in response.

The other experiments use one of two methods. The simpler of these uses the optical gas microscope [141,
142]: in these experiments [134, 143], the setup is placed in the field of view of the “microscope” and one
takes site-resolved snapshots of the atomic distribution after waiting for a certain evolution time. This setup
offers great flexibility in the accessible observables, allowing one to measure entanglement directly [144, 143];
however, it is limited to modest system sizes and cannot be extended past two dimensions. The other class
of experiments is more restrictive but also more scalable. In these experiments, one initializes the atoms in
a strong superlattice potential that has twice the wavelength of the “primary” optical lattice in which time
evolution happens. This way, only every other site of the primary optical lattice is occupied. Then one turns
off the superlattice, while leaving on both the primary optical lattice and a second lattice that creates a
quasiperiodic potential. (There are also, in general, strong lattice beams in two directions that split up the
system into an array of largely independent tubes.) The system evolves from this modulated initial state
for some time t; then one measures the remaining imbalance between even and odd sites by turning on the
superlattice once again, and separately measuring the atom number in even and odd sites.

A major advantage of these experiments is that they can access relatively large systems at much longer
times than current numerical techniques allow: for instance, they can reliably explore systems with many
thousands of sites, on timescales that are at least a few hundred times longer than the hopping timescale.
By contrast, simulation methods are limited either to shorter times or much smaller systems. In this sense
these experiments are a very valuable complement to numerical studies. On the other hand, many of the
asymptotic predictions we will discuss here are restricted to a late-time regime that might lie well beyond
what is accessible even in these experiments. The basic challenge is that many of the processes in the MBL
phase and at the MBL transition occur exponentially slowly; thus, even going out to (e.g.) 1000 hopping
times only allows one to access ∼ 7-spin rearrangements. Thus we do not expect these experiments to see
distinctions between one and more dimensions, for example.

Finally, we note that MBL has also recently been explored in ion-trap experiments [145]. These platforms
are in some ways analogous to the gas-microscope experiments, in being highly programmable and also
limited in their scalability. However, they also suffer from long-range interactions in general, making it
challenging to realize a regime with true MBL in the sense of Sec. 1.2.1. Nevertheless, signatures of many-
body localization have been observed in this setup. The superconducting qubit based systems in which MBL
was recently explored [146] similarly feature a very high degree of control but limited scalability. In these
systems, however, the interactions are generically short-range.

1.4. Dynamics of the MBL phase

In this section we return to one-dimensional MBL chains for which an effective description of the form
Eq. (2) exists, and study the dynamics of such systems. Unlike properties such as eigenstate entanglement—
which are extremely sensitive to any thermalization, however slow—the dynamical properties of MBL systems
persist at short and intermediate times even when for some reason the system is thermal in the long-time
limit. As we have noted above, even systems where MBL is unstable will often have regions in which
approximate LIOMs are defined. In the fully-MBL phase, the LIOMs provide a full characterization of
the eigenspectrum of the problem: we assume that each of the 2L eigenstates of a system with L sites is
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uniquely specified by fixing the values of L l-bits 4. In this setting, one can determine many aspects of the
time-evolution of local observables by expanding them in the basis of l-bits.

The specifically many-body nature of MBL appears in three distinct properties of the l-bit description that
are all absent in the Anderson insulator; all of these properties have important implications for dynamics.
First, the l-bits interact, unlike the free-fermion orbitals in an Anderson insulator. These interactions cause
generic superpositions of l-bit eigenstates to dephase, leading to slow entanglement growth and related slow
dynamics after quenches. Second, generic local operators have matrix elements between pairs of many-body
eigenstates that differ in the values of multiple LIOMs; these matrix elements for large-scale rearrangements
play an important part in the low-frequency linear response of the MBL phase. By contrast, in an Anderson
insulator, an n-site operator can only change 2n orbital labels. Third, an MBL system in one dimension
contains some density of “failed” avalanches, which contribute to the long-time linear response and quench
dynamics. In this section, we are concerned with the first two effects (which are not restricted to one
dimension, but apply to MBL systems on intermediate timescales in any dimension); for a discussion of
Griffiths effects in one-dimensional MBL systems, we refer to Refs. [44, 147].

Fluctuations in the LIOM description.—An important but often neglected part of the phenomenology of
MBL is that the couplings Jij ,Kijk . . . have broad, approximately log-normal distributions, which broaden
as the distance between the l-bits increases. The origin of these broad distributions is similar to that of the
broad conductance distributions in localized wires, and can be understood within perturbation theory [148].
The matrix element for an nth order perturbative process is generically of the form

∏
i≤n(Mi/Ei), where

Mi, Ei are respectively the matrix element and energy denominator at step i. Both quantities are drawn
from well-behaved distributions; thus, neglecting any possible correlation effects (which is appropriate at
strong disorder), one expects the logarithm of the overall matrix element to have a normal distribution with
variance ∝ n by the central limit theorem. This is consistent with what is seen numerically [65]. The typical
matrix element falls off with a well-defined localization length despite these fluctuations (since it decays
as exp(−n/ξ), with multiplicative fluctuations of order exp(−

√
n)). However, the existence of these broad

distributions has implications for dynamics, as we will discuss below.

1.4.1. Entanglement growth; quench dynamics; spin echo

Historically the first nontrivial dynamical effect discovered in the MBL phase was the slow growth of
entanglement [149, 150, 151]. In an MBL chain initialized in a product state, the bipartite entanglement
grows as S(t) ' ξ log t. The origin of this logarithmic growth can be explained within the LIOM picture,
as follows [151]. Two LIOMs i, j, both initialized in superposition states, become entangled on a timescale
Jeff
ij , because the interactions lead to dephasing (the precession frequency of each spin gets correlated with

the state of the other in the z basis). At a time t, LIOMs that are a distance ≤ ξ log t from the entanglement
cut become entangled with spins on the other side of the cut, so the entanglement grows logarithmically.
Also, since the system is only “visible” out to a distance log t, the autocorrelation functions of generic
local operators after a quench can decay at most as t−ξ log 2 [152]. Local quenches also seem to give rise to
logarithmic entanglement spreading [153].

A more spatially resolved probe of the dynamics in the MBL phase involves the DEER protocol [154].
To motivate this protocol we first consider applying a standard spin echo pulse to a single physical degree of
freedom deep in the MBL phase. The physical bit overlaps strongly with a particular LIOM τi, for which the
spin echo is perfect. Thus the spin echo signal saturates at late times with an amplitude that measures the
overlap between the physical operator and the LIOM. In what follows we take this overlap to be large and
assume we are manipulating l-bits directly. Now we consider flipping a spin j at a distance ` from the original
test spin, halfway through the echo sequence. All the couplings except the one between the flipped spin and
the test spin are echoed out; the overall signal oscillates as [〈cos(iJeff

ij t)〉], where Jeff
ij ≡ Jij +

∑
kKijkτ

z
k + . . .,

and the average is over both the infinite-temperature initial state and many realizations of the disorder. The
log-normal distribution of the effective couplings [65] makes this DEER amplitude decay as log t whether
one couples to physical spins or directly to LIOMs. The original paper [154] explored a more complicated
version of this setup, in which one applies a π/2 pulse to half the system; in that setup the decay of the

4Here and throughout this review, unless otherwise specified we assume a two-dimensional on-site Hilbert space.
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Figure 1: Spectral functions in the MBL phase. Left: “spectral tree” construction of the thermally averaged local spectral
function. At higher levels of the tree, the couplings to increasingly distant neighbors are included. The structure of the tree
is self-similar, with gaps at all energy scales (of which the smaller ones are resolution-limited). Right: “Mott” mechanism for
low-frequency divergences in generic spectral functions R(ω) in the MBL phase. The plots clustered increasingly close to the
origin show contributions to R(ω) from increasingly large-scale rearrangements. There are fewer such rearrangements (so the
area under these curves is smaller), but each rearrangement has a smaller associated splitting, so the ultimate result is that
spectral weight piles up near zero frequency. There will generically also be a delta-function contribution at ω = 0, which is not
shown here.

DEER signal is algebraic in time.

Another interesting consequence of interaction-induced dephasing is the nature of quantum revivals in
the MBL phase [155]. We consider a quench from an initial product state, and monitor the dynamics of an
individual spin. We take the system to consist of N spins. In a thermal system the initial product state will
have non-zero overlap with an exponentially large number of many-body eigenstates; hence, the post-quench
dynamics of any single spin will see rapid dephasing in a thermalizing system. Intuitively, coherent ‘revivals’
of the initial state are essentially impossible as they would require the synchronization of an exponentially
large number of oscillators. This is true whether we consider the entire product state, or any individual
spin. In a localized system — with or without interactions — an individual spin has nontrivial overlap with
only O(ξ) l-bits, and therefore an initial product state has overlap with only O(N) many-body eigenstates.
In a non-interacting Anderson insulator, the energy of an l-bit is independent of the states of the other
l-bits; therefore, the dynamics of any single physical spin is governed by only O(ξ) frequencies, and hence
coherent revivals will persist to arbitrary long times , while the expectation value of the spin (time averaged
over the coherent oscillations) retains information of the initial state of the spin. In the MBL phase, the
many-body energy depends on the states of all the O(N) spins in the system (e.g., via ‘Hartree shifts’),
and hence eventually one will need an exponentially large number of frequencies to synchronize in order
for even a single spin to revive. However, the hierarchy of scales in the MBL system — that also governs
the slow growth of entanglement — means that coherent revivals persist upto logarithmically long time
scales, i.e. until the system ‘feels’ the Hartree shifts (the relevant timescale for the logarithm is set by the
strength of the interactions, and hence diverges in the non-interacting Anderson insulator). Note that this
does not preclude there being a nonzero long-time average of the spin expectation value, which is simply
controlled by the overlap with l-bits. In other words, while the MBL phase exhibits the eventual absence of
coherent revivals, the long-time behavior of the expectation value of a single spin does not decay to zero,
but instead retains an imprint of its initial value. This thought experiment can also be reframed in terms of
coupling a distinct ‘qubit’ to the MBL system (as in [155]), with similar conclusions. Monitoring single-spin
dynamics in this manner thus provides an alternative route to distinguishing between Anderson localization
and MBL 5.

5Note that a quantum-information-theoretic aspect of cherence has been discussed in the context of the MBL-ergodic
transition, but this appears distinct from the sense in which we apply it to revivals here.
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1.4.2. Thermally averaged spectral functions

The same mechanism that causes the logarithmic growth of entanglement also manifests itself in the
behavior of thermally averaged spectral functions [40]. One can imagine measuring these, for example, by
coupling an MBL system extremely weakly to a bath, waiting for it to equilibrate, and then measuring two-
time correlation functions. Again, the local spectral function for a simple local operator (such as a bit-flip)
is approximately the same as that for a LIOM: it contains a few large spectral lines corresponding to flipping
the l-bits centered near that site, as well as an incoherent background, which we ignore in the following
discussion. The large spectral lines can be discussed using LIOMs, since their frequencies correspond to
heff
i ≡ hi + Jijτ

z
j + . . .. In a given many-body eigenstate there will be a sharp delta function at the field

heff . However, the location of this line will vary from eigenstate to eigenstate. The spectral lines form a
tree, with the states of farther neighbors having an increasingly weak effect on the frequency. Deep in the
one-dimensional MBL phase, the splittings at step `+ 1 on the tree are parametrically weaker than those at
step `, so that deep in the spectral tree there are relatively few crossings. The resulting thermally averaged
spectral function is not a continuum, but is instead a zero-measure fractal [40, 65] (Fig. 1).

These local spectral features are, of course, washed out by the spatial/disorder average, since different
sites will have their spectral lines at different frequencies. The remaining spectral structure in the averaged
spectral function is due to the distinctive properties of local spectral functions near zero frequency in localized
systems, which survive the disorder average.

1.4.3. Mott pairs and low-frequency linear response

The phenomena discussed above were distinctive to thermal averages, or to quenches from nonequilibrium
initial states. However, a different class of slow dynamical properties can be seen in linear response, even for a
single eigenstate. These processes have to do with many-particle rearrangements, and dominate the behavior
of spectral functions near zero frequency [156]. We will now estimate the density of these rearrangements
and their contribution to response. Here, and subsequently in this review, we will make extensive use of
a standard resonance-counting approach: a perturbative resonance occurs when the matrix element of a
perturbation between two energy levels exceeds the energy denominator between them. We estimate matrix
elements using the properties of the localized phase, and energy denominators from the observation that the
density of states near the middle of the spectrum is uniform.

The intuition behind our estimate of linear response is as follows: in any system there will be some
low density of resonant pairs of states, connected by high-order perturbative processes. For instance, an
n-spin rearrangement will take place at nth order in perturbation theory, and will be suppressed by a factor
∼ exp(−n/ζ) [we use the symbol ζ for this Fock-space decay coefficient to distinguish it from a spatial
localization length]. If two spin configurations that are connected by an n-spin rearrangement are resonant,
then they will be hybridized into even and odd “cats” which are split by an energy ∼ exp(−n/ζ). A generic
local operator will have a large matrix element connecting the two cat states, and thus have a large spectral
line at the splitting between them.

The number of available n-spin rearrangements involving a given spin grows exponentially in n (with a
prefactor that depends on the Hilbert space size as well as on the entropy of possible shapes), i.e., as esn.
Only a fraction exp(−n/ζ) of these possible transitions are resonant, however. Thus to leading order the
number of resonant lines is therefore en(s−1/ζ). (Note that perturbative stability requires sζ < 1, as otherwise
large-scale resonances will proliferate.) These lines are spread out over a frequency range e−n/ζ . Thus the
density (in frequency) of nth order spectral lines scales as esn. This structure is illustrated in Fig. 1. Let
us consider the response at a frequency ω. By the reasoning above, the response at ω will be dominated by
the largest possible rearrangement that has splitting ≥ ω, which corresponds to n ∼ ζ logω. Thus, generic
low-frequency response functions scale as R(ω) ∼ ω−sζ . This scaling is in addition to the delta-function
peak that is generically present, due to the finite long-time saturation value of generic local operators in the
MBL phase. As the MBL transition is approached from the MBL side, sζ → 1 so R(ω) ∼ 1/ω, i.e., local
autocorrelation functions (and therefore, e.g., noise) all approach a 1/f form at the MBL transition [156, 44].

These signatures are simplest to observe in the frequency domain; however, they also lead to slow real-
time relaxation, as |R(t) − R(∞)| ∼ tsζ−1 at late times. We also remark that some operators that are odd
under time-reversal, such as the conductivity, exhibit a different power law because the matrix elements of
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these operators vanish as ω → 0. Specifically, the contribution to the optical conductivity in the MBL phase
from these local resonances scales as ω2−sζ [156]. In the one-dimensional, random case, it is now believed
that this mechanism is sub-leading to that coming from fractal thermal Griffiths regions (we will return to
this point below, in Sec. 1.5). In quasiperiodic systems or higher dimensions, the fractal Griffiths regions are
absent; however, this perturbative mechanism still survives at intermediate frequencies.

1.4.4. Breakdown of linear response

The above discussion of linear response took place in the framework of the Kubo formula. However, one
might question what an equilibrium relation such as the Kubo formula means physically for a system that
does not thermalize. The appropriate thought experiment is as follows: imagine placing the sample between
the plates of a parallel-plate capacitor, and driving an a.c. voltage across the capacitor; now measure the rate
at which the sample absorbs energy. For a given (sufficiently high) frequency, one can decompose the sample
into a sparse ensemble of two-level systems that are resonant with the drive. These two-level systems can be
treated in the rotating-wave approximation, in which case they simply absorb energy from the drive at the
Golden Rule rate until they saturate (on a timescale set by the inverse of the drive amplitude, 1/A). The
rate of energy absorption (“Joule heating”) precisely matches the a.c. conductivity discussed above [157].

This analysis works so long as A � ω. However, as one tries to take the d.c. limit at constant drive
amplitude, the rotating-wave approximation on the two-level systems breaks down. Instead, one enters a
regime in which two-level systems repeatedly cross one another through a series of Landau-Zener transi-
tions [158, 59, 159]. These Landau-Zener transitions cause thermalization on sufficiently long timescales.
Although the instantaneous Hamiltonian is many-body localized, the unitary time-evolution operator is not.
At very slow driving, the system delocalizes with a diffusion constant set by the dominant Landau-Zener tran-
sition rate. There also appears to be a nontrivial intermediate-frequency regime in which energy absorption
takes place not via Joule heating but as an anomalous, continuously varying power law of time [156]. Thus,
the MBL phase differs from the thermal phase in that the linear-response limit and the zero-frequency limit
do not commute: depending on how exactly one takes these limits, one either recovers the linear-response
prediction or falls very far out of the linear response regime.

An alternative, somewhat simpler, way to probe the failure of linear response is to apply a slow local
perturbation to the system [159]. By analogy with the adiabatic manipulation of gapped systems, one might
expect that one can slowly manipulate individual spins without changing the state of the others. This turns
out to be quite false: rather, when one manipulates a spin slowly, it undergoes Landau-Zener transitions,
leading to transfer of the “charge” (i.e., the conserved component of the spin) over a scale log(1/ω). For
concreteness, let us consider tuning the field on a single spin at a rate ω, starting in an eigenstate. As we
tune the field, the many-body spectrum rearranges, and the initial state undergoes many avoided crossings.
Avoided crossings with matrix elements ≤ ω can be ignored, since the system goes through them fully
diabatically. However, avoided crossings with matrix elements ≥ ω are dangerous, because the system
crosses them adiabatically, leading to the rearrangement of charge (or magnetization). This rearrangement
happens over a distance that scales as log(1/ω), as previously noted.

1.4.5. Bistability, noise, and temperature fluctuations

Our discussion of transport so far has focused on a.c. probes, as these tend to be the most sensitive to
the peculiar dynamical properties of the MBL phase. The linear response d.c. conductivity, by contrast,
is simply zero in the MBL phase if one takes the linear-response limit before the ω → 0 limit. However,
nonlinear d.c. response does show characteristic signatures of localization. This is particularly the case in
systems where the MBL transition is temperature-tuned, i.e., where there is a many-body mobility edge.
As we will see in Sec. 3, this transition might be rounded out into a crossover, but the distinction between
these is immaterial for the present discussion. When there is a (sharp or slightly rounded) mobility edge, we
expect the d.c. conductivity to jump by some orders of magnitude with a modest change in the temperature.
This suggests the following scenario for bistability [39, 160, 161], which has been experimentally observed
in indium oxide films [162]. Suppose one begins in the MBL phase at low temperature, and ramps up the
voltage V across the system. For small V , no current will be generated since the conductivity is effectively
zero. However, for large enough voltage, we expect MBL to break down, since particles can move down
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the potential gradient to regions where they are more energetic and therefore delocalized. This will lead
to a thermal state in which there is Joule heating, which maintains the system at a higher steady-state
temperature than the leads. When the voltage is now decreased, the system can sustain itself in a higher-
temperature conducting state through Joule heating, even when the leads are below the putative transition
temperature. Thus the system can exhibit temperature bistability. Note that this bistability is not strictly
a probe of MBL, but only of a sufficiently abrupt temperature-dependence of the d.c. conductivity. This
bistability is accompanied by intermittency and enhanced noise, which has also been observed [163].

1.5. Strong randomness picture of MBL transitions

To round out our picture of the MBL phase, we briefly discuss some recent theories of the MBL transition
in random systems. These theories assume a strong-randomness picture of the transition (for an overview of
strong-randomness critical points see Ref. [164]). This choice is dictated in part by the logic of the avalanche
scenario, and also in part by practicality: we have no phenomenology for a system that is neither MBL
nor thermal, but we have many natural approaches for addressing a system that is spatially separated into
MBL and thermal regions. Therefore, we might as well make a virtue of necessity and work out the possible
scenarios for strong-randomness transitions. The aim of the recent theories in this vein [165, 166, 167, 168]
is to develop an iterative scheme for coarse-graining such heterogeneous systems. Microscopically, such a
scheme would have two components: first, one would construct quasi-LIOMs for locally MBL regions; second,
one would couple these regions to nearby thermal regions—which would be modeled as random matrices—
using the Golden Rule. A fully microscopic version of this scheme (e.g., such as that outlined in Ref. [168])
for a realistic physical model has not yet been implemented; however, one can both infer some of the general
properties of any such scheme, and construct and analyze tractable toy versions [169, 170, 147].

We first discuss some properties common to all of these RG schemes, pointed out in Ref. [171]. First,
the localization length (which has a different operational definition within each RG scheme, but is meant
to capture the length-scale associated with the decay of support of LIOMs) gets renormalized upwards by
the presence of small thermal blocks: these act as local short-circuits for correlations. There do not seem
to be any counterbalancing mechanisms that shorten the localization length. If there are are fx thermal
blocks in a region of size x, correlations will decay across this region as exp(−(1− f)x/ζ). Rewriting this in
differential form, we find

dζ−1

d`
= −cfζ−1 + . . . (7)

Second, when the typical renormalized localization length ζ exceeds a critical value, the system undergoes
an avalanche, as thermal inclusions start growing uncontrollably. On the other hand, when ζ is below this
critical value, inclusions “die out” under the RG as their level spacing exceeds the RG scale. The simplest
equation that naturally captures both cases is

df

d`
= bf(ζ − ζc) + . . . (8)

where . . . denotes terms higher order in f or the control parameter ζ − ζc or both. The rhs is an analytic
function of the running couplings ζ, f : as the differential RG equations only involve operations on finite
subsystems, these equations are analytic in their arguments even though their solutions can be singular.

These two general observations are sufficient to imply an analogy between the MBL transition and the
familiar Kosterlitz-Thouless transitions [172], both of which feature two-parameter scaling. For the MBL
transition the two parameters are the thermal fraction f(`) (i.e., the fraction of the system that appears
thermal if one truncates the RG at scale `) and the typical localization length ζ(`) at that scale. To
define these variables precisely one must specify an RG scheme, but their physical meaning is as discussed
above. In terms of these variables, the most general RG flow equations one can write are (7) and (8).
These are precisely the KT equations. The observation that KT flows emerge almost immediately from the
physical picture of the MBL phase is quite general, and has important consequences for our view of the MBL
transition. First, it implies that finite-size scaling near the transition is controlled by a diverging length-
scale ξ± ∼ exp(−c±/

√
|W −Wc|). The significance of this length-scale for the MBL transition remains
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⇣�1
<latexit sha1_base64="M2ZLa3n0rnF7sLex3JU9eNIpmUQ=">AAAB8XicbZBNS8NAEIYnftb6VfXoZbEKXiyJCHosePFYwX5gG8tmu2mXbjZhdyLU0H/hxYMiXv033vw3btsctPWFhYd3ZtiZN0ikMOi6387S8srq2npho7i5tb2zW9rbb5g41YzXWSxj3Qqo4VIoXkeBkrcSzWkUSN4MhteTevORayNidYejhPsR7SsRCkbRWvedJ470ITvzxt1S2a24U5FF8HIoQ65at/TV6cUsjbhCJqkxbc9N0M+oRsEkHxc7qeEJZUPa522Likbc+Nl04zE5sU6PhLG2TyGZur8nMhoZM4oC2xlRHJj52sT8r9ZOMbzyM6GSFLlis4/CVBKMyeR80hOaM5QjC5RpYXclbEA1ZWhDKtoQvPmTF6FxXvEs316Uq8d5HAU4hCM4BQ8uoQo3UIM6MFDwDK/w5hjnxXl3PmatS04+cwB/5Hz+ADr6kIQ=</latexit><latexit sha1_base64="M2ZLa3n0rnF7sLex3JU9eNIpmUQ=">AAAB8XicbZBNS8NAEIYnftb6VfXoZbEKXiyJCHosePFYwX5gG8tmu2mXbjZhdyLU0H/hxYMiXv033vw3btsctPWFhYd3ZtiZN0ikMOi6387S8srq2npho7i5tb2zW9rbb5g41YzXWSxj3Qqo4VIoXkeBkrcSzWkUSN4MhteTevORayNidYejhPsR7SsRCkbRWvedJ470ITvzxt1S2a24U5FF8HIoQ65at/TV6cUsjbhCJqkxbc9N0M+oRsEkHxc7qeEJZUPa522Likbc+Nl04zE5sU6PhLG2TyGZur8nMhoZM4oC2xlRHJj52sT8r9ZOMbzyM6GSFLlis4/CVBKMyeR80hOaM5QjC5RpYXclbEA1ZWhDKtoQvPmTF6FxXvEs316Uq8d5HAU4hCM4BQ8uoQo3UIM6MFDwDK/w5hjnxXl3PmatS04+cwB/5Hz+ADr6kIQ=</latexit><latexit sha1_base64="M2ZLa3n0rnF7sLex3JU9eNIpmUQ=">AAAB8XicbZBNS8NAEIYnftb6VfXoZbEKXiyJCHosePFYwX5gG8tmu2mXbjZhdyLU0H/hxYMiXv033vw3btsctPWFhYd3ZtiZN0ikMOi6387S8srq2npho7i5tb2zW9rbb5g41YzXWSxj3Qqo4VIoXkeBkrcSzWkUSN4MhteTevORayNidYejhPsR7SsRCkbRWvedJ470ITvzxt1S2a24U5FF8HIoQ65at/TV6cUsjbhCJqkxbc9N0M+oRsEkHxc7qeEJZUPa522Likbc+Nl04zE5sU6PhLG2TyGZur8nMhoZM4oC2xlRHJj52sT8r9ZOMbzyM6GSFLlis4/CVBKMyeR80hOaM5QjC5RpYXclbEA1ZWhDKtoQvPmTF6FxXvEs316Uq8d5HAU4hCM4BQ8uoQo3UIM6MFDwDK/w5hjnxXl3PmatS04+cwB/5Hz+ADr6kIQ=</latexit><latexit sha1_base64="M2ZLa3n0rnF7sLex3JU9eNIpmUQ=">AAAB8XicbZBNS8NAEIYnftb6VfXoZbEKXiyJCHosePFYwX5gG8tmu2mXbjZhdyLU0H/hxYMiXv033vw3btsctPWFhYd3ZtiZN0ikMOi6387S8srq2npho7i5tb2zW9rbb5g41YzXWSxj3Qqo4VIoXkeBkrcSzWkUSN4MhteTevORayNidYejhPsR7SsRCkbRWvedJ470ITvzxt1S2a24U5FF8HIoQ65at/TV6cUsjbhCJqkxbc9N0M+oRsEkHxc7qeEJZUPa522Likbc+Nl04zE5sU6PhLG2TyGZur8nMhoZM4oC2xlRHJj52sT8r9ZOMbzyM6GSFLlis4/CVBKMyeR80hOaM5QjC5RpYXclbEA1ZWhDKtoQvPmTF6FxXvEs316Uq8d5HAU4hCM4BQ8uoQo3UIM6MFDwDK/w5hjnxXl3PmatS04+cwB/5Hz+ADr6kIQ=</latexit>

⇣�1
c

<latexit sha1_base64="dchHnpstg0179E6e/UmIsinCsBg=">AAAB83icbZBNS8NAEIY39avWr6pHL4tV8GJJRNBjwYvHCvYD2lg220m7dLMJuxOhhv4NLx4U8eqf8ea/cdvmoK0vLDy8M8PMvkEihUHX/XYKK6tr6xvFzdLW9s7uXnn/oGniVHNo8FjGuh0wA1IoaKBACe1EA4sCCa1gdDOttx5BGxGrexwn4EdsoEQoOENrdbtPgKzHH7Jzb9IrV9yqOxNdBi+HCslV75W/uv2YpxEo5JIZ0/HcBP2MaRRcwqTUTQ0kjI/YADoWFYvA+Nns5gk9tU6fhrG2TyGdub8nMhYZM44C2xkxHJrF2tT8r9ZJMbz2M6GSFEHx+aIwlRRjOg2A9oUGjnJsgXEt7K2UD5lmHG1MJRuCt/jlZWheVD3Ld5eV2kkeR5EckWNyRjxyRWrkltRJg3CSkGfySt6c1Hlx3p2PeWvByWcOyR85nz+zSJFa</latexit><latexit sha1_base64="dchHnpstg0179E6e/UmIsinCsBg=">AAAB83icbZBNS8NAEIY39avWr6pHL4tV8GJJRNBjwYvHCvYD2lg220m7dLMJuxOhhv4NLx4U8eqf8ea/cdvmoK0vLDy8M8PMvkEihUHX/XYKK6tr6xvFzdLW9s7uXnn/oGniVHNo8FjGuh0wA1IoaKBACe1EA4sCCa1gdDOttx5BGxGrexwn4EdsoEQoOENrdbtPgKzHH7Jzb9IrV9yqOxNdBi+HCslV75W/uv2YpxEo5JIZ0/HcBP2MaRRcwqTUTQ0kjI/YADoWFYvA+Nns5gk9tU6fhrG2TyGdub8nMhYZM44C2xkxHJrF2tT8r9ZJMbz2M6GSFEHx+aIwlRRjOg2A9oUGjnJsgXEt7K2UD5lmHG1MJRuCt/jlZWheVD3Ld5eV2kkeR5EckWNyRjxyRWrkltRJg3CSkGfySt6c1Hlx3p2PeWvByWcOyR85nz+zSJFa</latexit><latexit sha1_base64="dchHnpstg0179E6e/UmIsinCsBg=">AAAB83icbZBNS8NAEIY39avWr6pHL4tV8GJJRNBjwYvHCvYD2lg220m7dLMJuxOhhv4NLx4U8eqf8ea/cdvmoK0vLDy8M8PMvkEihUHX/XYKK6tr6xvFzdLW9s7uXnn/oGniVHNo8FjGuh0wA1IoaKBACe1EA4sCCa1gdDOttx5BGxGrexwn4EdsoEQoOENrdbtPgKzHH7Jzb9IrV9yqOxNdBi+HCslV75W/uv2YpxEo5JIZ0/HcBP2MaRRcwqTUTQ0kjI/YADoWFYvA+Nns5gk9tU6fhrG2TyGdub8nMhYZM44C2xkxHJrF2tT8r9ZJMbz2M6GSFEHx+aIwlRRjOg2A9oUGjnJsgXEt7K2UD5lmHG1MJRuCt/jlZWheVD3Ld5eV2kkeR5EckWNyRjxyRWrkltRJg3CSkGfySt6c1Hlx3p2PeWvByWcOyR85nz+zSJFa</latexit><latexit sha1_base64="dchHnpstg0179E6e/UmIsinCsBg=">AAAB83icbZBNS8NAEIY39avWr6pHL4tV8GJJRNBjwYvHCvYD2lg220m7dLMJuxOhhv4NLx4U8eqf8ea/cdvmoK0vLDy8M8PMvkEihUHX/XYKK6tr6xvFzdLW9s7uXnn/oGniVHNo8FjGuh0wA1IoaKBACe1EA4sCCa1gdDOttx5BGxGrexwn4EdsoEQoOENrdbtPgKzHH7Jzb9IrV9yqOxNdBi+HCslV75W/uv2YpxEo5JIZ0/HcBP2MaRRcwqTUTQ0kjI/YADoWFYvA+Nns5gk9tU6fhrG2TyGdub8nMhYZM44C2xkxHJrF2tT8r9ZJMbz2M6GSFEHx+aIwlRRjOg2A9oUGjnJsgXEt7K2UD5lmHG1MJRuCt/jlZWheVD3Ld5eV2kkeR5EckWNyRjxyRWrkltRJg3CSkGfySt6c1Hlx3p2PeWvByWcOyR85nz+zSJFa</latexit>

⇢
<latexit sha1_base64="K4TeVbycBZlpHHiNMJOyCZI2Vf4=">AAAB63icbZDLSsNAFIZP6q3WW9Wlm8EquCqJCLosuHFZwdZCG8pkOmmGziXMTIQS+gpuXCji1hdy59s4abPQ1h8GPv5zDnPOH6WcGev7315lbX1jc6u6XdvZ3ds/qB8edY3KNKEdorjSvQgbypmkHcssp71UUywiTh+jyW1Rf3yi2jAlH+w0paHAY8liRrAtrIFO1LDe8Jv+XGgVghIaUKo9rH8NRopkgkpLODamH/ipDXOsLSOczmqDzNAUkwke075DiQU1YT7fdYbOnTNCsdLuSYvm7u+JHAtjpiJynQLbxCzXCvO/Wj+z8U2YM5lmlkqy+CjOOLIKFYejEdOUWD51gIlmbldEEqwxsS6emgshWD55FbqXzcDx/VWjdVbGUYUTOIULCOAaWnAHbegAgQSe4RXePOG9eO/ex6K14pUzx/BH3ucPFqiOKQ==</latexit><latexit sha1_base64="K4TeVbycBZlpHHiNMJOyCZI2Vf4=">AAAB63icbZDLSsNAFIZP6q3WW9Wlm8EquCqJCLosuHFZwdZCG8pkOmmGziXMTIQS+gpuXCji1hdy59s4abPQ1h8GPv5zDnPOH6WcGev7315lbX1jc6u6XdvZ3ds/qB8edY3KNKEdorjSvQgbypmkHcssp71UUywiTh+jyW1Rf3yi2jAlH+w0paHAY8liRrAtrIFO1LDe8Jv+XGgVghIaUKo9rH8NRopkgkpLODamH/ipDXOsLSOczmqDzNAUkwke075DiQU1YT7fdYbOnTNCsdLuSYvm7u+JHAtjpiJynQLbxCzXCvO/Wj+z8U2YM5lmlkqy+CjOOLIKFYejEdOUWD51gIlmbldEEqwxsS6emgshWD55FbqXzcDx/VWjdVbGUYUTOIULCOAaWnAHbegAgQSe4RXePOG9eO/ex6K14pUzx/BH3ucPFqiOKQ==</latexit><latexit sha1_base64="K4TeVbycBZlpHHiNMJOyCZI2Vf4=">AAAB63icbZDLSsNAFIZP6q3WW9Wlm8EquCqJCLosuHFZwdZCG8pkOmmGziXMTIQS+gpuXCji1hdy59s4abPQ1h8GPv5zDnPOH6WcGev7315lbX1jc6u6XdvZ3ds/qB8edY3KNKEdorjSvQgbypmkHcssp71UUywiTh+jyW1Rf3yi2jAlH+w0paHAY8liRrAtrIFO1LDe8Jv+XGgVghIaUKo9rH8NRopkgkpLODamH/ipDXOsLSOczmqDzNAUkwke075DiQU1YT7fdYbOnTNCsdLuSYvm7u+JHAtjpiJynQLbxCzXCvO/Wj+z8U2YM5lmlkqy+CjOOLIKFYejEdOUWD51gIlmbldEEqwxsS6emgshWD55FbqXzcDx/VWjdVbGUYUTOIULCOAaWnAHbegAgQSe4RXePOG9eO/ex6K14pUzx/BH3ucPFqiOKQ==</latexit><latexit sha1_base64="K4TeVbycBZlpHHiNMJOyCZI2Vf4=">AAAB63icbZDLSsNAFIZP6q3WW9Wlm8EquCqJCLosuHFZwdZCG8pkOmmGziXMTIQS+gpuXCji1hdy59s4abPQ1h8GPv5zDnPOH6WcGev7315lbX1jc6u6XdvZ3ds/qB8edY3KNKEdorjSvQgbypmkHcssp71UUywiTh+jyW1Rf3yi2jAlH+w0paHAY8liRrAtrIFO1LDe8Jv+XGgVghIaUKo9rH8NRopkgkpLODamH/ipDXOsLSOczmqDzNAUkwke075DiQU1YT7fdYbOnTNCsdLuSYvm7u+JHAtjpiJynQLbxCzXCvO/Wj+z8U2YM5lmlkqy+CjOOLIKFYejEdOUWD51gIlmbldEEqwxsS6emgshWD55FbqXzcDx/VWjdVbGUYUTOIULCOAaWnAHbegAgQSe4RXePOG9eO/ex6K14pUzx/BH3ucPFqiOKQ==</latexit>

ETH
<latexit sha1_base64="lWMAJOUqj0ow0+0P/k7YXGnB1C4=">AAAB6nicbVBNS8NAEJ3Ur1q/qh69LBahp5L0oseCCD1W7IfQhrLZTtqlm03Y3Qgl9Cd48aCIV3+RN/+N2zYHbX0w8Hhvhpl5QSK4Nq777RS2tnd294r7pYPDo+OT8ulZV8epYthhsYjVY0A1Ci6xY7gR+JgopFEgsBdMbxd+7wmV5rFsm1mCfkTHkoecUWOlh7t2c1iuuDV3CbJJvJxUIEdrWP4ajGKWRigNE1Trvucmxs+oMpwJnJcGqcaEsikdY99SSSPUfrY8dU6urDIiYaxsSUOW6u+JjEZaz6LAdkbUTPS6txD/8/qpCW/8jMskNSjZalGYCmJisvibjLhCZsTMEsoUt7cSNqGKMmPTKdkQvPWXN0m3XvPcmndfrzSqeRxFuIBLqIIH19CAJrSgAwzG8Ayv8OYI58V5dz5WrQUnnzmHP3A+fwDHoo1d</latexit><latexit sha1_base64="lWMAJOUqj0ow0+0P/k7YXGnB1C4=">AAAB6nicbVBNS8NAEJ3Ur1q/qh69LBahp5L0oseCCD1W7IfQhrLZTtqlm03Y3Qgl9Cd48aCIV3+RN/+N2zYHbX0w8Hhvhpl5QSK4Nq777RS2tnd294r7pYPDo+OT8ulZV8epYthhsYjVY0A1Ci6xY7gR+JgopFEgsBdMbxd+7wmV5rFsm1mCfkTHkoecUWOlh7t2c1iuuDV3CbJJvJxUIEdrWP4ajGKWRigNE1Trvucmxs+oMpwJnJcGqcaEsikdY99SSSPUfrY8dU6urDIiYaxsSUOW6u+JjEZaz6LAdkbUTPS6txD/8/qpCW/8jMskNSjZalGYCmJisvibjLhCZsTMEsoUt7cSNqGKMmPTKdkQvPWXN0m3XvPcmndfrzSqeRxFuIBLqIIH19CAJrSgAwzG8Ayv8OYI58V5dz5WrQUnnzmHP3A+fwDHoo1d</latexit><latexit sha1_base64="lWMAJOUqj0ow0+0P/k7YXGnB1C4=">AAAB6nicbVBNS8NAEJ3Ur1q/qh69LBahp5L0oseCCD1W7IfQhrLZTtqlm03Y3Qgl9Cd48aCIV3+RN/+N2zYHbX0w8Hhvhpl5QSK4Nq777RS2tnd294r7pYPDo+OT8ulZV8epYthhsYjVY0A1Ci6xY7gR+JgopFEgsBdMbxd+7wmV5rFsm1mCfkTHkoecUWOlh7t2c1iuuDV3CbJJvJxUIEdrWP4ajGKWRigNE1Trvucmxs+oMpwJnJcGqcaEsikdY99SSSPUfrY8dU6urDIiYaxsSUOW6u+JjEZaz6LAdkbUTPS6txD/8/qpCW/8jMskNSjZalGYCmJisvibjLhCZsTMEsoUt7cSNqGKMmPTKdkQvPWXN0m3XvPcmndfrzSqeRxFuIBLqIIH19CAJrSgAwzG8Ayv8OYI58V5dz5WrQUnnzmHP3A+fwDHoo1d</latexit><latexit sha1_base64="lWMAJOUqj0ow0+0P/k7YXGnB1C4=">AAAB6nicbVBNS8NAEJ3Ur1q/qh69LBahp5L0oseCCD1W7IfQhrLZTtqlm03Y3Qgl9Cd48aCIV3+RN/+N2zYHbX0w8Hhvhpl5QSK4Nq777RS2tnd294r7pYPDo+OT8ulZV8epYthhsYjVY0A1Ci6xY7gR+JgopFEgsBdMbxd+7wmV5rFsm1mCfkTHkoecUWOlh7t2c1iuuDV3CbJJvJxUIEdrWP4ajGKWRigNE1Trvucmxs+oMpwJnJcGqcaEsikdY99SSSPUfrY8dU6urDIiYaxsSUOW6u+JjEZaz6LAdkbUTPS6txD/8/qpCW/8jMskNSjZalGYCmJisvibjLhCZsTMEsoUt7cSNqGKMmPTKdkQvPWXN0m3XvPcmndfrzSqeRxFuIBLqIIH19CAJrSgAwzG8Ayv8OYI58V5dz5WrQUnnzmHP3A+fwDHoo1d</latexit>

avalanche spreads
across system

<latexit sha1_base64="RTe/F0UL/7yRMF7Ws/0YXIDGhOY=">AAACJ3icbVDLSgMxFM34rOOr6tJNsAquyowbXYngxqWCrUKnlDuZ2zaYyQy5mUIZ+jdu/BU3goro0j8xrRV8HQgczjk3yT1xriTZIHjzZmbn5hcWK0v+8srq2np1Y7NJWWEENkSmMnMdA6GSGhtWWoXXuUFIY4VX8c3p2L8aoCGZ6Us7zLGdQk/LrhRgndSpHkcx9qQuBWqLZuTDABRo0UdO43sSiiLugzAZEachWUz9CHXyle9Ua0E9mID/JeGU1NgU553qY5RkokjduFBA1AqD3LZLMFYKhSM/KghzEDfQw5ajGlKkdjnZc8T3nJLwbmbc0ZZP1O8TJaREwzR2yRRsn357Y/E/r1XY7lG7lDovLGrx+VC3UNxmfFwaT6RBYdXQEdeFdH/log8GhOuAfFdC+Hvlv6R5UA+DenhxUDvZndZRYdtsh+2zkB2yE3bGzlmDCXbL7tkTe/buvAfvxXv9jM5405kt9gPe+weHfKbY</latexit><latexit sha1_base64="RTe/F0UL/7yRMF7Ws/0YXIDGhOY=">AAACJ3icbVDLSgMxFM34rOOr6tJNsAquyowbXYngxqWCrUKnlDuZ2zaYyQy5mUIZ+jdu/BU3goro0j8xrRV8HQgczjk3yT1xriTZIHjzZmbn5hcWK0v+8srq2np1Y7NJWWEENkSmMnMdA6GSGhtWWoXXuUFIY4VX8c3p2L8aoCGZ6Us7zLGdQk/LrhRgndSpHkcx9qQuBWqLZuTDABRo0UdO43sSiiLugzAZEachWUz9CHXyle9Ua0E9mID/JeGU1NgU553qY5RkokjduFBA1AqD3LZLMFYKhSM/KghzEDfQw5ajGlKkdjnZc8T3nJLwbmbc0ZZP1O8TJaREwzR2yRRsn357Y/E/r1XY7lG7lDovLGrx+VC3UNxmfFwaT6RBYdXQEdeFdH/log8GhOuAfFdC+Hvlv6R5UA+DenhxUDvZndZRYdtsh+2zkB2yE3bGzlmDCXbL7tkTe/buvAfvxXv9jM5405kt9gPe+weHfKbY</latexit><latexit sha1_base64="RTe/F0UL/7yRMF7Ws/0YXIDGhOY=">AAACJ3icbVDLSgMxFM34rOOr6tJNsAquyowbXYngxqWCrUKnlDuZ2zaYyQy5mUIZ+jdu/BU3goro0j8xrRV8HQgczjk3yT1xriTZIHjzZmbn5hcWK0v+8srq2np1Y7NJWWEENkSmMnMdA6GSGhtWWoXXuUFIY4VX8c3p2L8aoCGZ6Us7zLGdQk/LrhRgndSpHkcx9qQuBWqLZuTDABRo0UdO43sSiiLugzAZEachWUz9CHXyle9Ua0E9mID/JeGU1NgU553qY5RkokjduFBA1AqD3LZLMFYKhSM/KghzEDfQw5ajGlKkdjnZc8T3nJLwbmbc0ZZP1O8TJaREwzR2yRRsn357Y/E/r1XY7lG7lDovLGrx+VC3UNxmfFwaT6RBYdXQEdeFdH/log8GhOuAfFdC+Hvlv6R5UA+DenhxUDvZndZRYdtsh+2zkB2yE3bGzlmDCXbL7tkTe/buvAfvxXv9jM5405kt9gPe+weHfKbY</latexit><latexit sha1_base64="RTe/F0UL/7yRMF7Ws/0YXIDGhOY=">AAACJ3icbVDLSgMxFM34rOOr6tJNsAquyowbXYngxqWCrUKnlDuZ2zaYyQy5mUIZ+jdu/BU3goro0j8xrRV8HQgczjk3yT1xriTZIHjzZmbn5hcWK0v+8srq2np1Y7NJWWEENkSmMnMdA6GSGhtWWoXXuUFIY4VX8c3p2L8aoCGZ6Us7zLGdQk/LrhRgndSpHkcx9qQuBWqLZuTDABRo0UdO43sSiiLugzAZEachWUz9CHXyle9Ua0E9mID/JeGU1NgU553qY5RkokjduFBA1AqD3LZLMFYKhSM/KghzEDfQw5ajGlKkdjnZc8T3nJLwbmbc0ZZP1O8TJaREwzR2yRRsn357Y/E/r1XY7lG7lDovLGrx+VC3UNxmfFwaT6RBYdXQEdeFdH/log8GhOuAfFdC+Hvlv6R5UA+DenhxUDvZndZRYdtsh+2zkB2yE3bGzlmDCXbL7tkTe/buvAfvxXv9jM5405kt9gPe+weHfKbY</latexit>

avalanche growth
cut o↵ at finite size
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Figure 2: Kosterlitz-Thouless RG flow proposed to capture the ‘quantum avalanche’ mechanism of the MBL-ETH transition,
governed by Eqs. (7,8). When the typical localization length is above a threshold value ζc, rare thermal regions seed ‘avalanches’
that spread across the system to drive thermalization. For a sufficiently short localization length, ζ < ζc, avalanches are unable
to proliferate and are ineffective on the longest length scales, so that the localized phase is stable. In this picture, the critical
point is an endpoint of a line of fixed points characterizing the localized phase, and is hence itself localized, consistent with
more microscopic pictures.

obscure at present, but a practical consequence is that scaling studies of the MBL transition are expected
to be extremely challenging. Second, the entire MBL phase is in some sense “critical” despite having a
well-defined, short localization length for most correlation functions. We have already seen hints of this
criticality in the dynamics, particularly in the continuously varying power laws seen in linear response6.

Going beyond these general features to address distributions of physical properties (beyond the two
scaling variables) requires one to pick a more explicit RG procedure. There are many of these schemes
at the moment, which give largely similar phenomenology. We briefly review the scheme in Ref. [147],
because it incorporates the avalanche physics particularly transparently. In this RG procedure, the system
is initially divided into blocks that are assigned to be either insulating or thermal. Insulating and thermal
blocks alternate in this sequence (since two same phase blocks can be merged into one larger block from the
outset). A thermal (T) block is characterized purely by its length LT (or equivalently its level spacing) and
has no internal structure. An insulating (I) block is characterized by both its length LI and a parameter dI
called the “deficit,” which measures how insulating the block is. Concretely, dI captures how big a thermal
block would have to be to thermalize the entire insulating block. One can estimate this as follows: the
matrix element across the insulating block is exp(−LI/ζI), where ζI < ζc ≡ 1 is the critical coupling for the
avalanche instability. (We measure lengths in units such that this is true.) For the avalanche to propagate
across the insulating block, we need LT + LI = LI/ζI , so dT ≡ LT = LI(1− 1/ζI).

The RG procedure consists of iteratively coarse-graining this pattern of T and I blocks. One sets a cutoff
Λ. A thermal block is decimated if its length is at the scale Λ, and an insulating block is decimated if dI = Λ;
i.e., one finds min(LT , dI) over the entire system and decimates the corresponding block. It is easy to check
that under these rules, if a thermal block is at the cutoff, it cannot fully thermalize its insulating neighbors
(by definition of dI), whereas if an insulating block is at the cutoff it will be thermalized by its neighbors
(which have length ≥ dI by construction). The update rules are as follows:

(1) When an insulating block is decimated, one constructs a new, larger, thermal block, with length
LTn−1 + LIn + LTn+1. Note that the length of the insulating block is always larger than dI .

6At present there is some confusion [170, 171, 147] about whether the near-transition region of the MBL phase and the region
deep in the MBL phase have different thermal Griffiths effects. The observation that the MBL phase is critical is orthogonal
to this: rather, it has to do with the continuously varying power-laws seen in the dynamics (these parameterize the fixed line
through ζ).
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(2) When a thermal block is decimated, one constructs a new, larger, insulating block, with length
LIn−1 + Λ + LIn+1, and deficit dIn−1 + dIn+1 − Λ. This captures the fact that the presence of an internal
thermal sub-block makes the composite insulating block easier to thermalize.

These rules are simple to implement numerically on large systems; one can also write an integro-differential
equation for the flow of the probability distribution, although this does not have a closed-form solution. The
scaling parameters can be extracted as follows. First, the fraction of the system that is effectively thermal
at some scale is given by f = 〈LT 〉/〈LT + LI〉. Second, the typical decay length at this scale is given by
computing how much correlations decay across the full system (treated at this scale). Each insulating block
has a decay exp(−LIn/ζIn) ≡ exp(−ln). The total decay is the product of this over insulating blocks, which
we will denote exp(−l). However, the length of the sample is L =

∑
I LI +

∑
T LT . Thus the effective

decay length at this scale is ζeff ≡ L/l. One can numerically extract a two-parameter flow in terms of these
parameters f and ζeff , which agrees with the phenomenological prediction of KT scaling.

The scheme we have described is in a sense intermediate between, on the one hand, more directly
microscopic schemes [166, 167, 168], which involve beginning with a specific Hamiltonian and constructing
resonant clusters of states (so the rules are somewhat more involved than those we have sketched out);
and on the other hand the more drastically simplified schemes [169, 170] for which closed-form solutions are
available, but the relation to the microscopic physics is more obscure. Essentially all of these schemes appear
capture the main features of the critical point and (besides [169] which asserts an unphysical equivalence
between thermal and insulating regions) numerically seem just as consistent with KT scaling as with the
conventional single-parameter scaling behaviour initially assumed in some cases. However, within the KT
scaling picture they appear to make different predictions for low-frequency response in the MBL phase, to
which we will now turn.

Fractal thermal blocks and low-frequency response.—We have already discussed one mechanism for low-
frequency response in the MBL phase—viz. cat-like resonances. A different mechanism, which the RG
schemes naturally capture, is through locally thermal regions in the MBL phase. These absorb at frequencies
down to their level spacing (which is also the timescale on which the last spin that was incorporated into
the thermal block fluctuates due to its coupling to the thermal block). Thus, there is a contribution to
low-frequency response that is proportional to the density of such rare thermal regions.

A naive estimate of this density of thermal blocks is that it should vanish exponentially in the size of the
block. This appears to be an underestimate, however. We can see this from the RG described above: the
highest-probability way to create a large T block is not to start out with a large T block, but to have T blocks
repeatedly absorb I blocks. Suppose we are concerned with an effective T block of size L. The most probable
way this was created was through merging two T blocks of size ζL with an I block of size (1−2ζ)L. However,
each of these two constituent T blocks, in turn, was most probably created by merging two still smaller T
blocks with a typical I block, and so on. Iterating this procedure gives us a fractal Cantor-set-like distribution
of T blocks, with measure Ldf , where the logic above suggests that df = log 2/(log 2+ζ/(1−ζ)). In particular
this fractal dimension goes continuously to zero at the MBL transition. This discussion is oversimplified, as
it ignores the flow of ζ itself under the RG; however, on general grounds we expect the density of thermal
regions of size L to vanish as a stretched exponential in L.

One of the recent RG schemes [170] has the surprising implication that df = 0 for at least a finite
parameter regime in the localized phase; moreover, this scheme suggests that the probability of a thermal
inclusion of size L scales down only polynomially with L. Numerical solutions [171] of the RG schemes in
Refs. [165, 166] are consistent with this picture. Polynomial scaling does not seem possible deep in the MBL
phase for Hamiltonian systems: Ref. [34] has bounded all spatially averaged correlation functions as decaying
slightly faster than a power law (specifically, the bound for the correlation function in an eigenstate is that
in general C(x) ≤ C exp(− log2 x) at large x for some fixed C). However, if the density of L-spin thermal
blocks decays as a power law of L, then one can straightforwardly show that the equal-time spatial energy
correlation function in an eigenstate also decays as a power law, contradicting Ref. [34]. Thus, it seems
that there must either be two MBL phases (and a hitherto unnoticed transition inside the MBL phase) or a
missing ingredient in the solvable RG of Ref. [170].

We now return to the response functions. Suppose we are interested in response at a frequency ω; this
is dominated by inclusions of size ∼ logω, each of which contributes an amount 1/ω to generic response
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functions and ω to the conductivity. Thus, generic response functions in the MBL phase go as R(ω) ∼
ω−1 exp(| logdf ω|), and the conductivity goes as σ(ω) ∼ ω exp(| logdf ω|). At sufficiently low frequencies this
contribution dominates over the Mott contribution discussed above; however, fractal regions only form on
quite large scales, and do not seem to be the dominant effect in the currently numerically accessible regime.

1.6. Summary

This section has been a quick overview of the current theoretical understanding of MBL, as well as
some of the experiments that motivated this understanding. A central theme is the distinction between
“perturbative MBL” (i.e., the convergence of perturbation theory around a spatially unentangled state,
either up to a high order or to all orders) and “true MBL” (i.e., the stability of the perturbative solution
against rare-region effects). True MBL seems to exist only under quite restrictive conditions, but perturbative
MBL is ubiquitous, as are situations where a highly heterogeneous system has locally convergent regions.
This review is concerned with dynamics in the large wedge of model space between perturbative and true
MBL. This dynamics is inherently governed by collective processes, and can be analyzed using concepts
adopted from the theory of MBL outlined above, as we will discuss in the rest of this review.

2. Thermal systems near an MBL transition

The simplest kind of nearly MBL system is simply a thermal system near an MBL transition. We will
focus on the one-dimensional case, where we have the strongest reasons to believe an MBL phase (and thus
an MBL transition) does exist. The existing phenomenological models of the MBL transition suggest that
it has different character for random and quasiperiodic systems, so we will treat these cases separately.

2.1. Disordered 1D systems near the MBL transition

The phenomenology of disordered systems on the thermal side of the MBL transition has been extensively
studied, and is also discussed in depth in Refs. [173, 44]. Here, therefore, our treatment will be brief; we will
set out the main results and stress a few important recent developments that have occurred since the last
review [44].

2.1.1. Origin of Griffiths effects and subdiffusion

In disordered systems, the phenomenological RG schemes as well as numerical analyses indicate that
the diffusion constant vanishes within the thermal phase. There is a regime in the thermal phase in which
transport is subdiffusive, such that x ∼ tβ , with β → 0 as the MBL transition is approached. Subdiffusion
was initially observed numerically [174], and subsequently analyzed as a rare-region effect [175, 165, 166]. The
extent to which the numerical results support the rare-region scenario is still controversial. Here, however,
we will assume that the basic picture of Ref. [36] is correct and explore its implications; we will revisit
the question of numerical support below. We note that there are two compatible but distinct-sounding
explanations of subdiffusion based on rare regions. We will present these and then explain how they fit
together.

The initial explanation of rare region effects involved coarse-graining the system out to a scale ` that is
large compared with any microscopic scale, and assigning a local control parameter (i.e., distance from the
transition) to each region of size `. The local control parameter has uncorrelated fluctuations from region
to region. On these scales the system is thermal in most blocks, so it is appropriate to treat the blocks as
resistors in series and add up their resistances. When the system is globally slightly on the thermal side
of the transition, any particular region has an appreciable probability of being locally insulating. The least
rare insulating blocks are those that are essentially at the critical point, in which the spacetime scaling is
L ∼ ζ log t with ζ being some finite constant set by the critical theory. These blocks could even be internally
thermal, and just disordered enough to fall inside the “critical fan” at that length-scale. A string of N critical
blocks will occur with probability pN , and have resistance R ∼ exp(N`/ξ). Blocks with resistance R > R0

then occur with probability R−η0 , where η ≡ ξ log p/`. It is well known that a chain of resistors in which the
resistances are distributed according to P (R) ∼ R−η has a diverging resistance in the thermodynamic limit
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whenever η < 2. A more elaborate discussion of this point of view is presented in Refs. [175, 173]; we will
not dwell on it here.

Although this picture is asymptotically correct (within the assumptions above), it does not describe the
relatively small systems that have been numerically studied. For example, numerical evidence suggests that
even in the subdiffusive phase, resistances do not add in series7. The avalanche picture suggests a possible
explanation for the numerically observed subdiffusion: the bulk of a system near the MBL transition is locally
insulating, but insulating regions are thermalized on long timescales by randomly spaced baths. These baths
are Poisson distributed, so the gaps between them are exponentially distributed. Moreover, the decay rate
of a typical degree of freedom scales exponentially with its distance to the nearest bath. This picture also
yields a power-law distribution of local thermalization times—and therefore subdiffusive transport—as a
result of two competing exponentials. According to this picture, however, the spacing between local baths
is a nonuniversal microscopic parameter, so the value of the anomalous exponent β at the transition is
nonuniversal and model-dependent.

To reconcile these two pictures, we note that the simple rare-bath picture does not incorporate the
renormalization of ζ due to small thermal inclusions. Upon coarse-graining, fluctuations in the density of
small thermal inclusions lead to fluctuations of ζ. Near the transition, one begins to see large regions in
which ζ is too small for the region to thermalize internally; thus, the effective baths become increasingly
sparse. Thus the density of effective baths vanishes as the MBL transition is approached, consistent with
the Griffiths phenomenology.

2.1.2. Phenomenology of the Griffiths phase

We now briefly summarize the properties of the Griffiths phase. The discussion here largely recapitulates
that in Refs. [173, 44], to which we refer for more detailed arguments and derivations. The basic exponent
in the subdiffusive phase is denoted z, and is defined as follows: the density of regions that are effectively
localized (in the sense, e.g., that generic local autocorrelators remain large) at time t is given by n(t) ∼ t−1/z.
As the MBL transition is approached, we expect that z →∞.

Autocorrelation functions.—We first consider the case of a Floquet system with no conservation laws. In
this case, generic autocorrelation functions in typical regions should decay faster than a power law. The
dominant contribution to spatially averaged autocorrelation functions comes from rare regions; at a time
t, by construction, the autocorrelation function decays as C(t) ∼ t−1/z. Typical autocorrelation functions
also decay sub-exponentially. One can bound the decay of autocorrelators as follows. A Heisenberg operator
grows exponentially slowly in a localized inclusion; therefore, at a time t, the operator O(t) has appreciable
support only between the nearest inclusions that are “inert” at that time, i.e., its support is given by
L(t) ∼ t1/z. Within this region it is a highly entangled (though not purely random [176]) operator. The
overlap between such an operator and O is generically exponentially small in L(t), so the autocorrelator
will go as exp(−t1/z), i.e., as a stretched exponential. Evidence for this stretched exponential behavior was
recently seen in a numerical study [177].

In systems with conservation laws, a generic local operator has nonzero overlap with the conserved
densities, and thus cannot decay faster than diffusively. The leading behavior of these autocorrelation
functions follows from that of the density, to which we now turn. (We note in passing that the behavior
of operators that do not overlap with the density is addressed in Ref. [173]. There are two classes of such
operators: some, like the current, have sub-leading power-law tails; others, like operators that have no matrix
elements within a single sector of the conserved quantity, have no long-time tails and behave as they would
in a Floquet system.)

Diffusion and transport.—We now consider autocorrelations of the density, S(x, t) ≡ 〈ρ(x, t)ρ(0, 0)〉, or
equivalently of its Fourier transform, the dynamical structure factor S(q, ω). These quantities have two
regimes of behavior, a “local” regime where q � ωβ and a “transport” regime q � ωβ . Here, β is an
exponent 1/(z + 1); the relation between β and z can be motivated as follows. Consider a system of size L
with a density gradient. The worst bottleneck in this system will take a time Lz for a single particle to cross.

7A. Scardicchio et al., in preparation
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However, to equilibrate a macroscopic density imbalance across this bottleneck, one requires L particles to
cross, giving a total equilibration time t(L) ∼ Lz+1 ∼ L1/β .

When q � ωβ , the system breaks up into independent regions of size ω−β . Within each of these
regions, we expect an effective diffusion constant (and thus, via the Einstein relation, an optical conductivity)
D(ω) ∼ σ(ω) ∼ ω1−2β , implying that S(q, ω) ∼ ω−1−2β ∼ ω−(3+z)/(1+z). When q � ωβ , on the other hand,
relaxation is primarily local. The dominant contributions to local relaxation come from the inclusions
themselves, and have the late-time form S(0, t) ∼ t−1/z. For large q, therefore, we have S(q, ω) ∼ ω1/z−1.
Correspondingly, the high-q conductivity goes as σ(ω) ∼ ω1/z+1. The full form of the structure factor beyond
these limits is not known. As the MBL transition is approached, z →∞ and both regimes of the structure
factor go as S(ω) ∼ 1/ω. The fluctuation-dissipation theorem then implies that the noise generated by
systems near an MBL transition has a 1/f spectrum [178]. In the previous section we already noted that
the same behavior occurs when one approaches the transition from the localized side.

Entanglement dynamics.— Initially it was believed that bipartite entanglement would grow as S(t) ∼ t1/z
in the Griffiths phase [165]. This (plausible but erroneous) reasoning was based on the intuition that to
entangle two regions separated by a weak link, it suffices to send one unit of information through the weak
link. This argument in fact describes operator spreading (see below), but not entanglement. To see why this
reasoning fails for entanglement [179], first consider placing the entanglement cut at an inclusion. By time t
the interactions will have implemented some effective number of gates crossing the entanglement cut (this can
be made precise by Trotterizing the dynamics). The amount of entanglement across this cut will correspond
to the number of gates applied across it by time t. In addition, the entanglement across two neighboring cuts
cannot differ by more than one bit, according to a standard theorem in quantum information theory [180].
The pattern of entanglement across the system can be visualized as a tent, which is pinned down at inclusions
(see Fig. 1 of Ref. [179]).

In the Griffiths phase, we expect that on a given timescale the entanglement has fully spread across
inclusions less than a certain size, but is constrained by inclusions above that size. To estimate this critical
size, we look for the largest inclusion across which entanglement has equilibrated. Consider a region of the
system of size L; the worst bottleneck in this region has a characteristic timescale tb ∼ Lz. The timescale on
which two regions of size L can fully entangle across this bottleneck is tE ∼ Ltb ∼ L1+z. Since S(tE) ∼ L, it
follows that S(t) ∼ t1/(1+z) ∼ tβ . Thus, entanglement spreading and particle diffusion occur at similar rates
in the Griffiths phase. As one goes deep in the thermal phase, particle motion eventually becomes diffusive,
but entanglement still spreads with a nontrivial power law between 1/2 and 1, as first numerically observed
in Ref. [181]. Entanglement growth is only purely ballistic when there is no tail of arbitrarily large inclusions
in the system.

We should remark that the discussion above, strictly speaking, concerned the zeroth Rényi entropy or
Hartley entropy (also known as the logarithm of the bond dimension) [180], for which there is an exact
mapping to classical surface growth. This is an upper bound on all the other Rényi entropies, so the result
that entanglement growth is sub-ballistic stands; however, in principle it could grow with an even smaller
exponent than β. Quite recently, it was pointed out that even in clean chaotic systems higher Rényi entropies
might not grow linearly in time [182, 183]. It seems highly implausible that the growth of any Rényi entropy
would be slower than particle transport, however, so in the Griffiths phase we expect all the Rényi entropies
to grow as tβ .

Operator dynamics.—To entangle two regions of size L across a weak link, one needs to transmit L bits of
information across the weak link; however, quantum information can spread substantially faster [179, 184].
The moment a single bit of information travels across the weak link, it perturbs the rapid and chaotic
dynamics on the other side; thus scrambling (in the sense of the saturation of out-of-time-order correlators,
see glossary and Ref. [13]) takes place, at a time t, in a region of size L(t) ∼ t1/z. The shape of the operator
front also evolves through various stages, as discussed in Ref. [179].

Failure of linear response.—So far we have been concerned with linear response properties. However, as
noted above, a striking feature of the MBL phase is that linear response breaks down in the d.c. limit—for
any nonzero drive amplitude A, if one fixes A and takes the drive frequency ω → 0, the MBL phase is
unstable to the proliferation of Landau-Zener resonances. For concreteness consider a Hamiltonian MBL
system with a conserved charge, such as the random-field XXZ spin chain. If one drives the system with
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a slow a.c. field (i.e., a probe that couples to the conserved charge) of fixed amplitude, it will eventually
thermalize and will have a nonzero d.c. conductivity, which is a nonanalytic function of the drive amplitude
(and is thus not interpretable as a linear response coefficient). To get linear response coefficients, instead,
one must drive the system at fixed ω taking A → 0, and only then take the ω → 0 limit. A similar caveat
applies to the Griffiths phase: as the drive frequency is decreased, increasingly many inclusions cease to be
insulating, so that z renormalizes down and eventually the system heats up.

2.1.3. Is the Griffiths phase thermal?

The thermal Griffiths phase was initially introduced in an entirely classical, linear context, by considering
resistor networks with a broad distribution of resistances [175]. However, as we have seen, the actual behavior
of MBL inclusions is more complicated than that of linear resistors with high resistance. Similarly, if one
quenches a system into the Griffiths phase, there is never a proper “hydrodynamic” regime in which all parts
of the system can be taken to be near local equilibrium: deep inside large inclusions the system remains far
from equilibrium, and these inclusions dominate the response. Thus it is natural to ask whether the Griffiths
phase is truly thermal.

Off-diagonal ETH.—From the narrow point of view of ETH as defined in the introduction, the Griffiths
phase we have described is clearly thermal since all observables eventually relax to equilibrium. However,
ETH also contains a less firmly established conjecture about the structure of off-diagonal matrix elements
of operators [5]: off-diagonal ETH says that these matrix elements take the form

〈m|O|n〉 = exp(−S/2)
√
fE(ω)rmn. (9)

Here, S is the entropy of states in the appropriate microcanonical shell, ω ≡ Em −En, rmn is taken to be a
unit-variance Gaussian random variable that is uncorrelated across different pairs, so 〈rmnrpq〉 ∝ δmpδnq (for
a system without time-reversal symmetry), and fE(ω) is the spectral function at the appropriate temperature
(and/or chemical potential). Essentially, off-diagonal ETH as stated above implies that the matrix elements
of local operators are like those of random matrices except for the minimal structure they need to make the
linear response functions work out.

This simple form of off-diagonal ETH turns out to be unphysical, because it implies a simple factorization
of all four-point correlation functions in terms of two-point correlation functions (using Wick’s theorem on
products of r’s). We know, however, that the OTOC (which is a four-point function) and the conventional
spectral function (a two-point function) have distinct physical content: for example, in a Floquet system
with no conservation laws, the two-point function decays locally while the OTOC spreads to fill in the light-
cone. Recently, it was pointed out [185, 186] that recovering sensible expressions for the OTOC requires one
to posit, in addition to Eq. (9), a certain structure of four-point correlations of matrix elements. For two
operators X and Y at a distance ` in a system with local interactions but no conservation laws, one requires
the following form for the connected four-point correlators of matrix elements [186]:

G(ω1, ω2, ω3) = N−1

〈∑
αβγδ

XαβYβγXγδYδαδ(ω1 −∆αβ)δ(ω2 −∆βγ)δ(ω3 −∆γα)

〉
(10)

`→∞−−−→ f(ω2)f(ω3)K`(ω1 + ω3).

Here, K`(ω1+ω3) has to do with the spreading of OTOCs, and is sensitive to the exact nature of the dynamics,
and N is the Hilbert space dimension. Whether locality and causality impose still other constraints on the
correlations of matrix elements remains an open question.

Numerical results.—Numerical studies of many-body matrix elements at intermediate disorder (i.e., in
the putative Griffiths regime) suggest that the matrix elements are not just correlated but might also deviate
strongly from Gaussianity. The matrix-element distribution extracted from exact diagonalization develops
power-law tails in the subdiffusive regime [187, 188]. In addition, if one treats the matrix elements of a
local operator as amplitudes of a fictitious wavefunction, the corresponding inverse participation ratio seems
to scale as an anomalous power of the Hilbert space dimension [189, 190, 191, 192]. These observations
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are consistent with one another; both suggest that the matrix elements between eigenstates at a fixed
energy difference are very unevenly distributed, with many anomalously small values and a few very large
ones. A further piece of evidence for this (as pointed out in Ref. [190]) is that the level statistics in the
subdiffusive regime are intermediate between Wigner-Dyson and Poisson; the variance of levels in an energy
window also exhibits anomalous scaling [193]. Anomalous level statistics are consistent with anomalous
matrix-element distributions, since eigenstates that are essentially uncoupled will not repel. Finally, equal-
time correlators in individual eigenstates also seem to have fat-tailed distributions, even when the averages
are consistent with ETH [194]. From a random-matrix perspective many of these results are what one
might expect. The distribution of matrix elements deep in the thermal phase is a Gaussian, while deep
in the MBL phase it is essentially bimodal, with most matrix elements being close to zero and a small
number being of order unity. A natural way to interpolate between Gaussian and bimodal distributions is by
going through an intermediate family of Lévy-stable distributions; as the stability parameter is tuned, these
distributions develop increasing amounts of weight at very small and very large values. However, at present
our understanding of the microscopic origin of these phenomena is primitive. It is unclear how many of them
survive to the thermodynamic limit, and how many are consistent with the Griffiths phenomenology.

Finally, an aspect of the numerical evidence that might be in tension with the Griffiths interpretation of
the subdiffusive phase is the sheer size of the subdiffusive region in parameter space [174, 175, 181, 195, 196].
Although the largest-size numerics clearly shows a diffusive regime at small disorder [195], as expected under
the Griffiths scenario, even there, subdiffusion sets in very far from the putative MBL transition. This,
together with the other anomalies we have noted above, might indicate that there is further structure to the
observed subdiffusive regime than just the Griffiths phenomenology associated with the MBL critical point.
An extreme possibility is that there might be two different mechanisms for subdiffusion, one of them having
nothing to do with Griffiths effects. It is also possible, however, that the numerical observations correspond
to a very broad critical fan associated with the MBL transition: recall that an inclusion just needs to be
internally in the critical fan (i.e., if the inclusion has size L, it needs to be close enough to the critical point
that L ∼ ξ, where ξ is the diverging correlation length), and if the fan is broad, an inclusion that is large
enough to appreciably slow down the dynamics can form even at weak disorder.

2.2. Quasiperiodic 1D systems near the MBL transition

We now turn from random to quasiperiodic systems. Quasiperiodic systems can exhibit single-particle
localization, with localization lengths that are short enough to ensure stability against putative avalanches
in one dimension. A result like that of Ref. [34] has not yet been proved for the quasiperiodic case, as the
statistics of correlations between many-body energy levels is delicate and not mathematically well controlled;
thus it is not known whether perturbation theory is even asymptotically convergent in these systems. How-
ever, no clear mechanism has been suggested that would destabilize such a quasiperiodic MBL phase, so for
our present purposes we will assume that this phase exists.

2.2.1. Absence of Griffiths effects

Quasiperiodic systems are “hyperuniform” in the sense that they do not have appreciable long-wavelength
fluctuations [197]. This hyperuniform property persists under coarse-graining. Consider a segment of a
generic quasiperiodic spin chain with local interactions, and suppose we want to find another segment where
each of the sites and bonds is within ε of the initial segment. We can find an approximant 8 with denominator
1/
√
ε that meets this criterion. Since the LIOMs are purely a function of the Hamiltonian and not the states,

if the Hamiltonian almost repeats, then so must the structure of LIOMs. Therefore, Griffiths effects of the
type we discussed in the previous section cannot occur in quasiperiodic systems.

A distinct type of Griffiths effect has been proposed in the quasiperiodic case, involving rare configurations
of the state (which is typically random and has no hyperuniform properties) [198, 199, 136] . In the thermal

8An approximant is a periodic system, typically with a long period, that locally resembles a quasicrystal. For a 1D quasicrys-
tal that is generated by adding an incommensurate modulation with an irrational wavevector γ relative an existing periodic
structure (e.g. a lattice), an approximate can be constructed by considering a periodic modulation at a wavevector λ = p/q
that is a rational approximation to γ. A larger denominator q corresponds to a better approximation, in that it matches the
quasiperiodic structure over a longer lengthscale.
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phase, at least, such Griffiths effects cannot occur at late times, by the following logic. Suppose typical
regions of the state allow diffusion, but certain rare regions have anomalously low density and do not allow
diffusion. It is straightforward to show that the diffusion constant at the interface between rare and typical
regions remains finite, so the typical region “eats” the rare region on a timescale ∼

√
L, where L is the size

of the rare region. Since the rare regions are exponentially rare, it follows that this mechanism can only give
rise to stretched exponential relaxation, and not to anomalous power laws. However, on short timescales
it is possible that these rare-region effects are visible, if the prefactor for the associated processes is much
larger than for diffusion.

Even in the localized phase, the potential role of rare configurations is unclear. Let us, again, focus on
a specific region of the sample (by cutting the bonds at its endpoints). This region either has well-localized
LIOMs (i.e., LIOMs with localization length much smaller than the region itself) or it does not. In the
former case, dynamics from arbitrary initial states exhibits localization. In the latter case, one possibility
is that although the putative “LIOMs” are not well-localized and instead span the region, the occupation
numbers of orbitals to arrange themselves so that each particle is localized. In the worldview of this review—
which is skeptical of many-body mobility edges and translation-invariant localization, as discussed in the
next section—such a conspiracy seems implausible, and we treat the existence of LIOMs as a proxy for
localization. (This point is discussed further in Ref. [200].)

2.2.2. Two universality classes of MBL transition

The exponents extracted from small-system studies of the MBL transition suggest that (at those scales)
the apparent correlation length exponent ν ≈ 1 [201, 202, 203]. This is inconsistent with the CCFS bounds
for random systems, which require that ν ≥ 2 for a stable critical point [204, 205]. Thus, the true critical
properties of the random transition must be different from those observed numerically [203]. This need
not be the case for quasiperiodic systems, however, since quasiperiodic systems are only constrained by the
weaker exponent inequality (due to Luck) that ν ≥ 1 [206].

There are therefore three logical possibilities for the coarse-grained behavior of the MBL transition
in quasiperiodic systems near the critical point (again, assuming this critical point exists [207]). The first
possibility is that thermal inclusions are simply irrelevant to the critical physics: instead, the phase transition
occurs because typical regions undergo an instability of the type first considered in Ref. [85], at which
resonances proliferate everywhere in the system. This scenario has the appealing feature of symmetry: on
general grounds, rare regions do not matter on the thermal side (and this is numerically supported [207]),
so it is tempting to suppose they should not matter on the localized side either. However, there are two
basic arguments against this scenario. First, the large-scale numerics of Ref. [207] show diffusion for very
weak interactions and for disorder considerably above the threshold for single-particle localization. This
extreme susceptibility of the single-particle localized case to weak interactions does not seem consistent with
a scenario in which the physics of delocalization occurs in typical localization volumes: typical localization
volumes are stable, per [20], until a finite critical interaction strength. Second, suppose that one is on the
MBL side of the transition, in a typical localized many-body eigenstate. In this state, each degree of freedom
experiences an effective potential that is a combination of the quasiperiodic lattice and the random on-site
Hartree shifts due to its neighbors. This effective potential is random, and will generically have large-scale
spatial fluctuations, which allow for appreciable fluctuations of the effective localization lengths of particles.
It seems inevitable that these fluctuations will give rise to rare regions that are anomalously delocalized.
Indeed, explorations of the optical conductivity of quasiperiodic MBL systems9—which is dominated by
resonances and rare regions—have found that this observable behaves similarly in quasiperiodic and random
MBL systems.

The two remaining possibilities are those in which rare thermal regions do matter, and the system is able
to form internal small baths. No explicit construction of these baths exists, but they provide the simplest
mechanism for the results of Refs. [207, 208] (see also Refs. [209, 210]). In the simplest scenario of this type,
the quasiperiodic and random instabilities are essentially identical: some set of “spectator” spins facilitates
the formation of a small delocalized bath, which then thermalizes the rest of the system via the avalanche

9V. Khemani, unpublished
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mechanism. The distribution of these avalanches is random (since it depends on the random occupations
of the initial state), which—taken at face value—would suggest that the critical theory should be the same
as that in the random case. The main drawback of this scenario is that it implies a many-body mobility
edge. If there exist regions and states in which some particles are delocalized over L1 sites, then one cannot
construct l-bits in such regions that are localized to fewer than L1 sites. However, the properties of the l-bits
do not depend on the state and are purely quasiperiodic; therefore, a breakdown of the l-bit picture in one
region immediately implies its breakdown in translations of that region by specific approximants. If MBL
occurs only when there is an l-bit construction, this scenario is impossible.

This brings us to the third scenario, in which the state near the transition consists of a quasiperiodic
sequence of thermal and insulating blocks (analogous to the block RG schemes discussed in Sec. 1.5) [200].
As one lowers the disorder potential, the l-bit construction breaks down in some regions of the potential
(e.g., because it is possible to construct avalanches there) while remaining well-defined in others. In this
scenario, the critical point is nonrandom (and in fact even has ν = 1 [200]), but the transition is still driven
by the point at which avalanches spread through the system.

2.2.3. Quasiperiodic MBL in higher dimensions

In dimensions greater than one, any avalanche will asymptotically spread through the system. Whether
such avalanches can still get started at sufficiently large values of the quasiperiodic potential (or at sufficiently
weak hopping) is unclear, however. Moreover, this question might not have a universal answer: different
classes of quasiperiodic potential might give different behavior. A demonstration that MBL exists for any
class of two-dimensional quasiperiodic potential would, however, be extremely significant: many of the exotic
phases of driven matter that require MBL to be stable only exist in two or more dimensions.

3. Unstable MBL: disordered systems that are constrained to thermalize

We turn now to a distinct class of disordered systems: those where prima facie the disorder is strong
enough for localization, but where for various reasons the system cannot enter a fully-MBL phase character-
ized by a full set of LIOMs. Instead, the system thermalizes, but at strong disorder the physics of MBL often
remains relevant and can both constrain the resulting phase diagram and reveal itself via unusual transport
phenomena.

There are two main classes of such protected thermal systems, that may be distinguished based on
whether the eventual thermalization is driven by ‘typical’ or ‘rare’ features of the disorder distribution. In
the former we place systems where the underlying global symmetry structure inevitably leads to an extensive
degeneracy that is incompatible with MBL in the restricted sense of having a full set of LIOMs, as well as
systems with sufficiently slowly decaying power law interactions. Among the latter we include systems where
rare thermal regions drive an ‘avalanche’ instability to the thermal phase, such as putative MBL phases in
d > 1 or with rapid power-law (or stretched exponential) decay.

3.1. Symmetry-breaking and Localization-Protected Order

We begin our discussion by first clarifying what we mean by ‘symmetry breaking’ in the MBL context.
In clean systems, a simple argument due to Peierls precludes the existence of discrete symmetry breaking
at non-zero energy density. Recall that the key feature of symmetry breaking is that a system of size L
prepared in one of the distinct broken-symmetry states takes exponentially long to tunnel into its symmetry-
related counterparts. At any nonzero energy density, however, the system will host a finite density of domain
wall excitations on top of the broken symmetry; in the clean system, these are mobile, and their motion
across the system facilitates tunneling between distinct broken-symmetry states, washing out the long-range
correlations in the spins. Since the domain walls are interacting point particles in 1D, in the presence of
disorder they can become (many-body) localized, and therefore are no longer effective in tunneling between
distinct broken symmetry sectors. Therefore, we can build a highly excited broken-symmetry state of the
infinite system by inserting a finite density of such frozen domain walls on top of one of the broken symmetry
ground states

∣∣Ψ0

〉
(that we assume, for simplicity, have all the spins aligned). This results in an eigenstate-

dependent ‘fingerprint pattern’ characterizing the discrete broken symmetry; however, each such pattern is
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exactly degenerate with the finite set of states related to it by adding the same set of domain walls on top of
one of the other infinite-volume ground states related to

∣∣Ψ0

〉
by the action of the global symmetry. Formally

in a finite system the symmetry is of course not broken and the eigenstates are reallty cat states, i.e. are
superpositions of macroscopic broken-symmetry states; the above statements are to be understood in analogy
with similar statements about the finite-size ground states of systems that break discrete symmetries, and
become precise in the L→∞ limit. While the local order parameter of any patch of the system fluctuates
wildly from eigenstate to eigenstate, i.e. is exponentially sensitive to the energy, the broken symmetry can
be diagnosed by a suitable infinite-temperature generalization of the Edwards-Anderson order parameter
familiar from spin glass theory, or by examining spin-spin autocorrelation functions in the time domain. This
is an example of eigenstate order [41], introduced in Ref.[211], where it was termed localization protected
order to emphasize its reliance on MBL to evade thermalization (see also Refs. [67, 212]) . The potential to
use MBL to “protect” unconventional non-equilibrium phases is one reason for broader interest in the field.
However, as we will see, the complex interplay of MBL with the preservation and breaking of continuous and
non-Abelian symmetry has tempered the initial optimistic pronouncements on the new possibilities that it
could open.

3.2. Systems with continuous nonabelian symmetries

3.2.1. Local Symmetry Action and Non-Abelian Symmetry

We begin by discussing how symmetries are realized in fully-MBL systems in one dimension. We do not
consider the case of putative partially-localized systems with a many-body mobility edge, or MBL in higher
dimensions, which are potentially unstable for reasons discussed in the next section. We also comment that
if we are willing to forego a description in terms of LIOMs, there is an additional intriguing possibility:
namely, that the system realizes a ‘quantum critical glass’ state that is not MBL but is nevertheless not
fully thermal. Such quantum critical glass phases were proposed as stable excited-state phases of spin chains
built from non-Abelian anyons [213]; however, these models have constrained Hilbert spaces that do not
admit a local tensor product structure. This automatically rules out a conventional description in terms
of LIOMs. It remains an open question whether the combination of disorder and interactions can lead to
emergent Hilbert-space constraints, and we do not explore this further. We mention that a distinct aspect of
thermalization in constrained Hilbert spaces has recently witnessed a resurgence motivated by experiments on
strongly-interacting trapped Rydberg gases; however, much of this has focused on proximity to integrability
in a disorder-free setting rather than links to MBL and so lies outside the scope of this review.

With these preliminaries in place, we now sketch why continuous non-Abelian symmetries obstruct local-
ization, following the elegant presentation of Ref [214]. Although the argument is very general, the intuition
behind it is familiar from elementary quantum mechanics: the excited states of systems with non-Abelian
symmetries, such as the hydrogen atom and a large spin-s rotor, are generically highly degenerate. If a
system with these symmetries were fully localized, one could disentangle it into separate blocks, each with
the symmetry acting on it. At high temperatures, most of these blocks would be in excited states and the
spectrum would therefore have massive degeneracies, making the system unstable to perturbations.

More formally, since we are considering fully-MBL systems we may leverage the l-bit description; let
{n1, n2, . . . , nN} be a complete set of l-bit labels, and take ξ to be the localization length. A natural way
to incorporate global symmetries in the MBL setting is to first demand that the single-site Hilbert space V
transforms under some linear representation (either reducible or irreducible) of the global symmetry group
G 10. The N -site Hilbert space is then given by the tensor product H = V⊗N . We further require that
the representation is faithful (i.e., distinct elements g ∈ G are mapped to distinct elements when acting on
V). A G-preserving fully-MBL phase is then defined to be one where the l-bit operators commute with the
symmetry generators g ∈ G; therefore, each l-bit string {nα} labels a (possibly non-degenerate) multiplet of
states Vn1,n2,...,nN that together form a representation of G. Now, let us assume that at least one of the l-bit
strings {n0

α} labels a non-degenerate eigenstate, that therefore must transform trivially under G: in other

10More precisely, to define a representation we must specify both a vector space V and a linear map φ : G → GL(V) where
GL(V) is the group of linear maps on V. However we shall follow the common practice of referring to the representation simply
by the Hilbert space on which it acts V, as in ‘spin-1/2 representation of SU(2)’.
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words, V0 = Vn0
1,n

0
2,...,n

0
N

is a dimension-one (singlet) representation of G. Changing an l-bit n0
α creates a local

excitation, but the resulting eigenstate transforms in a different representation Vnα ≡ Vn0
1,n

0
2,...,nα,...n

0
N

of G;

this is either an irreducible representation (or irrep) or can be reduced by adding generic local perturbations.
Since we only flipped a single l-bit, it follows that the Dnα = dimVnαeigenstates in this representation and
the original singlet eigenstate all only differ locally in the vicinity of rα. We now repeat this procedure to
excite a different l-bit β, viz. n0

β → nβ , and let Vnαnβ represent the corresponding representation.

As long as the two l-bits are sufficiently far apart, |rβ − rα| � ξ, we may argue that the symmetry
action factorizes on the two l-bits, i.e. that the representation on the two l-bits is just the direct product
of those on the individual l-bits, Vnαnβ = Vnα ⊗ Vnβ . (As an exact statement, this relies on l-bits that are
strictly local, but the more general case must be related to this by “dressing” with a finite-depth quasi-
local unitary transformation.) Iterating this argument for an extensive set of l-bits {α1, α2, . . . , αp} with
p ∼ O(N), and |rαi+1

− rαi | � ξ shows that the symmetry action factorizes on these l-bits, Vα1,α2,...,αp =
Vnα1

⊗ Vnα2
⊗ . . .⊗ Vnαp . In other words, G has local symmetry action on the l-bits.

The fact that MBL systems exhibit local symmetry action is innocuous if the symmetry group G has
purely one-dimensional irreps, i.e., if it is Abelian. However, it has profound consequences when G has
higher-dimensional irreps. Recall that the Hilbert space is simply a tensor product of the onsite Hilbert
spaces, H = ⊗αVα; since it is a faithful representation of G, it follows that all irreps of G are contained
in H for N sufficiently large (but finite). Therefore, as N → ∞, the Hilbert space has (at least) a finite
density of multidimensional irreps of G. Since the action of G factorizes on the l-bits, it follows that must
then be a finite density of local degeneracies corresponding to these multidmensonal irreps. In other words,
simply specifying an l-bit string does not fully identify an eigenstate in a G-symmetric phase when G is
non-Abelian: a finite fraction of the l-bits correspond to the multidimensional irreps, each of which requires
an additional label to distinguish states within the degenerate multiplet realizing the irrep. A more formal
version of this argument is provided in Ref. [214]. Note the crucial role played by local symmetry action:
without this, one cannot ascribe a local degeneracy to the irrep.

Such local degeneracies are generically unstable and require fine-tuning to preserve. While symmetry
forbids matrix elements between symmetry-unrelated states, since the majority of these states are at finite
energy density, it is unavoidable that a finite fraction of these degenerate states are exponentially close
in energy to other states to which they can couple by generic symmetry-preserving perturbations. Such
perturbations can have one of two consequences for a system with an l-bit description. First, strong enough
disorder can drive spontaneous symmetry breaking in the eigenstates so that they are only invariant under a
discrete Abelian subgroup of the full non-Abelian symmetry group. For this to be consistent with MBL, the
symmetry that is broken must be discrete since the spontaneous breaking of a continuous global symmetry is
believed to be incompatible with MBL 11. We now consider three examples that each demonstrate different
ways in which non-Abelian symmetry constrains non-equilibrium/eigenstate phase structure,

3.2.2. Quantum Clock Models and Broken-Symmetry Paramagnets

As our first example, we first discuss the random-bond quantum Potts/clock chains that provide an
example of MBL-enforced symmetry breaking [217]. These models have a global Dn symmetry that is non-
Abelian for n ≥ 3. Dn = ZnoZ2 is the group of symmetries of a regular n-gon: Zn rotation by 2π/n, and Z2

reflection (sometimes termed a ‘chiral’ symmetry), whose non-commutativity is indicated by the semidirect
product (o). The Hamiltonian for an L-site system is given by

H = −
L−1∑
j=1

Jj σ̂
†
j σ̂
†
j+1 −

L∑
j=1

hj τ̂
†
j + h.c., (11)

where Jj , hj are real and random (for generic complex-valued couplings, the Z2 is absent and the symmetry
group is Abelian). The operators commute on different sites and satisfy σ̂nj = τ̂nj = 1, σ̂j τ̂j = ωτ̂j σ̂j . on

11This is because on general grounds the localization length is expected to diverge at long length scales for at least a finite
fraction of the spectrum due to Goldstone mode physics [215], and it has been argued that embedding a finite density of such
extended states in the many-body spectrum destabilizes MBL [216].
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MBL Z3-SG

fully
symmetry-broken

<latexit sha1_base64="thFIKV5R9EwES+faBydjVkPt1As=">AAACRHicbVDLSgMxFM34rOOr6tJNsApuLDMK6lJ0oQsFRatip5QkvW1DM5khyRSGYT7OjR/gzi9w40IRt2KmFvF1IHA495FzD40F18bzHpyR0bHxicnSlDs9Mzs3X15YvNRRohjUWCQidU2JBsEl1Aw3Aq5jBSSkAq5o76CoX/VBaR7JC5PG0AhJR/I2Z8RYqVmuBxQ6XGYMpAGVuyf7x3g1CInpUprd5M2t1Y3zQxwEbtDXMWGQbccmd9uJEKkVdRqGYFS6QVXUA4ndAGTra1ezXPGq3gD4L/GHpIKGOG2W74NWxJLQzjNBtK77XmwaGVGGMwG5GyQarIke6UDdUklC0I1sEEKO16zSwu1I2ScNHqjfJzISauuX2s7iPP27Voj/1eqJae82Mi7jxIBknx/ZALCJcJEobnEFzIjUEsIUt14x6xJFmA1BFyH4v0/+Sy43q75X9c82K3vrwzhKaBmtoHXkox20h47QKaohhm7RI3pGL86d8+S8Om+frSPOcGYJ/YDz/gFOqbD7</latexit><latexit sha1_base64="thFIKV5R9EwES+faBydjVkPt1As=">AAACRHicbVDLSgMxFM34rOOr6tJNsApuLDMK6lJ0oQsFRatip5QkvW1DM5khyRSGYT7OjR/gzi9w40IRt2KmFvF1IHA495FzD40F18bzHpyR0bHxicnSlDs9Mzs3X15YvNRRohjUWCQidU2JBsEl1Aw3Aq5jBSSkAq5o76CoX/VBaR7JC5PG0AhJR/I2Z8RYqVmuBxQ6XGYMpAGVuyf7x3g1CInpUprd5M2t1Y3zQxwEbtDXMWGQbccmd9uJEKkVdRqGYFS6QVXUA4ndAGTra1ezXPGq3gD4L/GHpIKGOG2W74NWxJLQzjNBtK77XmwaGVGGMwG5GyQarIke6UDdUklC0I1sEEKO16zSwu1I2ScNHqjfJzISauuX2s7iPP27Voj/1eqJae82Mi7jxIBknx/ZALCJcJEobnEFzIjUEsIUt14x6xJFmA1BFyH4v0/+Sy43q75X9c82K3vrwzhKaBmtoHXkox20h47QKaohhm7RI3pGL86d8+S8Om+frSPOcGYJ/YDz/gFOqbD7</latexit><latexit sha1_base64="thFIKV5R9EwES+faBydjVkPt1As=">AAACRHicbVDLSgMxFM34rOOr6tJNsApuLDMK6lJ0oQsFRatip5QkvW1DM5khyRSGYT7OjR/gzi9w40IRt2KmFvF1IHA495FzD40F18bzHpyR0bHxicnSlDs9Mzs3X15YvNRRohjUWCQidU2JBsEl1Aw3Aq5jBSSkAq5o76CoX/VBaR7JC5PG0AhJR/I2Z8RYqVmuBxQ6XGYMpAGVuyf7x3g1CInpUprd5M2t1Y3zQxwEbtDXMWGQbccmd9uJEKkVdRqGYFS6QVXUA4ndAGTra1ezXPGq3gD4L/GHpIKGOG2W74NWxJLQzjNBtK77XmwaGVGGMwG5GyQarIke6UDdUklC0I1sEEKO16zSwu1I2ScNHqjfJzISauuX2s7iPP27Voj/1eqJae82Mi7jxIBknx/ZALCJcJEobnEFzIjUEsIUt14x6xJFmA1BFyH4v0/+Sy43q75X9c82K3vrwzhKaBmtoHXkox20h47QKaohhm7RI3pGL86d8+S8Om+frSPOcGYJ/YDz/gFOqbD7</latexit><latexit sha1_base64="thFIKV5R9EwES+faBydjVkPt1As=">AAACRHicbVDLSgMxFM34rOOr6tJNsApuLDMK6lJ0oQsFRatip5QkvW1DM5khyRSGYT7OjR/gzi9w40IRt2KmFvF1IHA495FzD40F18bzHpyR0bHxicnSlDs9Mzs3X15YvNRRohjUWCQidU2JBsEl1Aw3Aq5jBSSkAq5o76CoX/VBaR7JC5PG0AhJR/I2Z8RYqVmuBxQ6XGYMpAGVuyf7x3g1CInpUprd5M2t1Y3zQxwEbtDXMWGQbccmd9uJEKkVdRqGYFS6QVXUA4ndAGTra1ezXPGq3gD4L/GHpIKGOG2W74NWxJLQzjNBtK77XmwaGVGGMwG5GyQarIke6UDdUklC0I1sEEKO16zSwu1I2ScNHqjfJzISauuX2s7iPP27Voj/1eqJae82Mi7jxIBknx/ZALCJcJEobnEFzIjUEsIUt14x6xJFmA1BFyH4v0/+Sy43q75X9c82K3vrwzhKaBmtoHXkox20h47QKaohhm7RI3pGL86d8+S8Om+frSPOcGYJ/YDz/gFOqbD7</latexit>

‘chiral’ MBL PM

Z3 preserved
Z2 broken

<latexit sha1_base64="R5UtmKsqW63HRpDVW9r+SV5+XuA=">AAACVXicbVDLSgMxFM2M9TW+qi7dBFvRVZmpoC5FNy4UKlhb7JSaZG7b0ExmSDKFMsxPuhH/xI1gWivUx4XA4Zz7ODk0FVwb339z3KXS8srq2rq3sbm1vVPe3XvUSaYYNFkiEtWmRIPgEpqGGwHtVAGJqYAWHV1P9dYYlOaJfDCTFLoxGUje54wYS/XKIqQw4DJnIA2owntmQ66IOMZ3V7e4cYfD0AvHOiUM8rPUFF41jIkZUpo/Fb3TKra3NKgxRLZvUapXMVXJCKQXgoy+t/fKFb/mzwr/BcEcVNC8Gr3ySxglLIvtOBNE607gp6abE2U4E1B4YabBehuRAXQslCQG3c1nqRT4yDIR7ifKPmnwjF2cyEms9SSmtnNqXP/WpuR/Wicz/YtuzmWaGZDs61A/E9gkeBoxjrgCZsTEAsIUt14xGxJFmM1AezaE4PeX/4LHei3wa8F9vXJ5Mo9jDR2gQ3SCAnSOLtENaqAmYugFvTuO4zqvzodbcle+Wl1nPrOPfpS78wl2ubKS</latexit><latexit sha1_base64="R5UtmKsqW63HRpDVW9r+SV5+XuA=">AAACVXicbVDLSgMxFM2M9TW+qi7dBFvRVZmpoC5FNy4UKlhb7JSaZG7b0ExmSDKFMsxPuhH/xI1gWivUx4XA4Zz7ODk0FVwb339z3KXS8srq2rq3sbm1vVPe3XvUSaYYNFkiEtWmRIPgEpqGGwHtVAGJqYAWHV1P9dYYlOaJfDCTFLoxGUje54wYS/XKIqQw4DJnIA2owntmQ66IOMZ3V7e4cYfD0AvHOiUM8rPUFF41jIkZUpo/Fb3TKra3NKgxRLZvUapXMVXJCKQXgoy+t/fKFb/mzwr/BcEcVNC8Gr3ySxglLIvtOBNE607gp6abE2U4E1B4YabBehuRAXQslCQG3c1nqRT4yDIR7ifKPmnwjF2cyEms9SSmtnNqXP/WpuR/Wicz/YtuzmWaGZDs61A/E9gkeBoxjrgCZsTEAsIUt14xGxJFmM1AezaE4PeX/4LHei3wa8F9vXJ5Mo9jDR2gQ3SCAnSOLtENaqAmYugFvTuO4zqvzodbcle+Wl1nPrOPfpS78wl2ubKS</latexit><latexit sha1_base64="R5UtmKsqW63HRpDVW9r+SV5+XuA=">AAACVXicbVDLSgMxFM2M9TW+qi7dBFvRVZmpoC5FNy4UKlhb7JSaZG7b0ExmSDKFMsxPuhH/xI1gWivUx4XA4Zz7ODk0FVwb339z3KXS8srq2rq3sbm1vVPe3XvUSaYYNFkiEtWmRIPgEpqGGwHtVAGJqYAWHV1P9dYYlOaJfDCTFLoxGUje54wYS/XKIqQw4DJnIA2owntmQ66IOMZ3V7e4cYfD0AvHOiUM8rPUFF41jIkZUpo/Fb3TKra3NKgxRLZvUapXMVXJCKQXgoy+t/fKFb/mzwr/BcEcVNC8Gr3ySxglLIvtOBNE607gp6abE2U4E1B4YabBehuRAXQslCQG3c1nqRT4yDIR7ifKPmnwjF2cyEms9SSmtnNqXP/WpuR/Wicz/YtuzmWaGZDs61A/E9gkeBoxjrgCZsTEAsIUt14xGxJFmM1AezaE4PeX/4LHei3wa8F9vXJ5Mo9jDR2gQ3SCAnSOLtENaqAmYugFvTuO4zqvzodbcle+Wl1nPrOPfpS78wl2ubKS</latexit><latexit sha1_base64="R5UtmKsqW63HRpDVW9r+SV5+XuA=">AAACVXicbVDLSgMxFM2M9TW+qi7dBFvRVZmpoC5FNy4UKlhb7JSaZG7b0ExmSDKFMsxPuhH/xI1gWivUx4XA4Zz7ODk0FVwb339z3KXS8srq2rq3sbm1vVPe3XvUSaYYNFkiEtWmRIPgEpqGGwHtVAGJqYAWHV1P9dYYlOaJfDCTFLoxGUje54wYS/XKIqQw4DJnIA2owntmQ66IOMZ3V7e4cYfD0AvHOiUM8rPUFF41jIkZUpo/Fb3TKra3NKgxRLZvUapXMVXJCKQXgoy+t/fKFb/mzwr/BcEcVNC8Gr3ySxglLIvtOBNE607gp6abE2U4E1B4YabBehuRAXQslCQG3c1nqRT4yDIR7ifKPmnwjF2cyEms9SSmtnNqXP/WpuR/Wicz/YtuzmWaGZDs61A/E9gkeBoxjrgCZsTEAsIUt14xGxJFmM1AezaE4PeX/4LHei3wa8F9vXJ5Mo9jDR2gQ3SCAnSOLtENaqAmYugFvTuO4zqvzodbcle+Wl1nPrOPfpS78wl2ubKS</latexit>

(trivial)
<latexit sha1_base64="Tp8VoV/tQBIqwOUUi+ypv05YwdM=">AAAB8HicbVA9SwNBEJ2LXzF+RS1tFoMQm3CXRsuAjWUE8yHJEfY2e8mS3btjdy4QjvwKGwtFbP05dv4bN8kVmvhg4PHeDDPzgkQKg6777RS2tnd294r7pYPDo+OT8ulZ28SpZrzFYhnrbkANlyLiLRQoeTfRnKpA8k4wuVv4nSnXRsTRI84S7is6ikQoGEUrPVVRi6mg8npQrrg1dwmySbycVCBHc1D+6g9jlioeIZPUmJ7nJuhnVKNgks9L/dTwhLIJHfGepRFV3PjZ8uA5ubLKkISxthUhWaq/JzKqjJmpwHYqimOz7i3E/7xeiuGtn4koSZFHbLUoTCXBmCy+J0OhOUM5s4QyLeythI2ppgxtRiUbgrf+8iZp12ueW/Me6pVGNY+jCBdwCVXw4AYacA9NaAEDBc/wCm+Odl6cd+dj1Vpw8plz+APn8wdcL5AE</latexit><latexit sha1_base64="Tp8VoV/tQBIqwOUUi+ypv05YwdM=">AAAB8HicbVA9SwNBEJ2LXzF+RS1tFoMQm3CXRsuAjWUE8yHJEfY2e8mS3btjdy4QjvwKGwtFbP05dv4bN8kVmvhg4PHeDDPzgkQKg6777RS2tnd294r7pYPDo+OT8ulZ28SpZrzFYhnrbkANlyLiLRQoeTfRnKpA8k4wuVv4nSnXRsTRI84S7is6ikQoGEUrPVVRi6mg8npQrrg1dwmySbycVCBHc1D+6g9jlioeIZPUmJ7nJuhnVKNgks9L/dTwhLIJHfGepRFV3PjZ8uA5ubLKkISxthUhWaq/JzKqjJmpwHYqimOz7i3E/7xeiuGtn4koSZFHbLUoTCXBmCy+J0OhOUM5s4QyLeythI2ppgxtRiUbgrf+8iZp12ueW/Me6pVGNY+jCBdwCVXw4AYacA9NaAEDBc/wCm+Odl6cd+dj1Vpw8plz+APn8wdcL5AE</latexit><latexit sha1_base64="Tp8VoV/tQBIqwOUUi+ypv05YwdM=">AAAB8HicbVA9SwNBEJ2LXzF+RS1tFoMQm3CXRsuAjWUE8yHJEfY2e8mS3btjdy4QjvwKGwtFbP05dv4bN8kVmvhg4PHeDDPzgkQKg6777RS2tnd294r7pYPDo+OT8ulZ28SpZrzFYhnrbkANlyLiLRQoeTfRnKpA8k4wuVv4nSnXRsTRI84S7is6ikQoGEUrPVVRi6mg8npQrrg1dwmySbycVCBHc1D+6g9jlioeIZPUmJ7nJuhnVKNgks9L/dTwhLIJHfGepRFV3PjZ8uA5ubLKkISxthUhWaq/JzKqjJmpwHYqimOz7i3E/7xeiuGtn4koSZFHbLUoTCXBmCy+J0OhOUM5s4QyLeythI2ppgxtRiUbgrf+8iZp12ueW/Me6pVGNY+jCBdwCVXw4AYacA9NaAEDBc/wCm+Odl6cd+dj1Vpw8plz+APn8wdcL5AE</latexit><latexit sha1_base64="Tp8VoV/tQBIqwOUUi+ypv05YwdM=">AAAB8HicbVA9SwNBEJ2LXzF+RS1tFoMQm3CXRsuAjWUE8yHJEfY2e8mS3btjdy4QjvwKGwtFbP05dv4bN8kVmvhg4PHeDDPzgkQKg6777RS2tnd294r7pYPDo+OT8ulZ28SpZrzFYhnrbkANlyLiLRQoeTfRnKpA8k4wuVv4nSnXRsTRI84S7is6ikQoGEUrPVVRi6mg8npQrrg1dwmySbycVCBHc1D+6g9jlioeIZPUmJ7nJuhnVKNgks9L/dTwhLIJHfGepRFV3PjZ8uA5ubLKkISxthUhWaq/JzKqjJmpwHYqimOz7i3E/7xeiuGtn4koSZFHbLUoTCXBmCy+J0OhOUM5s4QyLeythI2ppgxtRiUbgrf+8iZp12ueW/Me6pVGNY+jCBdwCVXw4AYacA9NaAEDBc/wCm+Odl6cd+dj1Vpw8plz+APn8wdcL5AE</latexit>

(topol.)
<latexit sha1_base64="SqBTE7DnAGLWIe5fxH1dZE1xhFg=">AAAB73icbVBNS8NAEJ34WetX1aOXYBHqJSS96LHgxWMF+wFtKJvtpl262Y27E6GE/gkvHhTx6t/x5r9x2+agrQ8GHu/NMDMvSgU36Pvfzsbm1vbObmmvvH9weHRcOTltG5VpylpUCaW7ETFMcMlayFGwbqoZSSLBOtHkdu53npg2XMkHnKYsTMhI8phTglbq1lClSnhXg0rV9/wF3HUSFKQKBZqDyld/qGiWMIlUEGN6gZ9imBONnAo2K/czw1JCJ2TEepZKkjAT5ot7Z+6lVYZurLQtie5C/T2Rk8SYaRLZzoTg2Kx6c/E/r5dhfBPmXKYZMkmXi+JMuKjc+fPukGtGUUwtIVRze6tLx0QTijaisg0hWH15nbTrXuB7wX292qgVcZTgHC6gBgFcQwPuoAktoCDgGV7hzXl0Xpx352PZuuEUM2fwB87nD0Laj1s=</latexit><latexit sha1_base64="SqBTE7DnAGLWIe5fxH1dZE1xhFg=">AAAB73icbVBNS8NAEJ34WetX1aOXYBHqJSS96LHgxWMF+wFtKJvtpl262Y27E6GE/gkvHhTx6t/x5r9x2+agrQ8GHu/NMDMvSgU36Pvfzsbm1vbObmmvvH9weHRcOTltG5VpylpUCaW7ETFMcMlayFGwbqoZSSLBOtHkdu53npg2XMkHnKYsTMhI8phTglbq1lClSnhXg0rV9/wF3HUSFKQKBZqDyld/qGiWMIlUEGN6gZ9imBONnAo2K/czw1JCJ2TEepZKkjAT5ot7Z+6lVYZurLQtie5C/T2Rk8SYaRLZzoTg2Kx6c/E/r5dhfBPmXKYZMkmXi+JMuKjc+fPukGtGUUwtIVRze6tLx0QTijaisg0hWH15nbTrXuB7wX292qgVcZTgHC6gBgFcQwPuoAktoCDgGV7hzXl0Xpx352PZuuEUM2fwB87nD0Laj1s=</latexit><latexit sha1_base64="SqBTE7DnAGLWIe5fxH1dZE1xhFg=">AAAB73icbVBNS8NAEJ34WetX1aOXYBHqJSS96LHgxWMF+wFtKJvtpl262Y27E6GE/gkvHhTx6t/x5r9x2+agrQ8GHu/NMDMvSgU36Pvfzsbm1vbObmmvvH9weHRcOTltG5VpylpUCaW7ETFMcMlayFGwbqoZSSLBOtHkdu53npg2XMkHnKYsTMhI8phTglbq1lClSnhXg0rV9/wF3HUSFKQKBZqDyld/qGiWMIlUEGN6gZ9imBONnAo2K/czw1JCJ2TEepZKkjAT5ot7Z+6lVYZurLQtie5C/T2Rk8SYaRLZzoTg2Kx6c/E/r5dhfBPmXKYZMkmXi+JMuKjc+fPukGtGUUwtIVRze6tLx0QTijaisg0hWH15nbTrXuB7wX292qgVcZTgHC6gBgFcQwPuoAktoCDgGV7hzXl0Xpx352PZuuEUM2fwB87nD0Laj1s=</latexit><latexit sha1_base64="SqBTE7DnAGLWIe5fxH1dZE1xhFg=">AAAB73icbVBNS8NAEJ34WetX1aOXYBHqJSS96LHgxWMF+wFtKJvtpl262Y27E6GE/gkvHhTx6t/x5r9x2+agrQ8GHu/NMDMvSgU36Pvfzsbm1vbObmmvvH9weHRcOTltG5VpylpUCaW7ETFMcMlayFGwbqoZSSLBOtHkdu53npg2XMkHnKYsTMhI8phTglbq1lClSnhXg0rV9/wF3HUSFKQKBZqDyld/qGiWMIlUEGN6gZ9imBONnAo2K/czw1JCJ2TEepZKkjAT5ot7Z+6lVYZurLQtie5C/T2Rk8SYaRLZzoTg2Kx6c/E/r5dhfBPmXKYZMkmXi+JMuKjc+fPukGtGUUwtIVRze6tLx0QTijaisg0hWH15nbTrXuB7wX292qgVcZTgHC6gBgFcQwPuoAktoCDgGV7hzXl0Xpx352PZuuEUM2fwB87nD0Laj1s=</latexit>

Jtyp/htyp
<latexit sha1_base64="XHaxHpkcqegzUDZE7yihBeh7adY=">AAACBnicbVDLSsNAFJ3UV62vqEsRBovQVU1E0GXBjbiqYB/QhjCZTtqhk0mYuRFL6MqNv+LGhSJu/QZ3/o3TNgvbeuDCmXPuZe49QSK4Bsf5sQorq2vrG8XN0tb2zu6evX/Q1HGqKGvQWMSqHRDNBJesARwEayeKkSgQrBUMryd+64EpzWN5D6OEeRHpSx5ySsBIvn1862ddYI+QGXc8PhvMPX277FSdKfAycXNSRjnqvv3d7cU0jZgEKojWHddJwMuIAk4FG5e6qWYJoUPSZx1DJYmY9rLpGWN8apQeDmNlSgKeqn8nMhJpPYoC0xkRGOhFbyL+53VSCK+8jMskBSbp7KMwFRhiPMkE97hiFMTIEEIVN7tiOiCKUDDJlUwI7uLJy6R5XnWdqnt3Ua5V8jiK6AidoApy0SWqoRtURw1E0RN6QW/o3Xq2Xq0P63PWWrDymUM0B+vrF0O7mi4=</latexit><latexit sha1_base64="XHaxHpkcqegzUDZE7yihBeh7adY=">AAACBnicbVDLSsNAFJ3UV62vqEsRBovQVU1E0GXBjbiqYB/QhjCZTtqhk0mYuRFL6MqNv+LGhSJu/QZ3/o3TNgvbeuDCmXPuZe49QSK4Bsf5sQorq2vrG8XN0tb2zu6evX/Q1HGqKGvQWMSqHRDNBJesARwEayeKkSgQrBUMryd+64EpzWN5D6OEeRHpSx5ySsBIvn1862ddYI+QGXc8PhvMPX277FSdKfAycXNSRjnqvv3d7cU0jZgEKojWHddJwMuIAk4FG5e6qWYJoUPSZx1DJYmY9rLpGWN8apQeDmNlSgKeqn8nMhJpPYoC0xkRGOhFbyL+53VSCK+8jMskBSbp7KMwFRhiPMkE97hiFMTIEEIVN7tiOiCKUDDJlUwI7uLJy6R5XnWdqnt3Ua5V8jiK6AidoApy0SWqoRtURw1E0RN6QW/o3Xq2Xq0P63PWWrDymUM0B+vrF0O7mi4=</latexit><latexit sha1_base64="XHaxHpkcqegzUDZE7yihBeh7adY=">AAACBnicbVDLSsNAFJ3UV62vqEsRBovQVU1E0GXBjbiqYB/QhjCZTtqhk0mYuRFL6MqNv+LGhSJu/QZ3/o3TNgvbeuDCmXPuZe49QSK4Bsf5sQorq2vrG8XN0tb2zu6evX/Q1HGqKGvQWMSqHRDNBJesARwEayeKkSgQrBUMryd+64EpzWN5D6OEeRHpSx5ySsBIvn1862ddYI+QGXc8PhvMPX277FSdKfAycXNSRjnqvv3d7cU0jZgEKojWHddJwMuIAk4FG5e6qWYJoUPSZx1DJYmY9rLpGWN8apQeDmNlSgKeqn8nMhJpPYoC0xkRGOhFbyL+53VSCK+8jMskBSbp7KMwFRhiPMkE97hiFMTIEEIVN7tiOiCKUDDJlUwI7uLJy6R5XnWdqnt3Ua5V8jiK6AidoApy0SWqoRtURw1E0RN6QW/o3Xq2Xq0P63PWWrDymUM0B+vrF0O7mi4=</latexit><latexit sha1_base64="XHaxHpkcqegzUDZE7yihBeh7adY=">AAACBnicbVDLSsNAFJ3UV62vqEsRBovQVU1E0GXBjbiqYB/QhjCZTtqhk0mYuRFL6MqNv+LGhSJu/QZ3/o3TNgvbeuDCmXPuZe49QSK4Bsf5sQorq2vrG8XN0tb2zu6evX/Q1HGqKGvQWMSqHRDNBJesARwEayeKkSgQrBUMryd+64EpzWN5D6OEeRHpSx5ySsBIvn1862ddYI+QGXc8PhvMPX277FSdKfAycXNSRjnqvv3d7cU0jZgEKojWHddJwMuIAk4FG5e6qWYJoUPSZx1DJYmY9rLpGWN8apQeDmNlSgKeqn8nMhJpPYoC0xkRGOhFbyL+53VSCK+8jMskBSbp7KMwFRhiPMkE97hiFMTIEEIVN7tiOiCKUDDJlUwI7uLJy6R5XnWdqnt3Ua5V8jiK6AidoApy0SWqoRtURw1E0RN6QW/o3Xq2Xq0P63PWWrDymUM0B+vrF0O7mi4=</latexit>
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Figure 3: Schematic eigenstate phase diagram of the 1D quantum clock model, characterized by non-Abelian D3
∼= Z3 o Z2

global symmetry, as a function of the tuning parameter Jtyp/htyp and disorder strength W . Here, Jtyp, htyp are typical values
of the random bond/field terms, which generically have broad distributions. For strong disorder, the model has two many-body
localized phases, neither of which preserves the D3 symmetry fully. For htyp � Jtyp, the eigenstate phase spontaneously breaks
the Z3 symmetry in a glassy manner; this automatically breaks the Z2 symmetry owing to the semidirect product structure.
On the other hand, for htyp � Jtyp, the system is in an MBL phase that is a Z3 paramagnet. However, in highly excited
states, this phase breaks the residual Z2 symmetry, spontaneously generating ‘chirality’ in the system. Numerical studies are
inconclusive as to whether there is a direct transition between these MBL phases, or whether there is an intervening sliver of
‘quantum critical glass’ or ETH phase extending to strong disorder (dashed lines). For weaker disorder, an intervening ETH
phase is robustly present in such simulations. A generalized Jordan-Wigner transformation maps the chiral paramagnet/MBL
spin glass respectively into trivial/topological phases of an interacting disordered parafermion chain.

a single site, where ω = e
2πi
n . The Hilbert state on each site can be taken to have n states; in the basis

where σ is diagonal, we may take the operators to have matrix elements (σ)ll′ = ωl−1δl,l′ , (τ)ll′ = δl+1,l′ ,
where l, l′ ∈ 1, 2, . . . , n, and we identify n + 1 ≡ 1. The total Hilbert space for H is then just the tensor
product of the site Hilbert space. σ̂j , τ̂j are the natural generalizations of the Pauli σz, σx operators of the
quantum Ising model; it is convenient to refer to as ‘weight’ and ‘shift’ operators respectively. For weak
disorder, we expect that highly excited states of the model simply satisfy ETH, and therefore preserve all
the symmetries. At strong disorder, the situation is more complex; numerical studies of model 11 with n = 3
reveal that it has (at least) two distinct phases in this limit. One of these is a Z3 spin glass phase that breaks
the threefold rotation symmetry; owing to the semidirect product structure, this automatically also breaks
the Z2 symmetry 12 The second phase that is unambiguously identified in numerics is an unusual ‘chiral
paramagnet’. Here, the system preserves the Z3 symmetry, but the eigenstates spontaneously break the
symmetry between the three distinct eigenstates of the shift operator τ̂j in the σ̂-basis, effectively generating

a chirality or handedness under Z2, diagnosed by Ĵj = 1
i
√

3
(τ̂j − τ̂ †j ). As in all cases of eigenstate order, in

both cases the symmetry is broken in a spatially glassy fashion, and can only be detected by examining order
parameters of the Edwards-Anderson type. Besides these two broken symmetry phases, Ref. [218] argued
for the existence also of a quantum critical glass phase ; while at present there remains as yet no definitive
evidence for this phase, it remains an intriguing possibility as a route to a non-ergodic yet non-localized
phase. Fig. 3 summarizes this phase structure.

12This maps via a duality transformation onto a ‘topological’ phase of a parafermionic chain with zero-energy boundary
states, providing an example of a system where MBL can be used to stabilize topologically-protected end states at finite energy
density in an intrinsically interacting system.
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3.2.3. Random-bond XXZ models and symmetry-breaking at the MBL transition

A second scenario [219] is exemplified by the random-bond XXZ spin-1/2 chain, described by

H = −
L−1∑
j=1

Jj(S
x
j S

x
j+1 + Syj S

y
j+1 + ∆Szj S

z
j+1) (12)

where as before we choose Ji > 0 to be random. For ∆ 6= 1 the symmetry of the model U(1)oZ2, consisting
of U(1) rotations about the z-axis in spin space, and a global Ising flip Sz 7→ −Sz; similarly to the Dn

example generic U(1) rotations by an angle θ 6∈ πZ fails to commute with the Ising flip, since the latter
rotates the axis of U(1) symmetry. However unlike in the Dn case, there is no way to preserve the Z2

symmetry and remain localized, since this would require breaking the continuous U(1) symmetry (which as
we have noted above is impossible). For ∆ = 0, the model maps via a Jordan-Wigner transformation to a
free-fermion chain with random hopping; in the taxonomy of localization problems and symmetry-protected
topological phases [220, 221, 222] this is an example of what is variously termed class AIII/bipartite random
hopping/particle-hole symmetric localization, characterized by a sublattice symmetry13 and the divergence
of the single-particle localization length at zero energy.

The ground-state properties of the random-bond XXZ chain are known to be controlled by an infinite-
randomness fixed point of the ‘random singlet’ type, accessed via a strong-disorder renormalization group
approach (SDRG) [223]. For the ∆ = 0 ‘XX’ chain— corresponding to free theory in the fermionic language
— it is possible to generalize the SDRG to tackle excited eigenstates [224]. Such generalizations were first
introduced to study the excited states of the random transverse-field Ising chain [225]. The procedure consists
of iterating the following steps: (i) identify the term Hmax in the Hamiltonian with the strongest coupling;
(ii) solve Hmax exactly in isolation, i.e. ignoring all the other terms H −Hmax; (iii) we then decimate the
degrees of freedom involved in Hmax as follows. We first choose one of the energy levels of Hmax; this will
either be a singlet or else consist of a symmetry-enforced multiplet. If it is a singlet, we freeze the degrees
of freedom involved in the singlet and compute the couplings between the remaining degrees of freedom
mediated by virtual fluctuations of Hmax; usually going to second order in pertrubation theory is sufficient.
If it is instead a multiplet, we replace it by an effective spin, and compute the couplings of this effective
spin with the remaining degrees of freedom (usually, first-order perturbation theory). These processes can
also be recast as sequential Schrieffer-Wolff rotations [225]. Iterating this procedure produces a flow in the
space of Hamiltonians, that can be either numerically studied or analytically recast as a set of integro-
differential flow equations for the distributions of couplings. For many problems, this approximate scheme
may be self-consistently justified, in that the quality of the approximation is controlled by the breadth of
the coupling distributions, which in turn become broader as the RG flows: in other words, its predictions
are asymptotically exact. The original SDRG procedure for understanding ground states always targeted
the lowest energy level of Hmax at each step; Ref. [225] argued that one could instead target excited states
by choosing other levels of Hmax.

When applied to the XX chain, as noted in Ref. [224] this generalization naturally produces an extensive
set of degeneracies at any finite energy density — basically, for any ∆ the spectrum of a individual XXZ
bond term consists of two singlets and a doublet, but upon replacing the doublet with an effective spin we
find that for ∆ = 0 this decouples from the rest of the system. A typical finite energy-density excited state
will have a finite density of such decoupled effective spins-1/2. This provides a microscopic example of how
an extensive degeneracy is enforced by non-Abelian symmetry. In both ground states and excited states
for ∆ = 0, the divergence of the single-particle localization length is manifested in the logarithmic scaling
of the entanglement entropy of any finite subregion with its size, and in the usual ‘infinite randomness’
length-time relation lψ ∼ | ln t| with ψ = 1/2, corresponding heuristically to a dynamical critical exponent,
z =∞. This suggests that the interacting chain is a candidate for ‘marginal MBL’ [216]. Indeed, a different
generalization of the SDRG adapted to computing time evolution rather than eigenstates [226] suggested
that an initial product state of the Néel form, viz,

∣∣ ↑↓↑↓ . . . 〉 would show growth of entanglement and
correlations distinct from those of the fully-MBL phase, but that could be captured by random-singlet type

13This is variously termed a ‘chiral’ or ‘particle-hole’ symmetry, and depending on details — e.g. if the fermionic hopping
terms are real or complex — can also be related to the BDI topological class.
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<latexit sha1_base64="tGLAh0Kaakhof7v8W8sov9O29is=">AAAB9XicbVBNT8JAEJ3iF+IX6tHLRmLiQUnLRY8kXjxiItAEKtlut7Bhu9vsbjWk4X948aAxXv0v3vw3LtCDgi+Z5OW9mczMC1POtHHdb6e0tr6xuVXeruzs7u0fVA+POlpmitA2kVwqP8SaciZo2zDDqZ8qipOQ0244vpn53UeqNJPi3kxSGiR4KFjMCDZWelBYRDK5DKWIkO8PqjW37s6BVolXkBoUaA2qX/1IkiyhwhCOte55bmqCHCvDCKfTSj/TNMVkjIe0Z6nACdVBPr96is6sEqFYKlvCoLn6eyLHidaTJLSdCTYjvezNxP+8Xmbi6yBnIs0MFWSxKM44MhLNIkARU5QYPrEEE8XsrYiMsMLE2KAqNgRv+eVV0mnUPbfu3TVqzYsijjKcwCmcgwdX0IRbaEEbCCh4hld4c56cF+fd+Vi0lpxi5hj+wPn8AfNLkg8=</latexit><latexit sha1_base64="tGLAh0Kaakhof7v8W8sov9O29is=">AAAB9XicbVBNT8JAEJ3iF+IX6tHLRmLiQUnLRY8kXjxiItAEKtlut7Bhu9vsbjWk4X948aAxXv0v3vw3LtCDgi+Z5OW9mczMC1POtHHdb6e0tr6xuVXeruzs7u0fVA+POlpmitA2kVwqP8SaciZo2zDDqZ8qipOQ0244vpn53UeqNJPi3kxSGiR4KFjMCDZWelBYRDK5DKWIkO8PqjW37s6BVolXkBoUaA2qX/1IkiyhwhCOte55bmqCHCvDCKfTSj/TNMVkjIe0Z6nACdVBPr96is6sEqFYKlvCoLn6eyLHidaTJLSdCTYjvezNxP+8Xmbi6yBnIs0MFWSxKM44MhLNIkARU5QYPrEEE8XsrYiMsMLE2KAqNgRv+eVV0mnUPbfu3TVqzYsijjKcwCmcgwdX0IRbaEEbCCh4hld4c56cF+fd+Vi0lpxi5hj+wPn8AfNLkg8=</latexit><latexit sha1_base64="tGLAh0Kaakhof7v8W8sov9O29is=">AAAB9XicbVBNT8JAEJ3iF+IX6tHLRmLiQUnLRY8kXjxiItAEKtlut7Bhu9vsbjWk4X948aAxXv0v3vw3LtCDgi+Z5OW9mczMC1POtHHdb6e0tr6xuVXeruzs7u0fVA+POlpmitA2kVwqP8SaciZo2zDDqZ8qipOQ0244vpn53UeqNJPi3kxSGiR4KFjMCDZWelBYRDK5DKWIkO8PqjW37s6BVolXkBoUaA2qX/1IkiyhwhCOte55bmqCHCvDCKfTSj/TNMVkjIe0Z6nACdVBPr96is6sEqFYKlvCoLn6eyLHidaTJLSdCTYjvezNxP+8Xmbi6yBnIs0MFWSxKM44MhLNIkARU5QYPrEEE8XsrYiMsMLE2KAqNgRv+eVV0mnUPbfu3TVqzYsijjKcwCmcgwdX0IRbaEEbCCh4hld4c56cF+fd+Vi0lpxi5hj+wPn8AfNLkg8=</latexit><latexit sha1_base64="tGLAh0Kaakhof7v8W8sov9O29is=">AAAB9XicbVBNT8JAEJ3iF+IX6tHLRmLiQUnLRY8kXjxiItAEKtlut7Bhu9vsbjWk4X948aAxXv0v3vw3LtCDgi+Z5OW9mczMC1POtHHdb6e0tr6xuVXeruzs7u0fVA+POlpmitA2kVwqP8SaciZo2zDDqZ8qipOQ0244vpn53UeqNJPi3kxSGiR4KFjMCDZWelBYRDK5DKWIkO8PqjW37s6BVolXkBoUaA2qX/1IkiyhwhCOte55bmqCHCvDCKfTSj/TNMVkjIe0Z6nACdVBPr96is6sEqFYKlvCoLn6eyLHidaTJLSdCTYjvezNxP+8Xmbi6yBnIs0MFWSxKM44MhLNIkARU5QYPrEEE8XsrYiMsMLE2KAqNgRv+eVV0mnUPbfu3TVqzYsijjKcwCmcgwdX0IRbaEEbCCh4hld4c56cF+fd+Vi0lpxi5hj+wPn8AfNLkg8=</latexit>

clean integrable XXZ
<latexit sha1_base64="SBtl77ecCxIa3XtG2+lW3keDVBs=">AAAB/XicbVDLTgIxFO34RHyNj52bRmLiwpAZNrokceMSE4GJMCF3SoGGTmfS3jFBQvwVNy40xq3/4c6/scAsFDxJk5Nz7mlvT5RKYdDzvp2V1bX1jc3CVnF7Z3dv3z04bJgk04zXWSITHURguBSK11Gg5EGqOcSR5M1oeD31mw9cG5GoOxylPIyhr0RPMEArddxjJjkoKhTyvgabokFw33FLXtmbgS4TPyclkqPWcb/a3YRlMVfIJBjT8r0UwzFoFPb+SbGdGZ4CG0KftyxVEHMTjmfbT+iZVbq0l2h7FNKZ+jsxhtiYURzZyRhwYBa9qfif18qwdxWOhUoz5IrNH+plkmJCp1XQrtCcoRxZAkwLuytlA9DA0BZWtCX4i19eJo1K2ffK/m2lVL3I6yiQE3JKzolPLkmV3JAaqRNGHskzeSVvzpPz4rw7H/PRFSfPHJE/cD5/AOW0lMU=</latexit><latexit sha1_base64="SBtl77ecCxIa3XtG2+lW3keDVBs=">AAAB/XicbVDLTgIxFO34RHyNj52bRmLiwpAZNrokceMSE4GJMCF3SoGGTmfS3jFBQvwVNy40xq3/4c6/scAsFDxJk5Nz7mlvT5RKYdDzvp2V1bX1jc3CVnF7Z3dv3z04bJgk04zXWSITHURguBSK11Gg5EGqOcSR5M1oeD31mw9cG5GoOxylPIyhr0RPMEArddxjJjkoKhTyvgabokFw33FLXtmbgS4TPyclkqPWcb/a3YRlMVfIJBjT8r0UwzFoFPb+SbGdGZ4CG0KftyxVEHMTjmfbT+iZVbq0l2h7FNKZ+jsxhtiYURzZyRhwYBa9qfif18qwdxWOhUoz5IrNH+plkmJCp1XQrtCcoRxZAkwLuytlA9DA0BZWtCX4i19eJo1K2ffK/m2lVL3I6yiQE3JKzolPLkmV3JAaqRNGHskzeSVvzpPz4rw7H/PRFSfPHJE/cD5/AOW0lMU=</latexit><latexit sha1_base64="SBtl77ecCxIa3XtG2+lW3keDVBs=">AAAB/XicbVDLTgIxFO34RHyNj52bRmLiwpAZNrokceMSE4GJMCF3SoGGTmfS3jFBQvwVNy40xq3/4c6/scAsFDxJk5Nz7mlvT5RKYdDzvp2V1bX1jc3CVnF7Z3dv3z04bJgk04zXWSITHURguBSK11Gg5EGqOcSR5M1oeD31mw9cG5GoOxylPIyhr0RPMEArddxjJjkoKhTyvgabokFw33FLXtmbgS4TPyclkqPWcb/a3YRlMVfIJBjT8r0UwzFoFPb+SbGdGZ4CG0KftyxVEHMTjmfbT+iZVbq0l2h7FNKZ+jsxhtiYURzZyRhwYBa9qfif18qwdxWOhUoz5IrNH+plkmJCp1XQrtCcoRxZAkwLuytlA9DA0BZWtCX4i19eJo1K2ffK/m2lVL3I6yiQE3JKzolPLkmV3JAaqRNGHskzeSVvzpPz4rw7H/PRFSfPHJE/cD5/AOW0lMU=</latexit><latexit sha1_base64="SBtl77ecCxIa3XtG2+lW3keDVBs=">AAAB/XicbVDLTgIxFO34RHyNj52bRmLiwpAZNrokceMSE4GJMCF3SoGGTmfS3jFBQvwVNy40xq3/4c6/scAsFDxJk5Nz7mlvT5RKYdDzvp2V1bX1jc3CVnF7Z3dv3z04bJgk04zXWSITHURguBSK11Gg5EGqOcSR5M1oeD31mw9cG5GoOxylPIyhr0RPMEArddxjJjkoKhTyvgabokFw33FLXtmbgS4TPyclkqPWcb/a3YRlMVfIJBjT8r0UwzFoFPb+SbGdGZ4CG0KftyxVEHMTjmfbT+iZVbq0l2h7FNKZ+jsxhtiYURzZyRhwYBa9qfif18qwdxWOhUoz5IrNH+plkmJCp1XQrtCcoRxZAkwLuytlA9DA0BZWtCX4i19eJo1K2ffK/m2lVL3I6yiQE3JKzolPLkmV3JAaqRNGHskzeSVvzpPz4rw7H/PRFSfPHJE/cD5/AOW0lMU=</latexit>

MBL-SG
<latexit sha1_base64="5Ky+DU9LRiXEUqGyfrOnpWlLN2M=">AAAB7XicbVA9SwNBEJ2LXzF+RS1tFoNgoeEujZZBCy0UIpoPSI6wt9lL1uztHrt7QjjyH2wsFLH1/9j5b9wkV2jig4HHezPMzAtizrRx3W8nt7S8srqWXy9sbG5t7xR39xpaJorQOpFcqlaANeVM0LphhtNWrCiOAk6bwfBy4jefqNJMigcziqkf4b5gISPYWKlxe3Fzen/VLZbcsjsFWiReRkqQodYtfnV6kiQRFYZwrHXbc2Pjp1gZRjgdFzqJpjEmQ9ynbUsFjqj20+m1Y3RklR4KpbIlDJqqvydSHGk9igLbGWEz0PPeRPzPaycmPPdTJuLEUEFmi8KEIyPR5HXUY4oSw0eWYKKYvRWRAVaYGBtQwYbgzb+8SBqVsueWvbtKqXqSxZGHAziEY/DgDKpwDTWoA4FHeIZXeHOk8+K8Ox+z1pyTzezDHzifP19yjkA=</latexit><latexit sha1_base64="5Ky+DU9LRiXEUqGyfrOnpWlLN2M=">AAAB7XicbVA9SwNBEJ2LXzF+RS1tFoNgoeEujZZBCy0UIpoPSI6wt9lL1uztHrt7QjjyH2wsFLH1/9j5b9wkV2jig4HHezPMzAtizrRx3W8nt7S8srqWXy9sbG5t7xR39xpaJorQOpFcqlaANeVM0LphhtNWrCiOAk6bwfBy4jefqNJMigcziqkf4b5gISPYWKlxe3Fzen/VLZbcsjsFWiReRkqQodYtfnV6kiQRFYZwrHXbc2Pjp1gZRjgdFzqJpjEmQ9ynbUsFjqj20+m1Y3RklR4KpbIlDJqqvydSHGk9igLbGWEz0PPeRPzPaycmPPdTJuLEUEFmi8KEIyPR5HXUY4oSw0eWYKKYvRWRAVaYGBtQwYbgzb+8SBqVsueWvbtKqXqSxZGHAziEY/DgDKpwDTWoA4FHeIZXeHOk8+K8Ox+z1pyTzezDHzifP19yjkA=</latexit><latexit sha1_base64="5Ky+DU9LRiXEUqGyfrOnpWlLN2M=">AAAB7XicbVA9SwNBEJ2LXzF+RS1tFoNgoeEujZZBCy0UIpoPSI6wt9lL1uztHrt7QjjyH2wsFLH1/9j5b9wkV2jig4HHezPMzAtizrRx3W8nt7S8srqWXy9sbG5t7xR39xpaJorQOpFcqlaANeVM0LphhtNWrCiOAk6bwfBy4jefqNJMigcziqkf4b5gISPYWKlxe3Fzen/VLZbcsjsFWiReRkqQodYtfnV6kiQRFYZwrHXbc2Pjp1gZRjgdFzqJpjEmQ9ynbUsFjqj20+m1Y3RklR4KpbIlDJqqvydSHGk9igLbGWEz0PPeRPzPaycmPPdTJuLEUEFmi8KEIyPR5HXUY4oSw0eWYKKYvRWRAVaYGBtQwYbgzb+8SBqVsueWvbtKqXqSxZGHAziEY/DgDKpwDTWoA4FHeIZXeHOk8+K8Ox+z1pyTzezDHzifP19yjkA=</latexit><latexit sha1_base64="5Ky+DU9LRiXEUqGyfrOnpWlLN2M=">AAAB7XicbVA9SwNBEJ2LXzF+RS1tFoNgoeEujZZBCy0UIpoPSI6wt9lL1uztHrt7QjjyH2wsFLH1/9j5b9wkV2jig4HHezPMzAtizrRx3W8nt7S8srqWXy9sbG5t7xR39xpaJorQOpFcqlaANeVM0LphhtNWrCiOAk6bwfBy4jefqNJMigcziqkf4b5gISPYWKlxe3Fzen/VLZbcsjsFWiReRkqQodYtfnV6kiQRFYZwrHXbc2Pjp1gZRjgdFzqJpjEmQ9ynbUsFjqj20+m1Y3RklR4KpbIlDJqqvydSHGk9igLbGWEz0PPeRPzPaycmPPdTJuLEUEFmi8KEIyPR5HXUY4oSw0eWYKKYvRWRAVaYGBtQwYbgzb+8SBqVsueWvbtKqXqSxZGHAziEY/DgDKpwDTWoA4FHeIZXeHOk8+K8Ox+z1pyTzezDHzifP19yjkA=</latexit>

ETH
<latexit sha1_base64="LTCrfsTJyPzy1MQc/I0JCNoIu8w=">AAAB6nicbVBNS8NAEJ34WetX1aOXxSJ4kJL0oseCCD1W7Be0oWy2m3bpZhN2J0IJ/QlePCji1V/kzX/jts1BWx8MPN6bYWZekEhh0HW/nY3Nre2d3cJecf/g8Oi4dHLaNnGqGW+xWMa6G1DDpVC8hQIl7yaa0yiQvBNM7uZ+54lrI2LVxGnC/YiOlAgFo2ilx/tmfVAquxV3AbJOvJyUIUdjUPrqD2OWRlwhk9SYnucm6GdUo2CSz4r91PCEsgkd8Z6likbc+Nni1Bm5tMqQhLG2pZAs1N8TGY2MmUaB7Ywojs2qNxf/83ophrd+JlSSIldsuShMJcGYzP8mQ6E5Qzm1hDIt7K2EjammDG06RRuCt/ryOmlXK55b8R6q5dp1HkcBzuECrsCDG6hBHRrQAgYjeIZXeHOk8+K8Ox/L1g0nnzmDP3A+fwDI1o1h</latexit><latexit sha1_base64="LTCrfsTJyPzy1MQc/I0JCNoIu8w=">AAAB6nicbVBNS8NAEJ34WetX1aOXxSJ4kJL0oseCCD1W7Be0oWy2m3bpZhN2J0IJ/QlePCji1V/kzX/jts1BWx8MPN6bYWZekEhh0HW/nY3Nre2d3cJecf/g8Oi4dHLaNnGqGW+xWMa6G1DDpVC8hQIl7yaa0yiQvBNM7uZ+54lrI2LVxGnC/YiOlAgFo2ilx/tmfVAquxV3AbJOvJyUIUdjUPrqD2OWRlwhk9SYnucm6GdUo2CSz4r91PCEsgkd8Z6likbc+Nni1Bm5tMqQhLG2pZAs1N8TGY2MmUaB7Ywojs2qNxf/83ophrd+JlSSIldsuShMJcGYzP8mQ6E5Qzm1hDIt7K2EjammDG06RRuCt/ryOmlXK55b8R6q5dp1HkcBzuECrsCDG6hBHRrQAgYjeIZXeHOk8+K8Ox/L1g0nnzmDP3A+fwDI1o1h</latexit><latexit sha1_base64="LTCrfsTJyPzy1MQc/I0JCNoIu8w=">AAAB6nicbVBNS8NAEJ34WetX1aOXxSJ4kJL0oseCCD1W7Be0oWy2m3bpZhN2J0IJ/QlePCji1V/kzX/jts1BWx8MPN6bYWZekEhh0HW/nY3Nre2d3cJecf/g8Oi4dHLaNnGqGW+xWMa6G1DDpVC8hQIl7yaa0yiQvBNM7uZ+54lrI2LVxGnC/YiOlAgFo2ilx/tmfVAquxV3AbJOvJyUIUdjUPrqD2OWRlwhk9SYnucm6GdUo2CSz4r91PCEsgkd8Z6likbc+Nni1Bm5tMqQhLG2pZAs1N8TGY2MmUaB7Ywojs2qNxf/83ophrd+JlSSIldsuShMJcGYzP8mQ6E5Qzm1hDIt7K2EjammDG06RRuCt/ryOmlXK55b8R6q5dp1HkcBzuECrsCDG6hBHRrQAgYjeIZXeHOk8+K8Ox/L1g0nnzmDP3A+fwDI1o1h</latexit><latexit sha1_base64="LTCrfsTJyPzy1MQc/I0JCNoIu8w=">AAAB6nicbVBNS8NAEJ34WetX1aOXxSJ4kJL0oseCCD1W7Be0oWy2m3bpZhN2J0IJ/QlePCji1V/kzX/jts1BWx8MPN6bYWZekEhh0HW/nY3Nre2d3cJecf/g8Oi4dHLaNnGqGW+xWMa6G1DDpVC8hQIl7yaa0yiQvBNM7uZ+54lrI2LVxGnC/YiOlAgFo2ilx/tmfVAquxV3AbJOvJyUIUdjUPrqD2OWRlwhk9SYnucm6GdUo2CSz4r91PCEsgkd8Z6likbc+Nni1Bm5tMqQhLG2pZAs1N8TGY2MmUaB7Ywojs2qNxf/83ophrd+JlSSIldsuShMJcGYzP8mQ6E5Qzm1hDIt7K2EjammDG06RRuCt/ryOmlXK55b8R6q5dp1HkcBzuECrsCDG6hBHRrQAgYjeIZXeHOk8+K8Ox/L1g0nnzmDP3A+fwDI1o1h</latexit>

Z2 broken
<latexit sha1_base64="2uR1Pk3gV3K49P+uR+SMQZKTnt0=">AAAB/nicbVDLSgMxFL1TX7W+quLKTbAVXEiZ6UaXBTcuK9gHtkPJpJk2NJMMSUYoQ8FfceNCEbd+hzv/xkw7C209EDiccy/35AQxZ9q47rdTWFvf2Nwqbpd2dvf2D8qHR20tE0Voi0guVTfAmnImaMsww2k3VhRHAaedYHKT+Z1HqjST4t5MY+pHeCRYyAg2VhqUT6r9CJtxEKQPs0G9igIlJ9TqFbfmzoFWiZeTCuRoDspf/aEkSUSFIRxr3fPc2PgpVoYRTmelfqJpjMkEj2jPUoEjqv10Hn+Gzq0yRKFU9gmD5urvjRRHWk+jwE5mWfWyl4n/eb3EhNd+ykScGCrI4lCYcGQkyrpAQ6YoMXxqCSaK2ayIjLHCxNjGSrYEb/nLq6Rdr3luzburVxqXeR1FOIUzuAAPrqABt9CEFhBI4Rle4c15cl6cd+djMVpw8p1j+APn8wdP3ZT7</latexit><latexit sha1_base64="2uR1Pk3gV3K49P+uR+SMQZKTnt0=">AAAB/nicbVDLSgMxFL1TX7W+quLKTbAVXEiZ6UaXBTcuK9gHtkPJpJk2NJMMSUYoQ8FfceNCEbd+hzv/xkw7C209EDiccy/35AQxZ9q47rdTWFvf2Nwqbpd2dvf2D8qHR20tE0Voi0guVTfAmnImaMsww2k3VhRHAaedYHKT+Z1HqjST4t5MY+pHeCRYyAg2VhqUT6r9CJtxEKQPs0G9igIlJ9TqFbfmzoFWiZeTCuRoDspf/aEkSUSFIRxr3fPc2PgpVoYRTmelfqJpjMkEj2jPUoEjqv10Hn+Gzq0yRKFU9gmD5urvjRRHWk+jwE5mWfWyl4n/eb3EhNd+ykScGCrI4lCYcGQkyrpAQ6YoMXxqCSaK2ayIjLHCxNjGSrYEb/nLq6Rdr3luzburVxqXeR1FOIUzuAAPrqABt9CEFhBI4Rle4c15cl6cd+djMVpw8p1j+APn8wdP3ZT7</latexit><latexit sha1_base64="2uR1Pk3gV3K49P+uR+SMQZKTnt0=">AAAB/nicbVDLSgMxFL1TX7W+quLKTbAVXEiZ6UaXBTcuK9gHtkPJpJk2NJMMSUYoQ8FfceNCEbd+hzv/xkw7C209EDiccy/35AQxZ9q47rdTWFvf2Nwqbpd2dvf2D8qHR20tE0Voi0guVTfAmnImaMsww2k3VhRHAaedYHKT+Z1HqjST4t5MY+pHeCRYyAg2VhqUT6r9CJtxEKQPs0G9igIlJ9TqFbfmzoFWiZeTCuRoDspf/aEkSUSFIRxr3fPc2PgpVoYRTmelfqJpjMkEj2jPUoEjqv10Hn+Gzq0yRKFU9gmD5urvjRRHWk+jwE5mWfWyl4n/eb3EhNd+ykScGCrI4lCYcGQkyrpAQ6YoMXxqCSaK2ayIjLHCxNjGSrYEb/nLq6Rdr3luzburVxqXeR1FOIUzuAAPrqABt9CEFhBI4Rle4c15cl6cd+djMVpw8p1j+APn8wdP3ZT7</latexit><latexit sha1_base64="2uR1Pk3gV3K49P+uR+SMQZKTnt0=">AAAB/nicbVDLSgMxFL1TX7W+quLKTbAVXEiZ6UaXBTcuK9gHtkPJpJk2NJMMSUYoQ8FfceNCEbd+hzv/xkw7C209EDiccy/35AQxZ9q47rdTWFvf2Nwqbpd2dvf2D8qHR20tE0Voi0guVTfAmnImaMsww2k3VhRHAaedYHKT+Z1HqjST4t5MY+pHeCRYyAg2VhqUT6r9CJtxEKQPs0G9igIlJ9TqFbfmzoFWiZeTCuRoDspf/aEkSUSFIRxr3fPc2PgpVoYRTmelfqJpjMkEj2jPUoEjqv10Hn+Gzq0yRKFU9gmD5urvjRRHWk+jwE5mWfWyl4n/eb3EhNd+ykScGCrI4lCYcGQkyrpAQ6YoMXxqCSaK2ayIjLHCxNjGSrYEb/nLq6Rdr3luzburVxqXeR1FOIUzuAAPrqABt9CEFhBI4Rle4c15cl6cd+djMVpw8p1j+APn8wdP3ZT7</latexit>

U(1)o Z2 preserved
<latexit sha1_base64="QgdDA7fIDSoFGT1gWjY+Tg81n7o=">AAACDXicbVDLSsNAFJ34rPUVdelmsBUqSEm60WXBjcsK9oFNCJPJbTt0Mgkzk0IJ/QE3/oobF4q4de/Ov3H6WGjrgYHDuffOufeEKWdKO863tba+sbm1Xdgp7u7tHxzaR8ctlWSSQpMmPJGdkCjgTEBTM82hk0ogccihHQ5vpvX2CKRiibjX4xT8mPQF6zFKtJECu1xuVtwLT2oWg8JeTPQgDPOHSVArY/ORAjmCKLBLTtWZAa8Sd0FKaIFGYH95UUKzGISmnCjVdZ1U+zkxNpTDpOhlClJCh6QPXUMFMeZ+Prtmgs+NEuFeIs0TGs/U3xM5iZUax6HpnK6rlmtT8b9aN9O9az9nIs00CDo36mUc6wRPo8ERk0A1HxtCqGRmV0wHRBKqTYBFE4K7fPIqadWqrlN172ql+uUijgI6RWeoglx0heroFjVQE1H0iJ7RK3qznqwX6936mLeuWYuZE/QH1ucP7GKaxw==</latexit><latexit sha1_base64="QgdDA7fIDSoFGT1gWjY+Tg81n7o=">AAACDXicbVDLSsNAFJ34rPUVdelmsBUqSEm60WXBjcsK9oFNCJPJbTt0Mgkzk0IJ/QE3/oobF4q4de/Ov3H6WGjrgYHDuffOufeEKWdKO863tba+sbm1Xdgp7u7tHxzaR8ctlWSSQpMmPJGdkCjgTEBTM82hk0ogccihHQ5vpvX2CKRiibjX4xT8mPQF6zFKtJECu1xuVtwLT2oWg8JeTPQgDPOHSVArY/ORAjmCKLBLTtWZAa8Sd0FKaIFGYH95UUKzGISmnCjVdZ1U+zkxNpTDpOhlClJCh6QPXUMFMeZ+Prtmgs+NEuFeIs0TGs/U3xM5iZUax6HpnK6rlmtT8b9aN9O9az9nIs00CDo36mUc6wRPo8ERk0A1HxtCqGRmV0wHRBKqTYBFE4K7fPIqadWqrlN172ql+uUijgI6RWeoglx0heroFjVQE1H0iJ7RK3qznqwX6936mLeuWYuZE/QH1ucP7GKaxw==</latexit><latexit sha1_base64="QgdDA7fIDSoFGT1gWjY+Tg81n7o=">AAACDXicbVDLSsNAFJ34rPUVdelmsBUqSEm60WXBjcsK9oFNCJPJbTt0Mgkzk0IJ/QE3/oobF4q4de/Ov3H6WGjrgYHDuffOufeEKWdKO863tba+sbm1Xdgp7u7tHxzaR8ctlWSSQpMmPJGdkCjgTEBTM82hk0ogccihHQ5vpvX2CKRiibjX4xT8mPQF6zFKtJECu1xuVtwLT2oWg8JeTPQgDPOHSVArY/ORAjmCKLBLTtWZAa8Sd0FKaIFGYH95UUKzGISmnCjVdZ1U+zkxNpTDpOhlClJCh6QPXUMFMeZ+Prtmgs+NEuFeIs0TGs/U3xM5iZUax6HpnK6rlmtT8b9aN9O9az9nIs00CDo36mUc6wRPo8ERk0A1HxtCqGRmV0wHRBKqTYBFE4K7fPIqadWqrlN172ql+uUijgI6RWeoglx0heroFjVQE1H0iJ7RK3qznqwX6936mLeuWYuZE/QH1ucP7GKaxw==</latexit><latexit sha1_base64="QgdDA7fIDSoFGT1gWjY+Tg81n7o=">AAACDXicbVDLSsNAFJ34rPUVdelmsBUqSEm60WXBjcsK9oFNCJPJbTt0Mgkzk0IJ/QE3/oobF4q4de/Ov3H6WGjrgYHDuffOufeEKWdKO863tba+sbm1Xdgp7u7tHxzaR8ctlWSSQpMmPJGdkCjgTEBTM82hk0ogccihHQ5vpvX2CKRiibjX4xT8mPQF6zFKtJECu1xuVtwLT2oWg8JeTPQgDPOHSVArY/ORAjmCKLBLTtWZAa8Sd0FKaIFGYH95UUKzGISmnCjVdZ1U+zkxNpTDpOhlClJCh6QPXUMFMeZ+Prtmgs+NEuFeIs0TGs/U3xM5iZUax6HpnK6rlmtT8b9aN9O9az9nIs00CDo36mUc6wRPo8ERk0A1HxtCqGRmV0wHRBKqTYBFE4K7fPIqadWqrlN172ql+uUijgI6RWeoglx0heroFjVQE1H0iJ7RK3qznqwX6936mLeuWYuZE/QH1ucP7GKaxw==</latexit>

Figure 4: Schematic eigenstate phase diagram of the random-bond XXZ chain, characterized by non-Abelian U(1)oZ2 global
symmetry, as a function of interaction strength (∆) and disorder (W ). Absent disorder (green line), the problem reduces to
the clean XXZ chain, which does noot thermalize owing to being integrable in the conventional, Bethe-ansatz sense. For ∆ = 0
(blue line), the problem corresponds to the random-bond XX chain, whose properties are controlled by a random-singlet fixed
point, with extensively degenerate excited states; this again is non-thermalizing as it can be mapped to a free-fermion problem
via a Jorrdan-Wigner transformation. Away from these special lines, we find that for weak disorder and ∆ 6= 0 the system
thermalizes (red shaded region); this can be intuitively understood by perturbing in the extensively degenerate manifold of
excited states iin the ∆ → 0 limit. For large disorder, however, we find a broken-symmetry MBL spin-glass phase where the
Z2 part of the symmetry is broken (blue shaded region). The eigenstate transition between these phases is characterized both
by the arrest of equilibration and the emergence of spin-glass order (and its consequent broken symmetry) at the onset of
many-body localization. The hash marks indicate that the terminii of the transition near the two special lines corresponding
to integrable and free systems is not fully understood, although numerical simulations on small finite systems of L . 18 spins
indicate the behavior depicted.

arguments. However, the dynamical SDRG is highly state-dependent, and therefore it is natural to ask if
these features extend to less special initial states, or indeed if they characterize the entire spectrum. The
natural route to this is to incorporate interactions into the excited-state SDRG for the XX chain [219]. This
produces Sz −Sz interactions between the previously decoupled effective spins generated by the non-singlet
decimations. These interactions do not naturally renormalize down under the RG, and as other terms get
decimated they come to dominate the physics. This suggesting that an effective description of the system at
long length scales takes the form of a simple classical Ising chain, Heff ∼ JiSzi Szi+1, suggesting that the system
spontaneously breaks the Z2 S

z
i 7→ −Szi symmetry. In the fermionic language, this is equivalent to breaking

the sublattice/chiral/particle-hole symmetry. This leaves only the U(1) spin-rotation symmetry about the
Sz-axis (fermion number conservation), which is Abelian; for sufficiently strong disorder, the system enters
an MBL phase. For weaker disorder, the system remains thermal. This scenario is borne out by numerics
on small system sizes, and is summarized in Fig. 4.

Both these examples illustrate a special feature when MBL emerges in systems with a non-Abelian
symmetry group. Recall that the standard thermodynamic arguments that demand that the lower critical
dimension d` = 2 for finite-temperature discrete symmetry breaking remain operational in a system that
satisfies ETH. Therefore, in the isolated setting at finite energy density the symmetry can only broken when
the system enters the MBL phase. Conversely, since localization is inconsistent with the full non-Abelian
symmetry, the MBL phase must break this down to an Abelian subgroup. Therefore, the onset of localization
must coincide with symmetry breaking — potentially providing a window into the MBL phase transition
using spin-glass-type order parameters that are likely more readily accessible than other quantities. (This is
also true of the glassy ordered phases of the quantum clock models).

3.2.4. Extended non-ergodic dynamical regime in the random-bond Heisenberg chain

Having disposed of cases where an MBL phase becomes possible with symmetry breaking, it is natural to
ask about the case where any route to reduce the symmetry group to an Abelian one would involve continuous
symmetry breaking. In such situations, the system necessarily thermalizes. However, for sufficiently strong
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disorder thermalization could nevertheless be characterized by an extremely long prethermal regime where
the system shows many hallmarks of non-ergodic behavior, even though it satisfies ETH on the longest
timescales. This is exemplified by the physics of the SU(2)-symmetric random-bond Heisenberg chain,

H = −
L−1∑
j=1

Jj ~Sj · ~Sj+1. (13)

This is a canonical example of a model whose low-energy properties can be accessed by means of SDRG,
and with a random-singlet ground state [227, 228, 223]. However, generalizing the SDRG approach to
target excited states, we find that although the effective Hamiltonian remains self-similar, large effective
‘superspins’ with S � 1 are generated with finite probability. As a consequence, on the longest length/time
scales a reasonable effective description is in terms of a classical random-bond Heisenberg model, which
thermalizes [229]. Another way to see this is by numerically implementing the RG scheme; we find that the
system flows to strong but not infinite randomness, meaning that it is no longer an asymptotically exact
procedure: in other words, the SDRG breaks down when targeting excited states. A similar conclusion
was also drawn from numerical studies of random-bond spin-1 chains with anisotropies that only preserved
π-spin rotations about the three orthogonal spin axes; upon switching off these anisotropies, the localization-
and-symmetry-protected topological ‘Haldane phase’ of the spin chains gives way to thermalization [230].
A more formal approach to the Heisenberg chain instead makes a formal link to random chains of SU(2)k
anyons [213]. In these models, for any finite k the SDRG is controlled since the largest effective ‘spin’
that it can generate has S = k/2. It is possible to define a crossover scale ξk such that in an eigenstate
the entanglement entropy of a subsystem of size L � ξk scales logarithmically. While the Hilbert space,
algebraic structure, Hamiltonians, and other properties of the SU(2)k models for finite k are in fact distinct
from those of SU(2), in the k →∞ limit the two become asymptotically equivalent, at least at the level of
the SDRG. By taking this limit, it is possible to see that both ξk and the typical size of the effective spin
diverges at late stages of the RG diverge, indicating the breakdown of the technique, and presumably the
onset of thermalization.

Though the Heisenberg chain is an ergodic system and does indeed thermalize, its approach to equilibrium
is extremely slow, with an extended regime where the dynamics ‘look’ non-ergodic (see also Ref. [231]). As
argued by Protopopov et. al. [232], the slow dynamics is best viewed from the perspective of the SDRG
and its broad distributions and critical correlations. Ref. [232] examined the non-ergodic dynamics of the
Heisenberg chain by first using the SDRG to approximate the excited eigenstates as a tree tensor network.
Each tree is characterized by its geometry and the choice of total block spins at each node. SDRG eigenstates
are non-thermal: for instance, they have logarithmic entanglement intermediate between the area (volume)
law scaling for fully MBL (fully ergodic) systems. The origin of this logarithmic entanglement is especially
simple to understand in two limits. Specializing to half-system cut in a system of size L, the first limit is to
consider an eigenstate with ‘random singlet’ structure, with ∼ logL low-energy singlets each with bounded
entanglement traversing the entanglement cut. The ground state of the random Heisenberg antiferromagnet
is of this form. The second limit is to imagine the two components of the bipartition each form a large
‘superspin’ with S ∼ L/2, with a single ‘singlet’ forming across the cut, thereby also yielding Sent ∼ logL.
Realistic highly-excited tree states will be somewhere intermediate between these limits: there can be several
large-spin singlets across the cut, but the number of such singlets is bounded by the depth d < log2 L of the
tree. Therefore the entanglement is upper-bounded by Sent(L/2) < c log2

2 L where c is a positive constant.

However, that such trees only form an approximate eigenbasis follows from the fact that when written in
this basis the Heisenberg chain Hamiltonian (13) is not fully diagonal; the off-diagonal terms are resonances
that involve a local rearrangement of the tree that characterizes the approximate eigenstate, i.e. indicates a
local breakdown of the SDRG approximation. It can be demonstrated [232] that the correction to the eigen-
state entanglement grows logarithmically with the number of such tree states admixed by the perturbation.
Accordingly, an exponentially large number of tree states is required to recover the volume-law scaling of
ergodic eigenstates — put differently, we require an extensive number of hot spots to cooperate in order
to drive thermalization. There are two key W -dependent length scales that control resonances: first, they
do not appear at on on length scales L < L1(W ); second, although isolated resonances appear on scales
L > L1(W ), they are ineffective in proliferating to drive thermalization until we consider scales L > L2(W ),
when individual resonances start overlapping. Both length scales remain finite for any W < ∞, consistent

34



with eventual thermalization. However, even for very strong disorder, L2(W ) & 300, which lies beyond the
range for most ‘synthetic’ platform such as trapped ultracold atoms and ions where truly isolated systems
can be realized. Therefore, for experimentally accessible length and time scales, the SDRG approximation
is extremely accurate, and predicts an extended non-ergodic regime. Further investigations of the dynamics
of this regime are clearly warranted, as well as extensions to other symmetry groups. The use of SDRG
as a window into the dynamics of such systems is a promising technical tool, but it remains to be seen if
numerical techniques can similarly benefit from making a link to the tree approximation.

3.3. MBL in higher-dimensional systems with short-range interactions

We now turn to systems that are destabilized, not by symmetry, but by spatial dimensionality or interac-
tion range. We first consider systems with short-range interactions in dimensions d > 1. At the perturbative
level such systems exhibit full MBL when strongly disordered; however, the nonperturbative avalanche in-
stability potentially thermalizes the system on very long timescales. In what follows (and in the rest of this
section) we assume that avalanches and related instabilities—such as the “hot bubble” instability for MBL
systems with putative mobility edges—exist, and set out the consequences for dynamics in the nearly MBL
regime.

To estimate the density of avalanches and thus the rate at which the system thermalizes, we follow
Ref. [233]. Our present aims are a little different, however, and the notation is correspondingly also different.
In what follows we consider a generic disordered local Hamiltonian with the disorder bandwidth set to unity,
and a nearest-neighbor hopping term of strength J � 1.

When J � 1, the bottleneck for creating an inclusion is finding many spins with energies that are
within J of one another. For short-range interactions in generic dimensions, the density of inclusions of
size ` is n(`) ∼ J`. For an inclusion to be able to destroy MBL, it must be able to absorb at least some
of the typical spins that surround it. The bath that such an inclusion generates is “narrow-bandwidth”
(Sec. 4.2) since it can only easily absorb energy at the scale J (or at best J`). To couple into such a bath,
a typical spin needs to undergo a rearrangement that flips ∼ | log J | other spins; the matrix element for this
is ∼ J log J ∼ exp(−(log J)2) (omitting prefactors that do not affect our conclusions). To act as a bath, the
inclusion must therefore have a minimum size of ` ∼ (log J)2; it follows that log[n(`(J))] ∼ −| log J |3.

We now consider the long-time dynamics of a system with this sparse network of baths. A typical degree

of freedom is a distance 1/n(`)1/d from the nearest bath, so to leading order its decay rate is Γ ∼ J1/n(`)1/d ∼
exp[exp(−| log J |3)]. Note that this decay rate is much faster than the double exponential in J (following
from a naive construction of resonances) that is often claimed. One can go beyond the typical decay rate and
estimate the functional form of the decay as well, as follows. At a time t, the fraction of the system that has
relaxed is the fraction that is close enough to an inclusion. A spin at a distance q from the inclusion decays
at a rate e−q| log J|2 . At a time t, a region of of size (log t/| log J |2)d is close enough to an inclusion to relax.
Thus there is a large intermediate time window in which local autocorrelators decay with the functional form
C(t) ∼ A− (log t/| log J |2)d.

3.3.1. Weakly interacting, weakly localized Anderson insulators

A special limit of the higher-dimensional MBL problem is one-dimensional MBL with interactions that
fall off as an exponential with a sufficiently slow decay constant. A natural context in which this model
appears is that of weakly interacting, weakly localized Anderson insulators. If one writes the model in the
basis of localized orbitals, the interactions generate two-particle “hopping” processes between orbitals, which
fall off exponentially in the localization length ξ. We consider the limit of ξ � 1 and U � 1/ξ3; here the
localized phase is stable against perturbative rearrangements at any order. Once again, we begin by finding
the optimal critical inclusion. Here, this consists of a string of sites spaced by a distance exp(−r/ξ) ' U .
The density of an inclusion of size ` is given by U `. Typical degrees of freedom are incorporated into the
inclusion through large-scale rearrangements of ∼ | logU | spins. This case therefore ends up behaving much
like the high-dimensional short-range example, but with U replacing J .
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3.4. MBL in systems with power-law interactions

We now turn to systems with power-law interactions, which fall off as 1/rα with distance, in a d-
dimensional system. There are three cases: (i) rapidly decaying power laws, α > 2d, for which MBL is
perturbatively stable, but is destroyed by avalanches in a way that parallels the short-range case; (ii) slowly
decaying power laws, 0 < α < 2d, for which there is a perturbative instability; and (iii) “confining” models
with α < 0, which typically arise as low-energy descriptions associated with gauge theories (in one dimension,
specifically, the Schwinger model [234, 235, 236]). We will discuss the first two cases below, and return to
the last case when we discuss disorder-free localization in Sec. 3.6.

3.4.1. Rapidly-decaying power-law interactions

When the interaction power law α > 2d, MBL is perturbatively stable, so to destabilize it we need to
construct an avalanche, as in the short-range case above. A major difference between power-law and short-
range interactions is that in the power-law case, an inclusion of size ` is parametrically less expensive to
create. Once the inclusion has grown to size q, it has level spacing 2−q, and can resonantly absorb any spin
at a distance R such that (J/Rα)2 > 2−q. The square in this expression comes from the Golden Rule. The
number of such spins is ∼ 2dq/(2α). When q is large enough this number is always greater than 1/J , so the
avalanche runs away. The critical size ` at which this happens is ` ∼ 2α| log J |/d, and the corresponding
density of such inclusions scales as n(J) ∼ exp(−| log J |2).

Again unlike the short-range case, a typical spin couples to these inclusions via a few-spin process, i.e.,
via a three-spin process in which energy is borrowed from the inclusion. Since all matrix elements are power-
law, the relaxation rate scales as log Γ ∼ −| log J |2, i.e., it vanishes barely faster than a power-law in the
disorder strength. These decay rates, unlike those in the short-range case, should be readily experimentally
accessible. Moreover, an analysis parallel to that in the short-range case indicates that the behavior of the
autocorrelation function at time t behaves as C(t) ∼ const.− ts, where s is a positive power law. Eventually,
this crosses over to a stretched exponential relaxation (which might be subleading to hydrodynamic power
laws in systems with conservation laws).

3.4.2. Slowly decaying power-law interactions

We now turn to the case α < 2d, for which MBL is perturbatively unstable to few-spin resonances. There
are two sub-cases here: when α < d, essentially every spin is involved in a resonance [237, 238, 239]; by
contrast, when d < α < 2d, a sparse resonant network of spins forms [116, 240, 241, 242, 243, 244, 245], and
acts as a narrow-bandwidth bath for typical spins.

Case 1: α < d.—We start with a typical degree of freedom and try to find perturbative resonances
at increasing distance scales, as in previous examples. At a distance R, the matrix element falls off as
R−α, but the typical number of spins at that scale is Rd, so the characteristic energy denominator scales as
R−d � R−α. Perturbative resonances therefore proliferate14.

Precisely at the critical value d = α, it appears [238] that the density of resonances grows logarithmically
rather than algebraically, so any spin still asymptotically finds a resonance. In one dimension, for nonin-
teracting fermions, the critical properties of this problem [called the “power-law random banded matrix”
(PRBM) ensemble] have been extensively studied [246, 247]. Beyond these critical properties, there is an in-
teresting short-time transient in the autocorrelation function, which was experimentally observed in systems
of nitrogen-vacancy centers and explained in Ref. [110]. We ask for the probability that the system has not
found a resonance by time t (and thus by distance scale R(t) ∼ t1/α). This is a product of probabilities that

14At first sight one might think the number of spins is R−(d−1). To see why this is not so, let us suppose the interaction
at scale R0 is J0 ∼ 1/Rα0 . The distance at which the coupling decreases to J0/2 is set by R′0 = 21/αR0. Thus the distance
over which the coupling scale stays approximately the same is |R′0 − R0| ∝ R0. The region is therefore an annulus with all
of its dimensions proportional to R0. By contrast, in a localized system with short-range interactions, one finds that (defined
analogously) R′0 = R0 + ξ.
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no resonances were found at each distance scale less than R(t), which takes the form (using α = d):

C(t) =
∏

1<r<R(t)

(
1− Cr

d−1dr × J
rd

)
∼ exp

(
CJ
∫ R(t)

1

dR

R

)
∼ t−CJ/d. (14)

This behavior applies at timescales shorter than a crossover timescale (which diverges rapidly as J → 0) on
which typical spins relax; beyond this timescale, most levels are broadened and resonance-counting arguments
cannot be applied.

In the presence of interactions, however, this critical behavior is likely washed out, as the two-spin
resonances we will discuss next provide the dominant relaxation channel.

Case 2: d < α < 2d.—In this intermediate case, a typical spin no longer finds a resonant partner by
the criterion above. Nevertheless, one can form slightly more complex resonant objects as follows. At any
distance scale R, there will be a density of resonances of characteristic size R, and the density of these scales
as nR ∼ Rd−α as above. Each of these resonances has a matrix element of the same order of magnitude
∼ J/Rα; thus, if they are within a distance R of each other, they will hybridize with high probability. Now
consider one such resonant pair; it has RdnR resonances within a radius Rd. Thus the total number of
resonances within the accessible distance scales as R2d−α, and when R is big enough a percolating network
of resonances forms [116, 240, 241]. A major difference between this case and the previous case is that here
the resonances are still sparse (consisting of a few resonances on the critical scale Rc ∼ J−1/(2d−α)): a typical
spin does not participate in the network [248]. Once again, the resulting bath is a narrow-bandwidth bath,
of bandwidth J2d/(2d−α), and the decay rate into it can be addressed as for the case of more rapidly decaying
power laws.

3.4.3. Mixed power laws and the Fermi glass

So far, we have considered simple cases where all the power laws coincide. However, many situations
involve Hamiltonians in which the hopping and interaction terms decay differently. For instance, electrons
on a lattice hop locally but interact via long-range Coulomb interactions. Likewise, in systems of nitrogen-
vacancy centers [241] it is natural for the flip-flop interactions between spins to fall off with a power-law
1/R6 even though the diagonal (σzσz) interactions between them fall off as 1/R3. We take systems of tightly
Anderson-localized electrons interacting via the Coulomb interaction as an illustrative example (this example
dates back to work by Anderson and coworkers in the 1970s [68]). Here, most electrons are essentially inert,
but a small fraction form short-range resonances. These resonances are distributed randomly and dilutely
across the sample; being literally charge dipoles, they interact via the dipole-dipole interaction. In three
dimensions this system falls under case 1 above—so a typical dipole is able to engage in resonant energy
transfer with others—while in two dimensions it falls under case 2—a resonant network made of pairs of
dipoles (i.e., pairs of resonant pairs of electronic sites) forms. These iterated constructions of resonant objects
are generic for mixed power laws.

Note that in either of these cases, the dipoles only transport energy; moreover, at strong disorder, they
form a bath with a narrow bandwidth set by the considerations in previous sections. Charge transport occurs
through incoherent hopping mediated by the narrow-bandwidth bath, as already appreciated by Fleishman
and Anderson [68].

3.5. Low-temperature systems with hot bubbles

We now turn to a different class of instability, which is due to rare fluctuations of some conserved density
(such as the energy or particle density). Recall that the criterion for perturbative MBL (Sec. 1.2.2) involved
comparing the exponential scaling of typical matrix elements to the density of states. The latter depends
on the temperature and chemical potential. Even when states at infinite temperature are perturbatively
unstable to thermalization, states at nonzero but low temperatures (where the many-body density of states
is far lower) will remain perturbatively stable: if one divides the sample up into disconnected regions, thermal
regions will be highly atypical. Thus, at the perturbative level, there are many-body “mobility edges,” i.e.,
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critical temperatures and densities at which a system becomes unstable to thermalization15. These edges
show up in two basic varieties: (i) the “regular” mobility edge scenario, first considered by [20], in which
states with high energy density are mobile but those with low energy density are static; and (ii) the “inverted”
mobility edge scenario that occurs in symmetry-protected systems as well as in translation-invariant systems.

Regular mobility edge.—We now lay out the argument of Ref. [35] against the existence of many-body
mobility edges (MBMEs). This argument begins by assuming the existence of MBMEs and showing that
the assumption is inconsistent. Consider cutting the system up into a large number of mesoscale grains,
by removing some fraction of bonds from the Hamiltonian. This gives us a modified Hamiltonian H ′. The
strategy is to construct eigenstates of H perturbatively beginning from those of H ′. If the grains are large
enough, the energy density of a state under H is essentially the same as under H ′, and we will ignore the
distinction. Moreover, eigenstates of H ′ are product states over grains; such product states have sharp
energy densities under H ′ as well as under H. We consider eigenstates of H ′ that are globally well below
the putative MBME, which occurs at some energy density E0. However, statistically, essentially all of these
states will have some grains in which E > E0. By assumption, these eigenstates will be locally thermal
(which we assume means random-matrix-like). Indeed, a typical eigenstate of H ′ in a sufficiently large
volume will contain arbitrarily long strings of such locally “hot” states.

Starting from these grain-product states, we attempt to construct eigenstates of H by adding in the
perturbative coupling between grains. We consider an initial eigenstate with a string of hot grains, stretching
from grain i to grain i + N , surrounded by cold (typical) grains on both sides. We then argue that this
eigenstate is resonantly connected to many eigenstates in which the string is translated by one site, i.e., the
hot grains stretch from i+1 to i+N +1. The argument for this is simple to state at the intuitive level: first,
the hot string acts as a bath and can therefore thermalize the grain immediately to its right (it is resonantly
connected to a slightly less hot but slightly larger thermal string). By the same logic, the translated hot
string can thermalize the grain immediately to its left, and therefore is also resonantly connected to the same
state with a slightly larger but cooler string. Therefore, the hot string and its translation are resonantly
connected to one another, implying that the hot string can move by an inchworm-like process of sequentially
expanding and contracting. However, if the hot string is mobile, the many-body eigenstates of H (which
contain a finite density of hot strings) cannot be localized, and there cannot be a true many-body mobility
edge.

This discussion has only addressed typical eigenstates below the putative MBME. One might wonder if
these results extend to all states, or if, instead, rare states with no hot bubble configurations can remain
localized. Since (according to the argument above) the typical states form a bath, perturbative considerations
suggest that any state at the same energy can hybridize with the bath, and therefore all states are delocalized.
For a detailed discussion of other potential caveats see Ref. [35]. Although the argument against MBMEs
is not rigorous, no compelling counterargument exists at present. The numerical evidence suggests that
MBMEs exist; however, it is derived primarily from exact diagonalization of small systems and from DMRG-
like methods that target low-entanglement states [202, 249, 250], and is thus potentially consistent with the
presence of hot bubbles in the asymptotic large-size limit. However, a quantitative understanding of finite-
size effects in this case is lacking.

Suppose one is interested in the decay of an autocorrelation function at a particular point in the sample.
The rate-limiting step for the hot bubble mechanism is for a hot bubble of temperature Th to reach the point
of interest. In one dimension a hot bubble of size L has a level spacing exp(−s(Th)L), and its bandwidth is
of order unity; moreover, the speed of the hot bubble does not depend in any obvious way on L. Meanwhile,
the matrix element for a rearrangement of typical degrees of freedom at temperature Tc outside the hot
bubble is e−1/ξtyp. . So the criterion for the hot bubble to be able to grow is that L > 1/(s(Th)ξtyp.). The
probability of such a hot bubble then goes as exp(−Tc/(Tξtyp.)). Thus we expect this mechanism to lead to
activated transport in the low-temperature limit.

Inverted mobility edge.—In some systems, such as those exhibiting “translation-invariant MBL,” the
mobile states are near the edges of the spectrum rather than in the middle. For instance, the mobile states
might be those at very low particle density (as in translation-invariant MBL; see below). If particles are

15The parameter in which these phenomena are nonperturbative is the excitation density, or equivalently the temperature.
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mobile beneath a critical density then this case works much like the previous one: an anomalous region acts
as a bath and thermalizes the regions around it (heating up slightly in the process), then reconstitutes itself
in a different location. The main difference between this case and the previous one concerns finite-size effects:
cold regions have a small density of states, for a cold region to act as a good bath it must be extremely large.
However, the present discussion leaves open the following possibility: the characteristic localization length
of excitations could diverge at zero temperature, while obeying the criterion that for regions at any finite
temperature T (and corresponding entropy density s(T )), the localization length always obeys the avalanche
stability criterion ζ(T )s(T ) < 1. This scenario does not occur in simple models of translation-invariant MBL:
if the randomness is entirely due to excitations, the mean free path must be ≥ 1/s(T ); generally we expect
the localization length to be greater than the mean free path16. However, it is unclear whether one can rule
it out in general.

MBL in the continuum.—We now turn to the question of whether MBL is possible in the continuum, in
one- or two-dimensional systems. In these systems all single-particle orbitals are localized, but the energy-
dependent localization length ξ(E) diverges as E → ∞. In one dimension, ξ(E) ∼ E, whereas in two
dimensions ξ(E) ∼ exp(E). Clearly these systems do not exhibit MBL at sufficiently high temperatures;
therefore they are susceptible, at all temperatures, to the hot-bubble argument described above. However,
there are also other, more perturbative, channels that lead to delocalization.

Following [251] we can regard these systems as consisting of two types of single-particle orbitals: (i)
typical (cold) orbitals with energies comparable to the temperature T and thermal occupation factors and
localization lengths of order unity, and (ii) atypical (hot) orbitals with energies E � T and occupation
factors that are suppressed as exp(−E/T ). The potential delocalization mechanism involves a process where
a hot electron transitions incoherently between two high-energy orbitals by exchanging some energy with
the cold sector. (When one restricts one’s attention to processes that act entirely within the cold sector, one
does not find delocalization [252, 253, 254].)

One dimension.—We consider this first in one dimension. Here, the density of states at energy E goes
as ρ(E) ∼ 1/

√
E, and ξ(E) ∼ E. One starts with an initial occupied hot orbital at energy ∼ E, and then

exchanges energy with a cold orbital with energy ∼ T . This can change the energy of the hot orbital by ∼ T ;
hot orbitals with an appreciable matrix element for such a transition are those within T in energy and ξ(E)
in real space of the initial orbital. Meanwhile, ξ(E) cold orbitals can contribute to this transition. Thus the
density of states for (hot + cold) → (hot + cold) transitions scales as 1/E × 1/

√
E ∼ E−3/2. We now turn

to the matrix element, which is given by the overlap of four wavefunctions,

Vijkl =

∫
dx1dx2ψ

h
i (x1)ψcj(x2)V (x1 − x2)[ψhk (x1)ψcl (x2)− ψhk (x2)ψcl (x1)]. (15)

We expect the first (Hartree) term to be the dominant one, since the second (Fock) term involves an overlap
between two wavefunctions with strongly different oscillation amplitudes. To estimate it we first observe
that the integrand is only nonzero in a region of size ∼ ξc. Within this region the integrand oscillates rapidly
on a scale E. Combining the suppression of the integral due to the rapid oscillations (∼ 1/

√
E) and due to

the normalization of the hot wavefunctions (∼ 1/E) we find that the matrix element also typically vanishes
as E−3/2. Thus, to lowest order in perturbation theory, MBL is perturbatively marginally stable in one
dimension in the continuum, when the disorder is white-noise correlated.

Two dimensions.—We now turn to two dimensions, where ξ(E) ∼ exp(cE) and the density of states at
high energies is constant. A hot orbital at energy E is connected to ∼ ξ(E)2 other hot orbitals, and each such
connection could involve ξ(E)2 local rearrangements in the cold sector. Thus the typical level spacing for this
process scales as ∼ 1/ξ(E)4. Meanwhile, following the same logic as in the one dimensional case, the matrix
element for any such transition scales down as 1/ξ(E)3. Asymptotically, therefore, orbitals above a critical
energy Ec are mobile, and act as a bath for typical degrees of freedom. Since ξ(E) ∼ exp(cE), and ξc ∼ T
(the temperature sets the density of excitations, and one needs O(1) excitations inside a localization volume
for this mechanism to apply), it follows that Ec ∼ log T . Thus, transport in the two-dimensional continuum
is marginally super-activated, with the conductivity scaling at low temperatures as log σ(T ) ∼ − log T/T .

16We thank an anonymous referee for this observation
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In both of these cases, at sufficiently low temperatures this superactivated scaling will cross over to simple
activated scaling but with a much smaller prefactor, as rare mobile thermal regions begin to dominate over
typical regions.

3.6. Translation-invariant systems

The question of whether MBL can occur without disorder dates back, in some form, at least as far
as the work of Ref. [118]. The intuition for why this might be possible is similar to that behind the
classical glass transition, jamming, or other related phenomena: starting from a typical finite-temperature
state of a strongly interacting system, few-particle moves do not, in general, allow one to explore all of
the accessible configuration space. Instead, a particle rattles in a cage formed by its neighbors. Because
of Anderson localization, quantum mechanics makes this caging phenomenon more severe, since a single
quantum particle can be strictly localized even at finite temperature in a background formed by the other
particles in the system.

Slow dynamics in strongly interacting, clean systems had been extensively studied even before the revival
of interest in MBL [127, 128, 255]. The first works to revisit this question in the context of MBL were
Refs. [256, 257, 258]. Refs. [256, 258, 259] all considered two-species models of heavy and light particles.

In the model of Ref. [256], the heavy and light particles move in the continuum, and heavy particles
attract light particles. This work conjectured the existence of a phase in which the heavy particles eventually
delocalize, but the light particles are never able to escape from the heavy particles. Thus (according to this
conjecture) if one were to perform a projective measurement of all the heavy particles, the remaining light-
particle wavefunction would have low (i.e., area-law) entanglement, even though the global wavefunction
is volume-law entangled. At present this conjecture is not widely accepted, especially for particles in the
continuum: there are many potential mechanisms that would destabilize the proposed state, few of which
have been ruled out.

Ref. [258] considers two species of fermions c and d on a one-dimensional lattice, subject to the Hamil-
tonian

H = −J
∑

i
(c†i ci+1 + h.c.)(1− d†i+1/2di+1/2) + λ

∑
i
(d†i−1/2di+1/2 + h.c.) (16)

We begin by setting λ = 0, and considering a typical high-temperature state of the system. In this state,
d particles are distributed randomly, and constitute broken bonds. The c particles are thus confined to
segments; their eigenstates are the appropriate Slater determinants within each segment. These eigenstates
are manifestly localized. Now we perturbatively consider the hopping of d particles. Typically, this will not
be a resonant process: the energies of the c particles depend on the position of the barrier, so moving the
barrier will generically change the energy. However, some perturbative moves will be resonant: for instance,
if moving a barrier just interchanges two segment lengths. Ref. [258] estimates the number of perturbative
resonances, and finds that these tend to become sparser at higher orders in perturbation theory. Thus, at the
perturbative level this model appears to exhibit MBL. However, it is straightforward to construct anomalous
regions with a low density of barriers, which thermalize. Thus, one expects this to be a special case of MBL
with a mobility edge, as already pointed out in Ref. [260]. The mobile regions should diffuse, and in the
absence of quenched disorder it seems that the diffusion constant should stay finite.

The model considered contemporaneously in Ref. [257] is similar in spirit, but has some important
differences. This model consists of bosons on a lattice, subject to a generalized version of the Bose-Hubbard
Hamiltonian:

H =
∑
i

[nqi + g1(b†i + bi)
2] + g2

∑
〈ij〉

(b†i bj + h.c.). (17)

The second term breaks particle number conservation, whereas the last term (which couples different sites
on the lattice) is to be regarded as a small perturbation. The authors choose q > 2 to decrease the number
of possible local resonances. Since the system consists of bosons and thus has a spectrum that is unbounded
above, the infinite-temperature ensemble is not well-defined. Nevertheless, one can imagine working at very
high temperatures, where a typical initial state has a large number variance from site to site. The argument
for localization now proceeds as in the previous example: a resonant process where two neighboring sites
exchange their particle number state involves simultaneously moving many particles so it can only occur
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at very high orders in perturbation theory. However, lower-order processes give rise to site-dependent self-
energies, which are in general much larger than the matrix element for resonant hopping. Thus, at the
perturbative level the system is localized.

As in the previous example, rare cold regions act as baths and prevent full localization [260]. However,
in the present model a notion of asymptotic localization at high temperature can be proved: specifically, the
thermal conductivity is upper bounded at high temperature (β → 0) by

lim
β→0

β−nκ(β) = 0, for all n > 0. (18)

Subsequent work on lattice models with a finite-dimensional on-site Hilbert space has seen anomalous diffu-
sion on intermediate timescales [261], but with an eventual crossover to diffusion in the long-time limit [38].

We briefly note some other models that have been studied in this context. Ref. [261] considers a two-leg
spin ladder (with legs indexed by 0, 1), governed by a Hamiltonian of the form

H = H0 + εH1 + Jz

N∑
i=1

σzi0σ
z
i1. (19)

Here, H0, H1 are generic translation-invariant local Hamiltonians. In the limit ε = 0, a generic eigenstate of
this model consists of a σz-basis product state on leg 1, which acts as binary disorder for leg 0 and localizes
it when Jz is large enough. When Jz 6= 0 this model is very similar to the two-species fermionic model
discussed above. However, this way of writing the model makes the following point particularly transparent:
if one initializes H1 in the state |+x〉⊗N for ε = 0, this simply amounts to taking an average over the binary
disorder. Thus, quantities such as correlation functions appear MBL even though neither the Hamiltonian
nor the initial state is random. This feature is also shared by the model in Ref. [262, 263], which can be
rewritten via a duality transformation to have a similar form to the ε = 0 limit of the model discussed above.
We expect that all of these models ultimately thermalize away from special fine-tuned points.

Gauge theories.—In one dimension, models with extensively many local operators that commute with
the Hamiltonian are fine-tuned. However, one general way such Hamiltonians could arise is as lattice gauge
theories [264, 235]. Lattice gauge theories generically have local operators on each link that, e.g., implement
Gauss’s law on that link when they are in their ground state. The physical subspace of the Hilbert space
of the gauge theory is usually taken to be the projection of the full Hilbert space of the lattice model onto
a particular sector of these charges (which is typically very simple and not localized). The observation in
these works, rather, is that MBL occurs in typical sectors of the lattice gauge theory. The localized phases
in these models can have unusual spectral properties, explored in Ref. [265].

3.7. Related rare-region instabilities

In many of the settings discussed here, there is a sharp perturbative MBL transition that is rounded
out, asymptotically, because of a nonperturbative instability of the putatively localized phase. An analogous
phenomenon in a noninteracting system has been extensively studied in recent years: noninteracting Weyl
semimetals subject to weak disorder [266, 267, 268, 269, 270, 271]. Weak disorder is perturbatively irrelevant
at the Weyl point, so a simple analysis would suggest that excitations at energies near the Weyl point are
ballistic, and there is a critical value of the disorder strength at which the ballistic semimetal undergoes a
phase transition into a diffusive metal. Note that ballistic transport corresponds to localization in momen-
tum space. Nonperturbative rare region effects round out this transition, destabilizing the semimetal for
arbitrarily weak disorder (but see Ref. [271] for a contrary view). Nevertheless, the avoided perturbative
transition manifests itself in the critical behavior of the density of states away from zero energy. In this case,
replacing randomness with quasiperiodicity restores the sharp phase transition [272].

It is natural to ask whether some generalization of this idea applies to phenomena such as avoided MBL
in dimensions greater than one. The distinction lies in the nature of the putative MBL critical point. In
many respects, the MBL phase is a critical phase with continuously varying dynamical exponents, and the
critical point is an endpoint of this phase. Thus the critical behavior at the MBL transition is the same
as the behavior in the MBL phase, and there is no distinct quantum critical “fan” [273]. By contrast, in
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the Weyl case, one has a conventional continuous phase transition, and there is a frequency window where
critical scaling can be observed but rare region effects are not yet perceptible.

3.8. Implications for Localization-Protected Order

We have already noted that the prospect of using localization to protect unusual non-equilibrium topo-
logical and broken-symmetry phases even in the presence of strong interactions is one motivation to study
MBL. However, the considerations in this section suggest that many obvious routes to engineering such
non-equilibrium may be obstructed by considerations due to dimensionality, symmetry, or some combination
thereof. However, there may yet be possible ways to achieve very long prethermal regimes that nevertheless
allow for coherent manipulations. Ref. [274] provides a detailed summary of the situation, and we refer the
reader to it for further details.

4. Multiple-component systems

In this section we consider systems consisting of coupled degrees of freedom, where in the decoupled limit
some degrees of freedom are MBL and others are thermal. Such systems can be divided into two categories:
those in which MBL and thermal degrees of freedom are spatially segregated and those in which they are
interspersed. This section focuses on the latter case (of “bulk baths”). The physics of “boundary baths” is
that of very large thermal inclusions, in the limit where their level spacing goes to zero; this was addressed
in the introduction and in the previous section.

4.1. MBL coupled to a large Markovian bath

We first consider the simplest type of bath, which is large (so that there is no quantum back-action),
infinite-temperature (so that uphill and downhill transitions, i.e., energy-raising and lowering transitions,
are equally likely), and Markovian (i.e., it has zero correlation time and therefore an infinite bandwidth, so
it can exchange arbitrary amounts of energy with the system).

4.1.1. Generic coupling

The most generic coupling between an MBL system and a bath allows for processes where LIOMs flip
assisted by the bath. The typical rate for such incoherent rearrangements is set by the system-bath coupling
(which we assume not to be strongly disordered); for a Markovian high-temperature bath, the dominant
processes involve either flipping single LIOMs or locally rearranging them, so the lowest-order process allowed
by symmetry is the dominant one. Take the characteristic rate for such a rearrangement to be Γ; adapting
NMR terminology, we can call this a generalized T1 time. Then Ref. [40] argued that the corresponding T2

time at which local superpositions dephase (i.e., the rate at which spin echo signals decay) is parametrically
faster. For specificity we define the T2 time via the decay of the correlator [275]

Cφ(t) ≡
〈

exp

(
i

∫ 2t

0

dt′sign(t− t′)heff.(t
′)

)〉
. (20)

where heff.(t) is the splitting of a given LIOM at time t, i.e., its effective field heff
i = hi +

∑
j Jijτ

z
j + . . ..

Thus the T2 time for a given LIOM depends on the states of all the LIOMs near it. Each of these states
relaxes on a timescale T1. Thus, the rate T−1

2 = nT−1
1 , where n is the number of neighboring couplings that

the spin can “resolve” on a timescale T2; these are the couplings such that exp(n/ξ) ∼ T2. Solving these
equations to leading order at large T1, we find that T2 = T1/ log T1 in one dimension.

Analogous results hold for higher dimensions, where T2 ' T1/ logd T1, and for rapidly decaying power
law interactions (decaying with power law α), for which T2 ' (T1)1/(1+α).
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4.1.2. Lineshape

Above, we estimated the linewidth of the local decoherence process, set by 1/T2. We now turn to its
lineshape, which in general is non-Lorentzian. This non-Lorentzian behavior comes from the fact that on
timescales short compared with a given coupling Jij , that coupling does not affect the slope of the exponential
decay of the correlator Cφ(t). This observation is worked out explicitly, e.g., in Refs. [275, 276]. Thus, the
phase correlation function that spin echo measures goes as

Cφ(t) ∼ exp[−tΓ1n(t)], (21)

where n(t) is self-consistently determined as above. Thus, there is a temporal regime in which Cφ(t) ∼
exp(−t logd t) (for short-range interactions) and as Cφ(t) ∼ exp(−t1+γ) for power-law interactions. Corre-
spondingly the lineshape is not precisely Lorentzian: it interpolates between a Lorentzian of width 1/T2 at
low frequencies and one of width 1/T1 at high frequencies.

4.1.3. Special cases

Pure dephasing.—The actual system-bath coupling that is relevant to cold-atom experiments is a little
different: the system-bath coupling primarily acts by continuously “measuring” the occupation numbers of
individual sites. This process decoheres on-site superpositions on a timescale of order unity; however, when
the system is strongly localized, the rate of T1 processes is suppressed by a factor of (J/Ei)

2, where J is
the hopping and Ei is the nearest-neighbor energy denominator. We take the disorder to be distributed
uniformly in the interval (−1, 1). Then the probability that the system will have decayed at time t goes as∫
dζ exp[−J2γt/(J2 +ζ2)]. At time t, degrees of freedom will have decayed if J2γ/(J2 +ζ2) < 1/t, where γ is

the system-bath coupling; at large t, this implies ζ ∼ 1/
√
t. Thus, upon averaging over this distribution one

finds that the autocorrelation function of the local density in the presence of a bath decays as a stretched
exponential, C(t) ∼ exp(−

√
t). This effect occurs also for an Anderson insulator, and leads to an even

stronger separation between T1 and T2 than that noted previously [277, 278].

Particle loss.—Another special case of experimental relevance is that of particle loss. This case is special
because a path that couples to the system merely by absorbing particles does not act as a decoherence channel
in the noninteracting limit. In particular, it does not affect the experimentally measured imbalance between
even and odd sites, since even and odd sites have the same loss rate. Interactions change this picture, even
at the Hartree level: the effective potential landscape each particle experiences is noisy, because of particle
loss, and this noise leads to delocalization [277, 138, 279].

4.1.4. Steady states in damped driven systems

An MBL system coupled to a bath will thermalize. However, if it is also irradiated with light, it will
reach a nonequilibrium steady state in which the absorption of energy from the radiation balances the rate
of energy loss to the bath, and maintains an inhomogeneous steady state distribution [280]. The properties
of this steady state distribution can be worked out straightforwardly in terms of LIOMs: each LIOM can be
treated as a damped driven two-level system, which is describable, e.g., using Bloch equations. The resulting
steady state has a spatially inhomogeneous temperature profile, corresponding to the fact that each LIOM is
at a different temperature17. LIOMs that are resonant with the radiation frequency absorb strongly and heat
up to infinite temperature, while those that are far off resonance couple weakly to the radiation and remain
close to the bath temperature. These spatial temperature fluctuations act as a diagnostic of localization, since
a thermal system would instead absorb radiation relatively uniformly. In interacting systems, one expects
that the local temperature will evolve stochastically, since the local transition frequency of the LIOM is
dependent on the states of neighboring LIOMs. Thus LIOMs can wander in and out of resonance with the
drive. The consequences of this effect for steady state dynamics have not yet been fully explored.

17Recall that any reduced density matrix for a two-level system can be assigned a temperature.
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4.2. MBL coupled to a slow bath

In the previous section we assumed that the bath was Markovian. There were two assumptions here:
first, that the bath is sufficiently large compared with the system that the system exerts no back-action on
the bath; and second, that the bath has a negligible memory time. We now relax the second assumption
while maintaining the first. Since we are considering infinite-temperature baths, we can equivalently think
of this situation as one in which the system is coupled to classical noise with a generic temporal correla-
tion function [281]. We take the system-noise coupling strength to be spatially uniform at first; we will
subsequently comment on random coupling.

We refer to Ref. [282] for a more detailed exposition of some of the points presented here.

4.2.1. Weak coupling to a narrow-bandwidth bath

We first consider the case in which the system-bath coupling g is small compared with the bandwidth
of the noise W , which in turn is much smaller than the characteristic energy scale of the system (which we
take to be unity). We also assume that the power spectrum of the noise falls off faster than a power law of
ω (although a simple generalization exists for the case of a power law faster than 1/ω2). To leading order in
g there are two channels by which the system can typically find an energy denominator of order W : either
a single particle can hop a distance ∼ 1/W , or one can rearrange ∼ (1/s) logW particles, where s is the
entropy density, as before. In an interacting system, the latter process is parametrically faster, with a matrix
element ∼ exp(− logW/(sζ)) which in turn implies a rate Γ ∼ g2W 2/(sζ)−1 [276].

Now let us consider the autocorrelation function. At time t, some fraction of spins with nearby small
denominators will have relaxed. Relaxation via a narrow-bandwidth bath via an n-spin process would scale
as g2 exp(−2n/ζ)/W = 1/t, so n ∼ (ζ/2) log t. At nth order, the typical denominator for this process
is e−sn ∼ t−sζ . Combining these expressions, we find that the autocorrelation function C(t) ∼ t−sζ on
timescales short compared with the characteristic decay rate. These characteristic rates are valid even when
g > W , since the low-order processes are off-shell and for the on-shell processes the rate is sufficiently strongly
suppressed that the Golden Rule applies. However, details of the short-time behavior of the autocorrelation
function will be modified when g > W .

4.2.2. Strong coupling to narrow-bandwidth classical noise

The Golden Rule analysis sketched above remains valid for classical noise even when the system-noise
coupling is much larger than the bandwidth of the noise, provided that W � g � 1. In this regime the
criterion for the validity of the Golden Rule is whether the actual rate g2W 2/(sζ)−1 < W . When this
condition is satisfied, the Golden Rule still continues to apply. On the other hand, when g is large enough,
the Golden Rule ceases to apply. Instead, the system exchanges energy with the bath through Landau-Zener
transitions, with a rate limited by the correlation time of the bath, which (in this simple model) goes as
1/W .

4.2.3. Large-bandwidth slow baths and spectral diffusion

We have considered, so far, a bath with a single characteristic timescale, so the bandwidth W and the
correlation time of the bath τ are interchangeable concepts. We now briefly consider noise that has a large
bandwidth but a slow relaxation time; such noise can be generated by physical systems in which relaxation
is slow compared with the characteristic dynamics, e.g., systems that are nearly localized. In the context of
MBL, this type of noise was first discussed in the context of an attempt to construct a mean-field theory of
the MBL transition [276]. However, a different natural setting in which it occurs is that of a system coupled
to a spin bath undergoing spectral diffusion.

This case combines features from some of the previous cases. When the system is sufficiently weakly
coupled to the bath, the system cannot resolve the fact that the bath is slowly fluctuating, and simply sees
it as a large-bandwidth bath. For this answer to be internally consistent, we require that the Golden Rule
decay rate γ must satisfy γτ � 1. In the opposite limit, the system sees a bath of reduced bandwidth
that depends on how much spectral diffusion has taken place on the timescale it takes the system to relax;
thus the relaxation rate and the effective bandwidth are related and must be determined self-consistently
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together. On a timescale 1/γ, the effective bandwidth is ∼ 1/(γ1/2τ3/2). Computing γ for noise of this
effective bandwidth, using the appropriate previous case, and self-consistently determining the bandwidth,
allows one to solve for the decay rate in this regime.

4.2.4. Pure dephasing and transient subdiffusion

We can make these general considerations more concrete by considering a specific solvable case. In this
limit, the system is a strongly localized Anderson insulator (with a localization length ξ � 1) and the noise
couples to the on-site potential:

H =
∑
i

(εi +Wi(t))c
†
i ci + J(c†i ci+1 + h.c.). (22)

where the noise is Gaussian and spatially uncorrelated, has strength W at all sites, and has a general two-time
correlation function 〈Wi(t)Wi(0)〉 = C(t). We work perturbatively in J , which is taken to be the smallest
scale in the problem [283]. To leading order, the dynamics consists of incoherent classical hopping [284],
with an amplitude on a given bond set by

Γi,i+1 ≡ Γ(ω = εi − εi+1) = 2J2

∫ ∞
0

dt cos[(εi − εi+1)t]|Cφ(t)|2, (23)

where

Cφ(t) ≡
〈

exp

(
−
∫ t

0

dt′(t− t′)C(t)

)〉
(24)

is the correlation function of the on-site phase18. One can now regard the system as a chain of resistors, each
with resistance set by 1/Γi,i+1. Transport in this resistor network depends strongly on the high-frequency
asymptotics of the noise and the statistics of large deviations of the disorder. If we take the noise to be
generated by a local quantum model, then Γ(ω) falls off at least exponentially in ω at large frequencies. The
nature of transport then depends on the tail of the disorder distribution. If this tail falls off faster than
Γ(ω), then the probability of finding an extremely slow bond is negligible and there is a well-defined diffusion
constant. On the other hand, if the disorder distribution is itself fat-tailed (e.g., P (|εi−εi+1|) ∼ 1/|εi−εi+1|γ)
then this model has a vanishing diffusion constant and exhibits subdiffusive transport. This subdiffusive
transport has also been analyzed numerically in Refs. [285, 286, 287] and a generalized Einstein relation has
been constructed for the subdiffusive regime [287].

It is unclear under what conditions subdiffusion persists in the long-time limit in open systems. When
a link is effectively “blocked” (because the detuning across it is too high), one must consider processes that
tunnel virtually through the link, to find a farther site that is less detuned. This is analogous to variable-range
hopping [288] but with bandwidth replacing temperature. Even in noninteracting models, this variable-range
hopping process can lead to a crossover to diffusion at late times, as it allows particles to bypass the worst
bottlenecks. In interacting models, the number of possible relaxation channels grows exponentially, so there
is generically always a crossover to diffusion at sufficiently late times.

4.3. Quantum baths and back-action

We now turn to baths that cannot be treated as classical noise, because they are strongly coupled to
the system and this changes their properties. The strong system-bath coupling invalidates the simplest
Golden-Rule treatments, in terms of the naive microscopic variables; however, one might still be able to
use the Golden Rule with appropriately renormalized couplings. We first consider the case of large, narrow-
bandwidth baths, then turn to “baths” that are comparable in size to the system, and finally to baths that
are much smaller than the system.

18Note that this is subtly different from the phase-correlation function in Eq. (21)—the two correspond respectively to Ramsey
interferometry and spin echo—but we will be cavalier and use the same terminology for both.
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4.3.1. Large slow baths: the “frozen core”

We first consider the case of a large slowly fluctuating bath. For concreteness, we take the system to live
on the x axis, and the bath to live in the whole XY plane. Thus the Hamiltonian is of the general form

H = HS +WbHb + gOSOb, (25)

where OS , Ob are generic norm-1 local operators, and HS , Hb are generic local Hamiltonians. HS is taken to
be in the MBL phase, whereas Hb is either translation-invariant or weakly disordered, and would on its own
be thermalizing. We are concerned with the case Wb � g � 1. This situation is generic in electron spin
resonance [289, 290]: the hyperfine coupling between the electron and nuclear spins is much stronger than
the dipolar coupling between nuclear spins, while the electron spins themselves interact strongly. Suppose
the electron spin is frozen on some timescale. It then exerts a field on nearby nuclear spins that far exceeds
the bandwidth of the nuclear Hamiltonian; thus it “pulls them out” of the nuclear band, so that they are
now far detuned from all the other nuclear spins and are therefore no longer able to resonantly exchange
energy with any other spins. These spins cease to function as a “bath,” and are best regarded as instead
being incorporated into the system. This effect attenuates with distance—as a power law in the electron-spin
case, and exponentially in the model outlined above—so nuclear spins far from the electron (or bath degrees
of freedom far from the system) are weakly perturbed and continue to act as a bath.

Thus the boundary between the “system” and the “bath” in this instance is deep inside the region that
we initially took to be the bath. Any spin that is coupled to the system more strongly than Wb is pulled
out of the bath and frozen; the first layer of spins remaining in the bath are those that were coupled to the
system with couplings that are of strength ∼ Wb. In the present setup, this depleted bath is still infinite in
extent, and can now be treated as a standard narrow-bandwidth bath, for which the Golden Rule is safe: in
order for the system to undergo a transition, it must undergo a large-scale rearrangement of s logWb spins.
The decay rate in this case therefore scales as

Γ ∼W 1+2/(sζ)
b �Wb, (26)

so the Golden Rule is internally consistent. Autocorrelation functions also behave as in the narrow-bandwidth
case (Sec.4.2): decay sets in on a timescale 1/Wb, then decays as a power law in time until the timescale
1/Γ.

A more formal way to treat the strongly coupled bath degrees of freedom would be to use a canonical
transformation that “dresses” system degrees of freedom with a distortion of the bath; this approach is
carried out, e.g., in Ref. [291], for the problem of noninteracting electrons coupled to a marginally localized
phonon bath.

4.3.2. The MBL proximity effect

We can modify the previous discussion as follows: instead of taking the bath to be much larger than the
system, we can take them to be the same size. This leads to a model of a two-leg ladder with a localized
large-bandwidth leg coupled to a small-bandwidth but (in the absence of inter-leg coupling) thermalizing
leg [292]. A concrete Hamiltonian of this type that has been studied is as follows:

H = H1 +WbH2 + gn1n2, (27)

where H1 is a generic MBL Hamiltonian, H2 is a generic local thermal Hamiltonian, and the two are coupled
via a density-density interaction. We further assume that the total particle number on either leg is conserved.
When the coupling along the rungs of the ladder is weak, a straightforward perturbative calculation shows
that the system globally thermalizes [293]. However, when the coupling along the rungs is strong, the degrees
of freedom on the small-bandwidth leg experience strong random fields (� Wb); these fields localize them,
suggesting that the composite system has an MBL phase in this regime [292, 293].

However, we note that there can be no LIOM description in this limit: in a typical state there will be
arbitrarily long segments in which the MBL leg has no particles. The ETH leg is therefore thermal in these
segments. The situation is thus analogous to a many-body mobility edge. Following the arguments in that

46



case, one expects that this void-bath combination will be mobile, and will therefore thermalize the entire
system on very long timescales.

Experimental implementation.—The setup described above, in which a disordered system is coupled to
a clean system, was explored experimentally in Ref. [139] in the quantum gas microscope setup. This is
accomplished by trapping two Zeeman sub-levels of rubidium atoms in an optical lattice, and turning on a
disorder potential that only couples to one species. One then varies the ratio of atoms in each species and
observes the consequences for the relaxation of both species. The total number of atoms is ∼ 100. When all
the atoms are in the “dirty” species, there is no bath, and one can map out the phase diagram of the isolated
system. On the other hand, when the population ratio of clean to dirty atoms is large, the bath is “big” and
the bath delocalizes the system (even when, for those parameters, the dirty component on its own would
be localized). As the ratio of atoms in the clean species is decreased, the bath becomes increasingly less
effective at thermalizing the dirty species, and eventually ceases to delocalize the dirty atoms at all. On the
other hand, the dynamics of the clean species does not seem to be sensitive to the number of clean atoms.
In the large-system limit, we expect that both of these results cannot be true: either the clean system will
eventually be localized by the proximity effect, or the dirty system will eventually thermalize. There is no
reason to expect a mixed scenario with coexisting localized and delocalized degrees of freedom to be stable,
although it would be very interesting if such a scenario were found to be possible.

4.3.3. Zero-dimensional bulk baths

We now turn to the case where the bath is small but coupled globally to the system [294, 48]. A simple
version of this model takes the bath to be coupled separately to N separate LIOMs [48]:

Ĥ =

N∑
i=1

[
∆iτ̂

z
i + λ

(
Âiτ̂

z
i + B̂iτ̂

x
i

)]
, (28)

where we have put hats over operators to distinguish them from coupling constants. The detunings ∆i are
taken from a distribution of unit width, and the 2N matrices Âi, B̂i are random matrices from the Gaussian
orthogonal ensemble that each act on a “bath” Hilbert space of dimension m. The random matrices are
normalized so their bandwidth (or equivalently their operator norm) is set to unity, thus the typical matrix
element in the bath is of size 1/

√
m. Ref. [48] analyzes the case m = 2, in which case the “bath” is a single

spin σ. We can write down a simple Hamiltonian for the N + 1 spins as follows (we return to suppressing
hats):

H =

N∑
i=1

[∆iτ
z
i + λ(εiτ

z
i σ

z + δiτ
x
i σ

x + ζiτ
x
i )] . (29)

where εi, δi, ζi are all random numbers with unit variance. We now consider perturbing the system in λ. We
anticipate that the system thermalizes when λ > 1/N , as Ref. [48] showed, and consider λ of that order.
We now consider second-order processes in λ that involve flipping two LIOMs and possibly flipping the
central spin as well. The matrix element for these processes is ∼ λ2 and there are N2 possible processes,
so there are typically O(1) resonant flips at this order. A crucial point now is that after this second-order
process has happened, the effective field on the central spin

∑
i λεiτ

z
i will have changed by ∼ 1/N � 1/N2.

Therefore, the resonance condition on top of the final configuration is different from that on top of the initial
configuration: most of the initial resonances are gone (though of course undoing the resonant hop is still
resonant), and new resonances appear. One can thus traverse configuration space by repeating this process
indefinitely, so the system ultimately thermalizes.

One might question why we chose to go to second order. There are 2N possible resonant transitions
at leading order, each involving one LIOM flip with or/without the central spin flipping. When λ ∼ 1/N
a typical many-body configuration has O(1) resonant spin flips even at first order. However, the shift in
the effective field due to these is not much larger than the resonance window, so a single spin flip does not
completely change the structure of subsequent resonances, and does not delocalize the system. The key role
played by these energy shifts was first emphasized, in a somewhat different context, in Ref. [295].
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A similar problem was also studied for single-particle hopping coupled to a random matrix [294]; however,
the results there are very specific to single-particle problems and thus lie outside the scope of this review.

4.4. Coupled identical MBL chains

An interesting variant of the physics discussed in the previous sections is that in which the various
subsystems are identical: i.e., they all experience the same disorder realization. This situation was first
explored experimentally [135]. It is a natural setup to realize, as the purely 1D experiment consists of
tubes that are separated from one another by a strong optical lattice potential. Lowering this optical
lattice naturally gives rise to a transverse coupling between tubes; however, all the tubes involved experience
identical quasiperiodic potentials.

4.4.1. Two coupled chains: Mobility emulsions

Before turning to the (still poorly understood) many-chain problem, we first briefly discuss the case of two
coupled identical chains. Our discussion follows that of Ref. [296]. Specifically, we consider a Hamiltonian

H =
∑

α=1,2

∑
i

[
(σ+
α,iσ

−
α,i+1 + h.c.) + ∆σzα,iσ

z
α,i+1 + hiσ

z
α,i

]
+ J⊥

∑
i
(σ+

1,iσ
−
2,i + h.c.). (30)

The on-site fields are drawn from a distribution of width W . When W is small the system thermalizes, so
we focus instead on W � 1. For J⊥ = 0 the system consists of two decoupled spin chains, each deep in the
MBL phase. An important observation is that almost all eigenstates break the reflection symmetry under
interchange of the two legs of the ladder.

This symmetry-breaking is argued to persist even when J⊥ is small and nonzero: moving a single spin
between the legs of the ladder is generically going to change the interaction energy, and is therefore off-
resonant. Thus, a “mirror glass” that spontaneously breaks the mirror symmetry persists for small J⊥.
When the density is sufficiently low or J⊥ is sufficiently large, the symmetry is restored, but the system still
potentially remains localized.

A helpful way to conceptualize this problem is to work in the basis of localized single-particle eigenstates
of the decoupled chains. Each such eigenstate is doubly degenerate; the pair (which we can identify at strong
disorder with a rung) can be empty, singly occupied, or doubly occupied. Empty and doubly occupied rungs
are dynamically inert. However, singly occupied rungs have two allowed states per rung. For these states, one
can define a pseudospin corresponding to the leg index. In this representation, J⊥ is a constant transverse
field, while ∆ generates an Ising spin-spin interaction between neighboring singly occupied rungs. In the
limit where every rung is singly occupied, the random field term cancels between the two rungs; the model is
thus effectively clean, and therefore thermalizes. We expect thermalization in this sector to asymptotically
“infect” the entire system. In the opposite limit, where most rungs are inert, the singly occupied rungs are
Poisson distributed so their couplings have strong positional randomness, and localization remains stable.

As with the MBL proximity effect, the present system is also susceptible to being destabilized by rare
thermal configurations. In this case, the thermal configurations are rare strings of consecutive singly occupied
rungs, which form a locally thermal region. These locally thermal regions are in principle mobile, and can
destroy MBL throughout the system on the longest timescales.

4.4.2. Many coupled chains

Although the two-leg ladder is relatively straightforward to analyze, the most intriguing experimental find-
ings are for anisotropic two-dimensional systems, consisting of many identical chains with nearest-neighbor
hopping [135]. Although some works have explored this setup numerically [297, 298], the dynamics of these
systems is not yet well understood. The most striking experimental observation is that the timescale on
which a density-wave pattern decays scales either logarithmically or as a very slow power law of J⊥. As-
suming a power law, the observed exponents are never more than 1/3. No clear theoretical mechanism has
been proposed for this anomalous dependence; moreover, it is unclear what ingredients are necessary—for
instance, these anomalous exponents have not been experimentally studied in the random case.
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We briefly review a few limiting cases. The first is that of very weak interactions (which is not directly
related to the experiment [135]). Here, one can begin in the noninteracting limit, where the potential is
separable; thus, the single-particle eigenstates are tightly localized along the x direction and plane-wave
like in the y direction. As a minimal model of this system, consider two clean wires each with bandwidth
J⊥ � 1, and a detuning W � 1. Interactions between (as well as within) wires rapidly thermalize each wire;
however, thermalization between wires is much slower, as hopping a particle changes the energy by ∼ W ,
and (by analogy with doublons in a Mott insulator) only happens in this limit at a rate ∼ exp(−W/J⊥).
This extremely sensitive dependence on J⊥ is the opposite of what is experimentally observed. A much
less strongly suppressed channel involves rearrangements of ∼ log(W/J⊥) particles along the x direction,
using the narrow-bandwidth bath of transverse excitations in each tube. This mechanism gives a rate
Γ ∼ U2(J⊥/W )2/(sζ)−1. On the one hand, this mechanism gives a power-law dependence on J⊥ with a
continuous exponent. On the other hand, in the regime where MBL is stable in an individual tube, sζ < 1,
so one cannot explain the very small observed exponents through this mechanism.

In the actual experimental regime, U ∼ W ≥ 1 � J⊥. In this regime, interactions generically frustrate
transverse motion, because a particle can move from one leg to the next only if its surroundings on both
legs are identical. The corresponding two-leg ladder is in the “mirror glass” phase, where it spontaneously
breaks mirror symmetry. A naive extension of this result to the many-chain problem would suggest that
this case should spontaneously break translational symmetry along the y direction, so that relaxation should
be insensitive to small but finite J⊥. This scenario has the opposite problem from the previous one: if
the system remains in a glassy state, there is no obvious reason why a small J⊥ should affect relaxation
rates. To summarize, at present neither of these limits appears to lead to predictions that match experiment
particularly closely, and the actual dynamics of these systems should be regarded as an open question.

4.5. Localized charges coupled to thermal spins

The next variant of the two-species problem we will consider involves localized degrees of freedom coupled
to degrees of freedom that are protected against localization. The simplest and most broadly relevant
instance of this paradigm is the Hubbard model subject to random chemical potentials. This model retains a
global SU(2) symmetry under spin rotations, although the charge degrees of freedom are allowed to localize.
Further, in one dimension, it undergoes spin-charge separation in the clean limit. In what follows, we will
discuss the dynamics of this model in both the weak-coupling and strong-coupling limits.

4.5.1. Hubbard model at small U

We begin with the weak coupling limit, taking U � T , and also working in one dimension for concreteness.
At U = 0 one fills orbitals at random; some fraction of orbitals (∼ T at low temperatures and o(1) at high
temperatures) will be singly occupied. These singly occupied orbitals are spin-degenerate, so at U = 0
there is an exponential degeneracy corresponding to the entire manifold of spin states corresponding to this
randomly chosen charge state. When U 6= 0, exchange interactions lift this degeneracy. Ignoring charge
fluctuations to leading order, one can derive an effective Heisenberg model for the spin sector. At high
temperatures and localization lengths ξ ≥ 1, the Heisenberg model is not strongly random and thermalizes
on a timescale comparable to U .

Assuming the Heisenberg model thermalizes efficiently, we can treat the spin excitations as a narrow-
bandwidth bath for charge rearrangements. The charge and spin degrees of freedom are coupled because a
charge hopping event locally modulates the couplings of the effective Heisenberg model:

H =
∑
i

J(ni, ni+1)σi·σi+1. (31)

Thus, one can naturally write the perturbation coupling the charge and spin sectors as ∼ niσi·σi+1. When ξ
is large, ni is well approximated by its mean value, so fluctuations in ni (which couple to spin) are relatively
small and perturbation theory in the spin-charge coupling is legitimate. However, when ξ is small, ni is
essentially a binary quantum variable, and the spin-charge coupling is of the same order of magnitude as the
bare spin-spin coupling itself.
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Figure 5: Evolution with temperature of the thermal (left) and charge (right) conductivity of the disordered SILL, reproduced
from S. A. Parameswaran and S. Gopalakrishnan, Phys. Rev. B 95, 024201 (2017). Copyright (2017) the American Physical
Society; reuse permitted according to APS copyright policies.

As T is decreased, the bonds in this effective model become increasingly random: in the low-temperature
limit, a fraction ∼ T of the orbitals are singly occupied; these can be treated as Poisson distributed, so the
spacings between singly occupied orbitals follow an exponential distribution that broadens at low T , specif-
ically P (x) ∼ exp(−cTx). We also know that J ∼ exp(−x/ξ). Putting these two observations together, one
sees that P (J) ∼ J−1+c′ξT , where c′ is some nonuniversal prefactor of order unity. Thus, at sufficiently low
T the effective Heisenberg model becomes increasingly nonergodic on short length-scales, and its thermal-
ization time diverges in a super-activated fashion (see Sec. 3.2.4). How the charge sector thermalizes in that
regime is not quantitatively understood at present.

4.5.2. Hubbard model at large U : spin-incoherent Luttinger liquid

Another regime that is tractable by somewhat similar methods is the spin-incoherent regime of the
Hubbard model, t2/U � T � t. This is an example of a spin-incoherent Luttinger liquid (SILL) [299],
in which the charge degrees of freedom are essentially in their ground state but the spin excitations are
at infinite temperature. We will address the case of the disordered SILL using general phenomenological
arguments, following Ref. [300]. In the Hubbard model, in the U →∞ limit the system can be regarded as
free fermions at twice the density. Adding disorder that couples to charge gives rise to Anderson localization
of these free fermions, and (since T > 0) the state of the charge sector in the U →∞ limit can be regarded
heuristically as a Slater determinant of these free fermions. The rest of the argument goes through as before:
for finite U , superexchange leads to dynamics in the spin sector, with a bandwidth t2/U . Charge fluctuations
are suppressed because of the effective fermionic statistics; thus the Heisenberg model will generically be
thermalizing in this regime, and the rest of the analysis goes through as it did in the weak-coupling case.

One can also address the SILL more generally, away from this free-fermion limit. A useful model [299] of
the SILL is as a fluctuating charge density wave (CDW) in one dimension. Any disorder pins the CDW. There
are two types of excitations above the pinned CDW ground state: Gaussian fluctuations of each particle
around its minimum, and instantons, or events where a particle can tunnel between two approximately
equal-energy minima. Gaussian fluctuations involve essentially no charge transfer; thus, charge conductivity
is dominated by instantons. Meanwhile, the Gaussian fluctuations do carry energy, and can transport energy
by hopping between orbitals. Either of these transport channels ultimately involves inelastic processes in
which energy is exchanged with the spin sector (which, as above, forms a bath whose bandwidth is set by
the superexchange scale, which we denote Ws).

An interesting feature of this regime is the distinction between spin, charge, and energy conductivity.
Spin conductivity scales as Ws/T , since spin excitations are at very high temperatures. Meanwhile, charge
conductivity occurs through the hopping mechanisms we have discussed here. The most interesting case,
however, is that of thermal conductivity. At low temperatures, this takes place mostly through the spin
sector; the spin diffusion constant goes as Ws, and each spin only transports Ws of energy, so the thermal
conductivity goes as κs ∼W 3

s /T
2. At higher temperatures, phonons with energy ≥ T become an important
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channel for energy transport. The significance of high-energy phonons in the present problem comes from
the narrow-bandwidth nature of the spin bath. In general situations, phonons can locally exchange energy
with the bath, and should not be regarded as conserved. However, in the present setup, phonons can
efficiently exchange only a small fraction of their energy with the bath. Thus, the dynamics has an emergent,
approximate conservation law for phonons with energies that lie in a given energy window: in other words
phonons are “foliated” according to their energies. A straightforward calculation [300] shows that the phonon
contribution to the conductivity scales as κph ∼ T−3/2 exp[−1/(WsT

3)1/4]. The total energy conductivity
is the sum of the spin and phonon parts. When Ws � 1, and the disorder is not too large, the thermal
conductivity has a finite-temperature minimum, and overall has the form shown in Fig. 5.

4.5.3. Numerical studies

The overall picture of the Hubbard model that we have presented here is supported by detailed numerical
studies [301, 302, 303], but a few words are in order about how the conclusions of these works relate to ours.
At the system sizes available to exact diagonalization, the apparent physics is that charge degrees of freedom
are localized whereas spin degrees of freedom are delocalized. We expect that the apparent localization of
charge is a finite-size effect: on general grounds, any state in which some degrees of freedom are localized
and others are actually thermal will be unstable to weak perturbations that mix the sectors. However, these
perturbations might only set in for large systems. From this perspective, the key observations of these works
are, first, that the spin indeed fails to localize in SU(2) invariant models, and second, that spin transport
(even treating the charges as fixed) can be slow and indeed even subdiffusive. The latter result agrees with
our discussion above, in the weak coupling case, indicating a broad distribution of hopping matrix elements
for spin.

5. Driven systems, slow heating, and prethermalization

Thus far, we have focused on instabilities of MBL in Hamiltonian systems, although most of the argu-
ments presented above would extend with few changes to periodically driven Floquet systems, provided that
the driving takes place at frequencies comparable to the characteristic energy scales of the system. The
main effect of driving in this limit is to eliminate the conservation law for energy, and thus to remove all
hydrodynamic modes from the problem. Thus, Floquet systems generically heat up to infinite temperature
by absorbing energy from the drive [304].

However, the assumption that Floquet systems simply heat up to infinite temperature misses rich phe-
nomena that occur when the drive frequency is much larger than the system’s characteristic energy scale.
These phenomena manifest either as long prethermal dynamical regimes, possible even in clean systems, or
as fully non-ergodic stable phases of MBL systems [305]. In this section, we briefly review the standard
Magnus expansion approach to periodic driving [53, 306], and then explain its breakdown in many-body
systems. We then explain why a large class of lattice systems experience exponentially slow heating, before
discussing both prethermal and localized Floquet systems. In both cases, the prethermal regime/localized
Floquet phase can exhibit a variety of interesting phenomena — including ‘time crystalline’ phases [307, 308,
55, 309],‘anomalous’ topological states impossible in the undriven setting [310, 311, 312, 313], and possibly
even delocalized non-ergodic behavior [314]. A detailed discussion of these lie outside the scope of this
review, but our considerations apply, mutatitis mutandis, to these phases as well.

5.1. Magnus expansion and its breakdown in many-body Floquet systems

Let us consider a periodically driven system, described by a time-dependent Hamiltonian H(t+T ) = H(t).
A key idea in Floquet theory is that the periodic dynamics are characterized by studying the prooperties
single-period unitary time evolution operator or Floquet operator,

F = U(T ) ≡ T e−i
∫ T
0
H(t)dt, (32)

whose eigenstates, known as Floquet eigenstates, have a particularly simple evolution in time: F
∣∣ψα〉 =

eiεαT
∣∣ψα〉, with the Floquet quasi-energy defined on the circle, εα ≡ εα + 2π

T . It is possible to formally
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rewrite the Floquet operator in terms of an effective time-independent ‘Floquet Hamiltonian’, HF , via
F = e−iHFT . However, the definition of HF is ambiguous in general, owing to the branch cut in defining
the logarithm of F , and the Floquet Hamiltonian need not even be local. A conventional approach attempts

to build a simple Floquet operator using the Magnus expansion, HF = H
(0)
F + H

(1)
F + H

(2)
F + . . ., where

H
(0)
F = 1

T

∫ T
0
H(t)dt, H

(1)
F = 1

2T

∫ T
0
dt1
∫ t1

0
dt2 [H1(t1), H2(t2)], etc. This expansion is controlled in the high-

frequency limit T = 1
ν � 1, but even in this limit converges only for bounded Hamiltonians. For a generic

many-body system in of linear size L in d dimensions, ‖H(t)‖ ∼ Ld so that in the thermodynamic limit the
Magnus expansion fails in general 19. A distinct approach is instead necessary to incorporate the presence
of many-body resonances and their role in heating the system — to which we now turn.

5.2. Exponentially slow heating in many-body systems

We now present an argument for the exponentially slow heating, that is the basis of the proof in Ref. [131].
Consider a generic many-body lattice system H, with a typical energy scale W for a single excitation, globally
driven at a high frequency ω �W by a term of the form gV cosωt where ω = 2π/T and V =

∑
j Vj is a sum

of local terms. Let us consider the energy absorption rate dE/dt; to leading order in g this can be related to
the dissipative portion of the linear response function via dE/dt = 2g2ωσ(ω), after averaging over a single
period. The latter can in turn be expressed in terms of the local operator Vi through σ(ω) =

∑
i,j σij(ω),

where

σij(ω) =
1

2

∫ ∞
−∞

dt eiωt〈[Vi(t), Vj(0)]〉β , (33)

where 〈. . .〉β indicates a thermal average (we assume we begin in a thermal state at temperature T = β−1)
and Vi(t) indicates the Heisenberg dynamics of H. To see why the heating might be slow for a local system,
consider replacing the global drive V by a single local term Vi; in this case, the relevant linear response
function is

σii(ω) =
∑
m,n

e−βEn |
〈
m
∣∣Vi∣∣n〉|2δ(ω − (Em − En)) (34)

Absorbing a single quantum of energy ω from the drive creates O(ω/W ) local excitations in the system,
but since Vi is a single local term and a lattice system has a finite local state space, there is no obvious
matrix element capable of creating such a process. We can rewrite σii(ω) in terms of a nth-order commutator
[[[V,H ], H, ], . . .], suppressed by ω2n. We can then use the locality of H to bound the commutator in the
matrix element by εnn! where ε > 0 is a constant energy scale that is proportional to the norm of a typical
local term hj in H and by the range of the hj and Vj . The worst failure of the series then occurs at order
n∗ ∼ ω/εe, when the factorial dominates the suppression by powers of ε/ω. This allows the spectral function
to be bounded by A(ω) < e−κω, with κ = 2/εe. The locality of the Hamiltonian and the perturbation
allows cross-terms involving Vi, Vj to be estimated and similarly bounded. Putting these arguments together
leads to a controlled version of the high-frequency expansion that can be made non-perturbative both in
the strength of the driving and the interaction, and bounds the heating rate by a frequency-dependent
exponential Ce−κω where C > 0 is an O(1) constant. This bound was expanded beyond linear response

in Ref. [315] at the cost of slightly weakening the exponential term to e−κω/ log3 ω, although for d = 1 the
exponential bound continues to hold for strictly local H.

The argument above indicates that generic many-body systems with local Hamiltonians, driven at high
frequency ω, only heat exponentially slowly in ω. This observation can also be reframed as a statement
about thermalization: until an exponentially long time scale τ∗ ∼ eκω, the system is ‘prethermal’, i.e., far
from the infinite-temperature Gibbs state. In this setting it is possible to also consider the thermalization of
time-independent systems with local Hamiltonians of the form H = H0 + V + µN , where N is a conserved
quantity of H0 (i.e. [H0, N ] = 0) and the scale µ is large compared to the local energy scales of H0, V . In this
setting, since V is a sum of local terms it only has small matrix elements between configurations with very
different values of the conserved charge N = 〈N〉. One can then argue for exponentially slow relaxation to

19This is sidestepped in non-interacting many-body systems — which are highly non-generic — by replacing the many-body
unitary evolution operator with the unitary operator describing the evolution of single-particle states, which has O(1) norm.
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equilibrium of non-equilibrium states with N � 1, with 1/N the small parameter. This mechanism therefore
underlies the generic phenomenon of slow relaxation in lattice Hamiltonians that have a large separation of
scales between their constituent terms.

5.3. Prethermal states in driven systems

Since we have demonstrated that generic driven many-body systems only heat after an exponentially
long time scale τ∗. it is natural to ask what governs the dynamics in the prethermal regime t ≤ τ∗. As
argued by Ref. [131] upto this time scale, the prethermal plateau is governed by a quasi-conserved effective
time-independent Hamiltonian

H∗ = H0 +
1

ω
H1 +

1

ω2
H2 + . . .+

1

ωn
Hn. (35)

The construction of H∗ proceeds by unitarily transforming H(t), systematically eliminating the time de-
pendence order-by-order in T . On a technical level this is accomplished by using a time-periodic unitary
Q(t+ T ) = Q(t), with Q(0) = I to rewrite the wavefunction via

∣∣ϕ(t)
〉

= Q(t)
∣∣ψ(t)

〉
, where

∣∣ϕ(t)
〉

coincides

with the original wavefunction
∣∣ψ(t)

〉
at stroboscopic times tm = mT . The evolution of

∣∣ϕ(t)
〉

is governed
by a Schrodinger equation with a modified Hamiltonian,

i∂t
∣∣ϕ(t)

〉
= HQ(t)

∣∣ϕ(t)
〉
, with HQ(t) = Q†H(t)Q− iQ†∂tQ. (36)

It is possible to show that HQ can be chosen so that all time dependence in eliminate upto an order Tnmax .
This procedure cannot continue to an arbitrary order, but it can be carried out up to an optimal order
n∗max ∼ ω that follows from a similar argument to that for the heating rate above. Truncating at this order
yields H∗ and the heating timescale τ∗ as above.

Let us consider the dynamics of the system in light of the existence of the time-independent prethermal
Hamiltonian H∗. Let us assume that H∗ is ergodic, and suppose the system is initially prepared in a non-
equilibrium state

∣∣ψ〉 and then driven at high frequencies so that the time scale τ∗ is appreciable. For times
t . τ∗ the system will reach a steady state controlled by ETH as applied to H∗. In other words, local
observables

〈
ψ(t)

∣∣O∣∣ψ(t)
〉

have thermal values controlled by the density matrix ρ ∝ e−H∗/Teff , with Teff is
the effective temperature set by the initial energy density of the state. If the latter is less than the infinite
temperature predicted by ETH applied to the full driven system, the system does not initially appear absorb
energy or to heat up at short for times t . τ∗. Beyond this timescale the system begins to absorb energy and
relax to an infinite-temperature steady state. This can be used to define a variety of interesting phenomena
and quasi-phase structure in the prethermal plateau. A detailed discussion of these is beyond the scope of
this review; for examples of the rich possibilities, see e.g. Refs. [316, 317].

5.4. Localization protection against heating

So far, we have discussed how many-body systems in many circumstances heat on an exponentially slow
timescale, even if the Hamiltonian that governs them in the undriven setting is ergodic. Such systems show
rich prethermal behaviour, but on the longest time scales they do eventually heat up to a featureless infinite-
temperature state. The latter fate is avoided by many-body localized systems under sufficiently fast periodic
driving. For MBL systems, “sufficiently fast” turns out to be a much milder condition than in the thermal
case, with the critical frequency scaling to zero when the system is deeply localized, as we now discuss.

Let us consider driving an MBL Hamiltonian, viz H(t) = HMBL + gV (t), with V (t + T ) = V (t) and
1
T

∫ T
0
dtV (t) = 0. It is possible to show that the dynamics of the system are controlled by a Floquet

Hamiltonian HF that is itself MBL, as long as the driving frequency is sufficiently high, and the disorder
sufficiently strong [59, 318, 58, 315]:

g

ν
� 1, and

g2

νW
� 1, (37)

where W is the strength of the disorder. To arrive at this conclusion we can write the Schrodinger equation
for the unitary time evolution operator, i ddtU(t) = H(t)U(t), and decompose U(t) = P (t)e−iHefft where
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P (t) = P (t+T ) and satisfies P †(t)
(
H(t)− i ddt

)
P (t) = Heff. We can solve for P (t) iteratively and gradually

eliminate time-dependent terms, thereby constructing the Floquet Hamiltonian HF . This perturbation
theory converges, with the convergence criteria as above. The formal proof is technical and the reader
is referred to Refs. [131, 315] for details; we note here that the relevant arguments are modifications of
those used to prove the stability of MBL systems. Accordingly, many of the statements regarding MBL
systems may be translated also to the Floquet setting, with the caveat that various arguments will require
modification to incorporate the ability of Floquet systems to absorb energy from the drive.

To see why even MBL systems are unstable to low-frequency driving, it is useful to consider the driven
system as a many-body Landau-Zener problem for the instantaneous eigenstates of H(t). The change in the
Hamiltonian with time can lead to level crossings; while both adiabatic and diabatic crossings are innocuous,
‘interrmediate’ crossings that lead to states getting entangled are dangerous and can cause delocalization.
At low frequencies there are many diabatic crossings and delocalize the MBL phase leading to thermalization
under the drive, as discussed above in Sec. 1.4.

A further interesting direction blends the themes of the above lines of study: it is possible to imagine a
disordered system such that the prethermal Hamiltonian H∗ is MBL rather than ergodic, so that the system
does not even equilibrate to a prethermal state for times t ≤ τ∗ but instead behaves like an MBL system
on these time scales. One concrete example of such a system would be, e.g., a system of many identical
coupled disordered channels [135], in which the interchannel hopping is periodically modulated in time, with
zero mean. In the high-frequency limit, the interchannel hopping would average out and one would have
many independent MBL channels, but at finite frequency this cancellation would cease to be operative at
sufficiently late times, and the system would thermalize.

6. Common dynamical signatures

This section ties together various strands from our previous discussions of the diverse types of nearly MBL
dynamics. The basic phenomenon in each of these cases was a separation of scales between the characteristic
timescale for local interactions and the timescale(s) on which the system thermalizes. This phenomenon was
due, in turn, to the fact that local transitions in the MBL phase are detuned away from resonance in most
of the system. This detuning is pervasive in strongly disordered systems, as well as in strongly interacting
systems at high temperature, where any one particle in effect experiences a random potential due to all the
others. Thus the system appears MBL on short or intermediate distance scales. On the longest timescales,
however, enough of the available moves are resonant, and these resonant large-scale (or long-distance) moves
eventually thermalize the system.

The phenomena we will discuss here appear in most instances of nearly MBL systems. There is one
important exception, however, which is that of an MBL system coupled to a generic, large-bandwidth bath.
Here, the crossovers are much more conventional: a typical LIOM has some lifetime for decaying into the
bath; on timescales much shorter than this lifetime, the behavior is MBL-like, whereas on timescales that
are much longer, it is thermal.

6.1. Anomalous relaxation and dynamical heterogeneity

An immediate implication of this picture is that nearly MBL systems are dynamically heterogeneous,
like systems near a classical structural glass transition [319, 320, 321]. Three features of the dynamics of
glasses are particularly salient to MBL: first, they have a broad distribution of relaxation timescales; second,
there is spatial structure (and a characteristic length-scale) to the fast and slow regions; and third, trans-
port is “facilitated” by certain configurations of disorder or particles. In classical glasses these phenomena
can readily be seen, at least qualitatively, by monitoring videos of the dynamics [322]. They can also be
quantitatively captured by the four-point dynamical susceptibility

G4(x, t) ≡ L−d
∫
ddy〈o(x, t)o(y, t)o(x, 0)o(y, 0)〉, (38)

where o(x, t) is the excess density of particles at (x, t). A related quantity that is often used in the glass
literature is χ4(t) ≡

∫
ddyG4(y, t). Evidently, G4 tells one how “frozen” the dynamics is: thus, for instance,
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in a glassy equilibrium state like a spin glass, it would have a finite asymptotic value at late times and large
separations. In a structural glass, it instead captures the length-scale over which dynamics is correlated at
a timescale t, i.e., the size of the regions in the glass that stay frozen over that timescale. These spatio-
temporal correlations, in turn, come from the facilitated nature of dynamics in glasses: whether a particle is
mobile or stuck depends on the local configuration surrounding it, and on whether those particles are mobile
or stuck, and so on.

The relevance of this to nearly MBL systems is fairly direct, though the connection has remained relatively
unexplored (except for Ref. [323]). It is most direct in the case of translation-invariant MBL, where the
dynamics is precisely of the facilitated type: degrees of freedom can relax when they are in or near a hot
bubble, and not otherwise. Thus the dynamics at any given time is slow in the large bulk of the system that
lacks bubbles, and fast where the bubbles are present. Likewise, it is obvious why nearly MBL systems in
more than one dimension would be dynamically heterogeneous: in these systems relaxation is fast near the
thermal inclusions and slow elsewhere. Dynamical heterogeneity is, however, a more general consequence of
the arguments in the preceding sections. When the locator expansion breaks down, it first (in the temporal
sense) does so somewhere. These anomalously thermal degrees of freedom (which might not be contiguous)
then form a bath for the rest of the system. Since the bath is sparse and interactions are local, both dynamical
heterogeneity and a broad distribution of timescales directly follow.

Even in systems with perturbatively destabilizing power-law interactions [Sec. 3.4.2] (which are relatively
nonlocal and thus unfriendly to spatial heterogeneity) there are atypical degrees of freedom that live on the
resonant percolating network, and other typical degrees of freedom that are some distance from this network.
Relaxation takes place in multiple well-separated stages, as it radiates out from the rapidly relaxing regions
to the slow ones. (In the case of power-law interactions, this typically only gives rise to stretched exponential
relaxation, but for local interactions the hierarchy is more pronounced and one typically finds a power-law
distribution of rates.)

6.2. Emergent conservation laws and transport hierarchies

6.2.1. Emergent conservation laws

The dynamical heterogeneity of nearly MBL systems need not be purely spatial; another common type
of heterogeneity is the existence of multiple types of excitations that relax on very different timescales.
The simplest instance of this phenomenon is the Hubbard model at large U , where doubly occupied sites
can only dissociate on exponentially long timescales (Sec. 3.4); however, a closely related phenomenon is
the exponentially slow heating of rapidly driven Floquet systems (Sec. 5). Yet another instance is that of
localized phonons in the spin-incoherent Luttinger liquid (Sec. 4.5.2), which are approximately conserved
because their characteristic energies are much larger than those of the spin bath. In the simple case of
the Hubbard model at low filling, one large microscopic ratio U seeds at least three separate dynamical
timescales: a fast scale of order unity (in units of the hopping) on which singly occupied sites move, a slower
timescale ∼ U on which doubly occupied sites move and on which superexchange happens, and a much
slower timescale ∼ exp(U) on which doubly occupied sites decay (Sec. 5). Related systems, such as the
Bose-Hubbard model and the anisotropic XXZ model, have an infinite hierarchy of timescales, as well as an
infinity of approximately conserved charges, that come from a single large parameter. These conservation laws
lead to a nontrivial, multiple-scale hydrodynamics near the MBL transition, the consequences of which—for
instance, for long-time tails [324, 173]—have not yet been fully explored.

6.2.2. Particle vs. energy transport

When there are multiple conserved charges (exact or approximate) in a nearly MBL system, the corre-
sponding transport coefficients will generally be very different, because the excitations that form the effective
bath might not transport all forms of charge. The charges that are transported by the bath will in general
diffuse much faster than the others, which have to move via variable-range hopping mediated by the bath.
We have illustrated this phenomenon with various examples, which we briefly recapitulate.

(i) In the charge-disordered Hubbard model at large U , thermalization takes place because there is a
symmetry-based obstruction to localizing the spin sector. At moderate disorder (i.e., when the wavepackets
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of neighboring localized charges have reasonably large overlap), spins form a thermal bath of bandwidth
1/U , which then facilitates incoherent hopping of the charge. Energy diffusion is dominated by the spin
sector. Charge diffusion is parametrically slower than spin or energy diffusion (Sec. 4.5). At intermediate
temperatures 1/U � T � 1, the spin transport coefficients are suppressed by further factors of 1/(UT ).

(ii) In the electron glass, charges hop locally but energy is transported over long distances through
interactions among charge dipoles. These dipoles form a resonant network of charge-neutral excitations,
with a bandwidth set by the disorder strength. Charge moves through incoherent local processes that
absorb energy from the neutral bath, as described in Sec. 4.

(iii) Generically, different types of excitations in the MBL phase have different characteristic localization
lengths. Thus, in the thermal Griffiths phase near the MBL transition, inclusions might be more effective at
blocking spin transport than energy transport, as numerically seen in Ref. [325, 326]. Whether this leads,
asymptotically, to a strong quantitative suppression of the diffusion constant, or to the coexistence of energy
diffusion and spin subdiffusion, is still an open question.

These observations suggest that the thermoelectric properties of MBL systems might be an interesting
question for future research. Little is known about these properties, even for Anderson insulators, but there
have been some recent developments in the noninteracting case [327].

6.2.3. Hierarchies in the dynamics of quantum information

In addition to particle transport, nearly MBL systems can exhibit a large separation of scales between the
distinct rates for quantum information spreading. Some relevant scales are the rate at which a Heisenberg
operator grows, as measured by the OTOC, and the rate(s) at which entanglement grows—which are in
general different for every distinct Rényi entropy. In a chaotic system with no conservation laws, all of these
quantities grow linearly with comparable velocities [328, 180, 329, 330]. A single conservation law suffices to
introduce considerable fine structure to the dynamics of information [182], for instance causing higher Rényi
entropies to spread diffusively rather than ballistically. A finite density of localized inclusions has more
drastic effects: even though operator spreading remains ballistic, entanglement spreads sub-ballistically, and
the operator front is parametrically broader than in a clean system. An analytic understanding of these
phenomena seems within reach, given recent developments in random unitary circuits (Sec. 7.3.1), but at
present many of these questions remain open.

6.3. Fragility of linear response

Another general feature of nearly MBL states is the fragility of linear response. In the MBL phase itself,
as we discussed in Sec. 1.4, linear response breaks down for any fixed drive amplitude as the drive frequency
is lowered, since low-frequency driving causes the system to delocalize via Landau-Zener transitions. Linear
response fails in a similar way in the subdiffusive, thermal phase: as the frequency is lowered, inclusions
begin to delocalize through Landau-Zener transitions, and thus cease to act as inclusions. Thus at any finite
drive amplitude, the subdiffusive phase becomes diffusive at sufficiently low frequencies. Similar results also
hold for other types of nearly MBL states: slow or strong driving destabilizes the nominally MBL regions
and thus enhances transport.

Even if one drives a system sufficiently fast to avoid destabilizing MBL, the dynamics of energy absorption
are much more nontrivial than Joule heating. One can regard a nearly MBL system as an ensemble of two-
level systems (TLSs) weakly coupled to a thermal bath, with a broad distribution of lifetimes ρ(τ)20. The
nature of this distribution varies depending on the precise case being considered, but it is typically fat-tailed,
approaching ρ(τ) ∼ 1/τ as one approaches the MBL transition.

Suppose the system is driven at a frequency ω and amplitude A � ω for a time t � 1/A (both ω
and A are assumed to be small compared with the characteristic local energy scales). The TLSs undergo
Rabi oscillations with Rabi frequency Ω ≡

√
(ω − ω0)2 +A2, where ω0 is the energy splitting of the TLS.

20Strictly speaking, the lifetime here is the rate at which the effective splitting of a TLS fluctuates, i.e., a T2 time rather
than a T1 time. Hartree shifts due to transitions in TLSs cause some previously resonant, saturated, TLSs to wander out of
resonance and other, previously non-resonant, TLSs to come into resonance. This process counteracts saturation [114].
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Figure 6: Relaxation of local operators or autocorrelation functions in unstable MBL systems with short-range (left) and power-
law (right) decay of interactions. In the short-range case, the decay is initially logarithmic (blue) then crosses over to a Griffiths
power law (red). In the long-range case, a stretched exponential captures the relaxation at essentially all times. When the
interactions are 1/rα the decay goes as exp(−const.× r1/α) [here α = 4]. For comparison, a simple exponential decay (dashed
gray line) would look like a steep cliff on this logarithmic scale.

TLSs with Ωτ � 1 undergo many Rabi oscillations before they decay; thus they absorb one unit of energy
(∼ ω(ω/T ) at high temperature) every τ units of time. On the other hand, TLSs with Ωτ � 1 decay
before they saturate and thus remain in the linear response regime; the Joule heating due to these takes the
standard Ohmic form. The total rate of Joule heating, in the long-time limit, is (adapting the arguments in
Ref. [157] to open systems):

Γ =
A2ω2

T

∫ 1/A

0

dτρ(τ) +
Aω2

T

∫ ∞
1/A

dτ
ρ(τ)

τ
. (39)

The first term corresponds to the linear-response absorption rate, while the second, nonlinear contribution is
the steady state heating rate due to nearly saturated TLSs. This two-part structure of absorption is generic
in systems that are nearly MBL; in most (but not all) cases, the A-dependence of the limits of the integral
leads to nontrivial A-dependence in Γ, and thus to anomalous heating in the steady state.

6.4. Temporal crossovers in response functions and entanglement dynamics

We close this section by summarizing the complex set of dynamical crossovers that generically exist in
nearly MBL systems. There are three dynamical regimes in a nearly MBL system: (i) an early-time regime
where the system has not yet resolved the processes that will thermalize it; (ii) an extended, intermediate-
time regime in which the system is in the process of being destabilized; and (iii) a thermal regime at very
long times. These “times” may be the duration after a quantum quench, or the inverse frequency of an
equilibrium response function; they also correspond to lengths, defined by the spread of entanglement and
quantum information over a given timescale.

In some sense these three regimes always exist in systems that are described as “prethermal”; however,
in most other contexts the second regime occurs on a particular, well-defined timescale. Thus, if one plots
the quantity of interest vs. time, putting time on a logarithmic scale, it appears to remain at a “prethermal
plateau” for a certain time interval, and then fall off a cliff until it reaches the thermal value. In these
contexts, regime (ii) is most naturally regarded, not as an extended temporal regime, but as the time when
the observable falls off the prethermal plateau. In nearly MBL systems, on the other hand, regime (ii)
involves a hierarchy of timescales, and in some cases (e.g., the thermal Griffiths phase) can extend out to
infinity.

We now briefly summarize a few salient features of the early- and intermediate-time regimes in MBL
systems. The late-time thermal regime, when the system has fully thermalized, is the same for nearly MBL
systems as for any other many-body system, and need not be discussed with a specific reference to the prior
near-MBL history.

Early-time prethermal behavior.—At early times, the dynamics is locally MBL except possibly in isolated
patches of the system; a “causal window” of length log t (or a finite size sample of size L ∼ log t) has a
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very small probability of hosting a dangerous resonance or thermal inclusion. The behavior in this temporal
regime is qualitatively what one would expect in the MBL phase, except that certain stability constraints
are absent here. For example, we argued in Sec. 1.4 that the stability of the MBL phase requires that
σ(ω)/ω → 0 as ω → 0. If the MBL phase is asymptotically unstable, this constraint naturally does not
apply. Various signatures of quantum order can presumably be seen in two-time correlation functions in the
prethermal regime.

Intermediate times.—As time progresses, an appreciable part of the system begins to feel the instability.
Particularly in short-range systems that are unstable to avalanches, this happens over many decades: the
“avalanche” progresses logarithmically outward in time21, so quantities such as spatially averaged autocor-
relation functions decay logarithmically. Even after the bulk of the system has thermalized, rare insulating
clusters persist, so the logarithm crosses over into a Griffiths power law, which persists (in this simple case)
to arbitrarily late times. Similar phenomena (sometimes with power laws instead of logarithms) occur in all
the other examples we have explored. The nature of this temporal crossover is shown, and contrasted with
the “standard” prethermal scenario, in Fig. 6.

To summarize, the nearly MBL systems studied here are similar in exhibiting a broad distribution of
relaxation timescales, spatially heterogeneous dynamics, and many other phenomena that have been exten-
sively studied in the context of glasses. These parallels are natural since both nearly MBL systems and
actual structural glasses are not thermodynamically distinct from the thermal (i..e, ergodic) phase; thus,
many of the natural approaches to discussing them are similar. The extensive existing literature on the glass
problem [320] suggests many new aspects of MBL dynamics that might be fruitful to study, such as aging
dynamics.

7. Theoretical methods and challenges

The previous sections have presented a phenomenology of the MBL phase, the MBL transition, and
the dynamics of systems that are in various senses “nearly” MBL. This phenomenology was built around
the somewhat aggressive assumption that resonances and thermal regions proliferate whenever they can.
This assumption of maximal infectiousness is a plausible conjecture, for which some numerical evidence
exists, and which there is no strong a priori reason to doubt: the MBL problem involves motion in a high-
dimensional space, where weak localization effects and other known instabilities of the delocalized phase are
not expected to be large. Nevertheless, the picture discussed here is largely conjectural, as neither controlled
calculations nor dispositive numerical evidence exists either way. The existing numerical methods are severely
restricted by system size, and since a nearly MBL system looks MBL on short scales, these methods are
biased toward finding an MBL phase even for parameters where it does not truly exist (in the conventional
thermodynamic limit). Given the inherent limitations of current numerical methods for quantum dynamics,
the true asymptotic regime of MBL might be largely inaccessible.

In this section we review various recent ideas that might overcome this difficulty. Consistent with the
spirit of this review, we will focus on methods that address dynamics and the structure of correlation
functions; thus, in particular, we will not discuss the various interesting schemes that have been proposed
for constructing exact excited eigenstates of MBL systems [331, 332]. We will also focus on methods that
are scalable to very large systems (hundreds of sites); thus we will omit some important recent advances
that have made exact simulations feasible for spin chains of length L ≥ 30. These advances are already well
described in the reviews [42, 250], and require a technical discussion that is outside the scope of this work.
The approaches we will discuss are all approximate, and the point of our discussion will be to sketch the
nature and inherent limitations of each approximation. The discussion naturally divides itself into two parts:
first, we will introduce some methods that build on the structure that exists in the MBL phase, and discuss
how to extend them to nearly MBL systems; second, we will turn to a discussion of numerical approaches
that capture the thermal phase, and capture how thermalization and transport begin to break down in the
presence of disorder.

21Shivaji Sondhi has remarked that it is really more like a glacier than an avalanche.
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7.1. Numerical construction of integrals of motion

Within the MBL phase itself, numerical studies are stable, and many quantities can be computed with
relatively weak finite-size effects. A number of methods perform well here: exact diagonalization has weak
finite-size effects down to very low frequencies, while schemes for studying the dynamics based on matrix-
product states (MPS’s)—in particular, time-evolving block decimation (TEBD) [333]—remain tractable out
to late times, since the growth of entanglement is logarithmically slow. For MPS methods, the computational
cost is polynomial in the evolution time; for exact diagonalization, the cost is exponential in system size, but
a system of size L is free of finite size effects out to timescales exponential in L, so once again the cost scales
polynomially with time. One can therefore extract converged results for quantities such as the distribution
of local expectation values, autocorrelation functions, etc., as well as aspects of slow dynamics such as the
logarithmic growth of entanglement and the power-law temporal decay of dynamical correlation functions.
However, even in the MBL phase, some predictions of the theory we have reviewed here remain out of reach:
in particular, the stretched-exponential decay of equal-time correlation functions within an eigenstate, and
the prediction in Sec. 1.4 for the asymptotic low-frequency limit of the conductivity. These predictions
relate to the existence of fractal thermal inclusions, which are expected to be present but for which there is
relatively little direct evidence (as one would expect, given that one is looking for sparse fractal clusters in
a system of size L ≈ 20—see, however, Ref. [334]).

To reach much larger systems on present-day computers, the most natural strategy is to leverage some
kind of renormalization-group approach: i.e., to solve the system one length scale at a time, and only keep the
most important degrees of freedom from one scale while treating the next. This is the approach advocated
in many RG papers [166, 167, 168] on the MBL transition, but the actual implementations of the RG make
further approximations that decrease the microscopic accuracy. We now briefly outline a class of methods
for actually carrying out this procedure in the MBL phase. Our focus will be on methods that are used
to construct LIOMs, since the generalization of the LIOM concept to imperfectly MBL systems is more
direct than the corresponding notions for eigenstates. We note that the strong-disorder RG can provide
additional perspectives on dynamics; we refer the reader to Sec. 3 and references therein for a discussion on
the use of SDRG and on novel methods for identifying perturbative resonances between approximate SDRG
eigenstates [232]).

In principle, exact diagonalization of a small system gives one complete information about that system;
however, extracting LIOMs from exact diagonalization data is challenging. Recall that the LIOMs are
formally formally defined as follows: for each LIOM, one takes half the states to have eigenvalue +1 and the
other half to have eigenvalue −1 under that LIOM. There are factorially many such assignments of states to
LIOMs; however, we seek an assignment that is local, which rules out nearly all such mappings22. Clearly,
cycling through the possible mappings looking for a local one is completely infeasible, and we seek a better
way to proceed.

7.1.1. Direct association of LIOMs to physical spins

Deep in the localized phase, one expects LIOMs to be close to physical spin operators. For simplicity
we consider a model in which the z-component of magnetization is conserved (giving us a natural “axis” to
work with in physical space). The simplest algorithm for associating spins to LIOMs in this regime is along
the following lines (this specific approach was implemented in Ref. [335]):

(1) Pick a spin j. Evaluate sj ≡ 〈n|σzj |n〉, and sort the eigenstates in descending order by sj . Denote the
eigenstate index under sj as mj and the corresponding many-body energy eigenstate as |mj〉.

(2) Create an operator τ̃zj ≡
∑
mj≤2L−1 |mj〉〈mj | −

∑
mj>2L−1 |mj〉〈mj |.

(3) Compute the trace of this operator with all the σz, i.e., evaluate Tij ≡ Tr(τ̃zi σ
z
j ). Let j0 = max(|Tij |),

i.e., find the physical spin operator that overlaps most strongly with τ̃zi . Define τzj0 ≡ τ̃
z
i . This step accounts

for cases where we misidentified the center of the operator.

22However, there remains some residual freedom as to how the mappings are chosen, corresponding to local transformations
between the variables. For example, instead of the variables τz1 , τ

z
2 , one might choose the variables τz1 , τ

z
1 τ

z
2 , and the mapping

would remain local.
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(4) Now consider the 2L−1-dimensional space of +1 eigenvalues of τzj0 . Within this manifold, repeat steps
(1)-(3) to construct a new operator. Then continue this process until all the conserved operators are found.

It is intuitively clear that deep in the localized phase this procedure will generate local operators; also,
there is compelling numerical evidence that the operators generated are in fact local.

Although this prescription naturally generates the τz operators (and thus suffices to generate the effective
Hamiltonian for the MBL phase), it is nontrivial to get the rest of the Pauli algebra from it. The remaining
Pauli operators have exclusively off-diagonal matrix elements in the many-body eigenbasis. Multiplying each
many-body eigenvector by an arbitrary phase would leave the τz operators unchanged, but scramble the τx,y

operators, and potentially spoil their locality properties. However, for most purposes it is not crucial to have
the rest of this algebra, in which case the algorithm described above efficiently constructs all LIOMs.

7.1.2. Finding LIOMs by time evolution

An alternative, and instructive, way to construct LIOMs is through the dynamics of initially local oper-
ators [336]. The key idea is as follows: we observe that for any operator O,

O∞ ≡ lim
T→∞

1

T

∫ T

−T
dtO(t) (40)

commutes with the Hamiltonian (or Floquet unitary), since commuting O(t) with the Hamiltonian simply
amounts to a time translation, under which the integral is invariant. Thus the operator O∞ is an integral
of motion by construction, but is generically not local. However, we now show that O∞ is a quasi-local
operator (i.e., local up to exponentially small tails) provided that some complete basis of LIOMs exists. The
argument runs as follows: if such a complete basis does exist, then one can write the operator O (which is
local by assumption) in the LIOM basis as a sum of products of Pauli strings with coefficients that decay
exponentially in the string length (here α = 0, 1, 2, 3 labels Pauli matrices):

O =
∑

n≥0
exp(−2n/ξ)

∑
{α}∈{0,1,2,3}2n

∏
{α}

Cα−nα−n+1...α2nτα−nn τ
α−n+1

−n+1 . . . ταnn . (41)

The expansion of O contains two types of terms: those with the off-diagonal Pauli matrices τx,y and those
without. Under time evolution, the former terms oscillate and cancel out, provided there are no exact
degeneracies in the spectrum, while the latter terms commute with the time evolution operator and do not
grow. Therefore, if O was initially quasi-local, so is O∞.

One can construct an infinite set of mutually orthogonal [in the Frobenius sense, Tr(O1O2) = 0] conserved
operators using this procedure, since time-evolution preserves this inner product. However, the operators
generated by this procedure do not obey a Pauli algebra, and thus cannot be used to write a Hamiltonian
as simple as the standard l-bit model. Nevertheless, the fact that one can construct these operators using
time evolution rather than exact diagonalization means that this construction is compatible with techniques
that are more scalable than exact diagonalization, such as Krylov-space methods or TEBD. Moreover, if one
truncates the integral at finite times, this method gives useful information even outside the localized phase,
as we will discuss below in Sec. 7.2.1. (We note that the procedure of looking for operators that almost
commute with the Hamiltonian [337] is effectively a finite-time variant of this procedure.)

7.1.3. Generalized Schrieffer-Wolff transformations

A different class of approaches to this problem involve diagonalizing the Hamiltonian through a series
of local unitary transformations. The essential concept here is the Schrieffer-Wolff transformation [338],
which is a way of doing perturbation theory at the level of the Hamiltonian rather than the state. We will
outline the idea behind this transformation in a very general way, and then discuss how to implement it.
The Schrieffer-Wolff transformation begins with a Hamiltonian that is decomposed as H = H0 + λV , where
H0 is “simple” (e.g., consists of local fields and other diagonal terms, so that the spectrum has local labels),

and V is some arbitrary perturbation. We now perform a unitary transformation H̃ = eiλSHe−iλS . We see
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that, if V = −i[S,H0], the transformed Hamiltonian is

H̃ = H0 +O(λ2) + constant. (42)

The eigenstates of H̃ are therefore (to leading order) the same as those of H0 (up to a possible global shift).
The unitary eiS can also be seen as a transformation rotating the (simple) eigenstates of H0 into the more
complicated eigenstates of H. In the present case, we would like H0 to contain all terms that are purely
diagonal in the computational basis; since there are a large number of terms in the Hamiltonian that do not
commute with H0, it is necessary to perform a large number of these unitary transformations to bring the
Hamiltonian to the l-bit form. We now briefly mention some schemes for organizing this sequence.

Locator expansion.—The simplest of these schemes, and the first to be implemented, is the locator
expansion done in operator language [339]. Here, one starts from a particular site, and progressively rotates
out couplings between that site and its neighbors; at each state this process generates smaller but longer
range couplings, which decay exponentially with distance. At high orders in perturbation theory, there
are many possible paths between two configurations, so the bookkeeping is quite involved; for details see
Refs. [339, 340].

Flow equations.—The Wegner-Wilson flow equation method [341] is an exact but numerically intensive
technique for carrying out these Schrieffer-Wolff transformations. In this method one implements the rota-
tions differentially, leading to a flow of the Hamiltonian along a curve in parameter space parameterized by
a number β. The Hamiltonian parameters as well as the differential transformations evolve along the flow,
as captured by the system of differential equations [342]:

H(β) = H0(β) + V (β),

η(β) = [H0(β), V (β)],

dU

dβ
= η(β),

dH

dβ
= [H(β), η(β)]. (43)

This flow is initialized at β = 0 with the data U(0) = 1, H(0) = H. Again, H0 is the diagonal part of
the Hamiltonian at any step. The desired, fully diagonal, representation of the Hamiltonian is arrived at
when β → ∞. This system of equations is an exact transformation of any Hamiltonian to the desired
diagonal form; however, it is challenging to solve—and is currently restricted to smaller system sizes than
full diagonalization—but it has the advantage over the previously mentioned methods that it (a) generates
all the LIOMs at once, and (b) automatically generates local τx,y operators without phase ambiguity. This
motivates the search for schemes that are simpler to implement. One such scheme—which exploited the
strong-randomness limit to discretize and simplify the flow equations—was applied to noninteracting power-
law systems in Ref. [343]. An alternative approach, which has been explored in depth in the MBL context,
is the method of displacement transformations, which we will now describe.

Sequential displacement transformations.—A somewhat more intuitive way of organizing the sequence of
rotations was developed in Refs. [344, 345], independently of the flow-equation literature. The approach can
be summarized as follows. We begin with a generic fermionic Hamiltonian, which we write in the form

H =

[∑
α
nα +

∑
{α}

f({nα})
]

+
∑
{α}

X{α}, (44)

where nα ≡ c†αcα and X{α} = nα1
nα2

. . . c†αmc
†
αm+1

. . . cαm+k
. Note that αm+1 . . . αm+k must all be different

as otherwise the term could have been absorbed into an n. The part of the Hamiltonian in square brackets
is diagonal and need not be rotated away; our objective is to perform Schrieffer-Wolff transformations to
eliminate the remaining terms.

We organize the off-diagonal perturbations in the Hamiltonian by the total number of fermion operators
they contain; this is termed the “order” of the term. At each order there are “classical” terms (which
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depend only on the n’s) and “quantum terms” (the rest). We can rotate away any quantum term X by the
displacement transformation

H̃ = e−λ(X−X†)Heλ(X−X†). (45)

This transformation can be regarded as a sort of polaron transformation, in which the bosonic operator X
is shifted, and the other operators are “dressed” by this shift. To see how this works, we follow Ref. [344]
and consider a concrete four-site example:

H =
4∑
i=1

ξini + V13n1n3 + V24n2n4 + V (c†1c
†
3c2c4 + h.c.). (46)

The operator X = c†1c
†
3c2c4 and we attempt to rotate it away via a displacement transformation. One can

check that the displacement transformation eliminates the term V (X +X†) if one chooses λ such that

tan(2λ) = − V

ξ1 + ξ3 + V13 − (ξ2 + ξ4 + V24)
. (47)

More generally, the cancellation holds when tan(2λ) matches the “naive” first-order perturbation theory
shift to the state (recall that we are treating all classical terms as part of H0 so they contribute to energy
denominators). Note that λ remains finite even if the term being eliminated is resonant. Generically, the
shift procedure will generate new terms in the Hamiltonian. It can be shown that these new terms are always
at least of the same order as the term that was rotated away, and are typically higher order and have smaller
coefficients. By eliminating all terms out to a certain order, one can construct an effective Hamiltonian in
which the lowest “quantum” terms left are large-scale rearrangements.

The displacement transformation approach has some superficial similarities with strong-randomness RG;
however, it is different in a number of respects. First, it is exact, if one keeps track of the generated terms
at all orders. This is true even in the thermal phase, although there the procedure will ultimately generate
a very large number of individually small terms, with essentially every coupling being resonant. Second, it
is organized in terms of Fock-space distance rather than real-space distance: thus it applies to systems that
have long-range interactions. Third, it extends naturally to the case of imperfect MBL, since one can simply
cut off the procedure when all remaining couplings are below a certain energy scale (at which, e.g., coupling
to the bath becomes important). This is the question we will focus on in the next section.

7.2. Extension to slow dynamics near the MBL phase

Nearly MBL phases look essentially localized at short distances, before crossing over to thermal behavior
at much longer scales. Thus, at short length-scales typical regions of the system will be effectively in the
localized phase, and will have approximate l-bits, i.e., operators that are very slow to relax. These slow
operators will control the dynamics of nearly MBL systems on intermediate timescales, before the eventual
crossover to thermal relaxation. In this section we sketch how the ideas from the previous section about
constructing l-bits can be used to capture this intermediate-time dynamics.

7.2.1. Slow local operators

In systems that are not strictly MBL there are no true l-bits; however, there are approximate l-bits,
which barely relax out to very late times. We should distinguish here between two notions of slow relaxation
of an operator: the first, more natural, notion is that the autocorrelation function of the operator has a
slow asymptotic decay. However, the asymptotic behavior of operators is a subtle question that cannot
readily be answered in finite size numerics. Therefore, we consider a somewhat different notion of slowness:
an operator is taken to be slow if its commutator with the Hamiltonian is small, in an appropriate norm.
Since commutators are straightforward to compute, this notion of slowness is much more tractable than
the natural, asymptotic one. An operator that is slow in this “short-time” sense barely decays at all until
some long time T ; beyond that timescale, however, it may decay arbitrarily fast. However, the commutator
lower-bounds the eventual thermalization time, since it controls when an operator begins to spread. Also, in
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the context of nearly MBL systems, we note that there are many approximate LIOMs that almost commute
with the Hamiltonian, and that will be picked up by this diagnostic.

Searching for operators that are slow in the short-time sense is further simplified if one quantifies the “size”
of the commutator using the Frobenius norm [346, 347]: ‖[O,H ]‖F ≡

√
Tr([O,H ][O,H ]†). The Frobenius

norm of an N ×N matrix can equivalently be thought of as the Euclidean norm of the “vectorized” matrix,
i.e., the N2-sized vector of entries in the matrix. The square of the Frobenius norm can be written as a
quadratic form and thus efficiently minimized over all operators of a certain size [346]; the minimization
problem can also be written as an eigenvalue problem that can be solved by the Lanczos method [347].

In thermal states the slowest operator with support over M sites is well described by the following
construction, which is closely parallel to the construction of l-bits through time evolution. Given an arbitrary

local operator A we define a slow operator as SA = T−1
∫ T
−T dt cos[πt/(2T )]A(t). Because of the Lieb-

Robinson bound this operator has support only over a region of size vT where v is the Lieb-Robinson speed.
To estimate its commutator, we use

[SA, H] =
1

T

∫ T

−T
cos(πt/(2T ))[A(t), H ] =

i

T

∫ T

−T
cos(πt/(2T ))

dA(t)

dt
=

i

T 2

∫ T

−T
sin(πt/(2T ))A(t). (48)

Thus, the norm of the commutator is suppressed by a factor of 1/T when it has support ∼ vT . As one
increases disorder, the Lieb-Robinson velocity becomes increasingly heterogeneous, and eventually becomes
peaked at zero as one enters the subdiffusive Griffiths phase. Here the distribution of commutators at a
given operator size becomes very broad, with a tail peaked at zero corresponding to operators that begin in
localized inclusions. One expects the density of operators with commutator ≤ λ to scale as λ1/z, where z
is the dynamical exponent introduced in Sec. 2. Thus the probability distribution will be P (λ) ∼ λ−1+1/z.
As one enters the MBL phase z →∞ so the slowest operators will follow a 1/f distribution, corresponding
to the proliferation of LIOMs. These regimes of behavior, as well as a more quantitative analysis of the
distribution functions, are numerically explored in Ref. [347].

Many questions remain about the structure of slow operators, however. One of their useful properties is
that they give a way of efficiently capturing the dynamical heterogeneity of systems near an MBL transition;
this aspect has not yet been fully explored. (It is worth remarking that slow operators are spatially correlated
in the Griffiths scenario, since an inclusion contains many slow operators; this aspect of the Griffiths scenario
has not yet been tested.) Numerically extracted slow operators might also serve as a starting point for
constructing a fluctuating hydrodynamics of systems near the MBL transition.

7.2.2. Boltzmann equation for approximate LIOMs

Instead of constructing approximate LIOMs by time evolution, one could instead construct them by
Schrieffer-Wolff transformations, such as the generalized shift method. Suppose one applies this method to
systems that are MBL on short scales but asymptotically thermal, e.g., because of large-scale rearrangements,
or long-range resonances. The first several levels of transformations will typically be non-resonant, but as
the procedure continues an increasing fraction of the eliminated terms will have perturbative resonances, i.e.,
the shift parameter λ will be attracted to π/4. At the point when an appreciable fraction of displacements
are resonant, the effective LIOMs have ceased to be localized; beyond this point, one can treat the system
as effectively thermal, and thus treat the residual couplings as collisions in the framework of the Boltzmann
equation. The advantage of this approach is that the collision integrals are microscopically derived rather
than phenomenological. In analogy with Fermi liquid theory, where one dresses the quasiparticles with
interactions and computes the lifetimes of dressed quasiparticles, this approach would both constitute a
microscopic kinetic theory of thermalization near the MBL transition, and include a nontrivial collisionless
piece due to the diagonal interactions. Thus it would include the phenomena we have sketched out in Secs. 1 6
and, such as the decoherence of a given LIOM because of the noise from transitions in neighboring LIOMs.
This direction has not been actively pursued so far, but might be promising for future work.
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7.3. Numerical methods for the thermal phase

The repertoire of quantitative methods to describe dynamics in the thermal phase is more limited at
present. We expect that the coarse-grained theory of the thermal phase is hydrodynamics; however, the
implications of hydrodynamics for questions such as the nature and correlations of many-body eigenstates are
still an active research topic, and computing hydrodynamic coefficients in generic quantum models remains
challenging. Quantum systems in the thermal phase generically have chaotic dynamics and are not exactly
solvable—although, remarkably, both random unitary circuits [180, 179, 329, 330, 348, 349, 350, 351, 11, 13,
352, 353, 354] and Sachdev-Ye-Kitaev (SYK)-type models [98, 355, 356] allow certain dynamical quantities
to be computed exactly. Even if these models have similar universal properties to generic quantum chaotic
models, there is no simple microscopic path from one to the other: thus, quantities such as the diffusion
constant of a generic quantum model are difficult to compute reliably. Methods that work well in the
MBL phase, such as exact diagonalization and TEBD, are severely affected by finite-size and/or finite-time
restrictions in the thermal phase. However, understanding the incipient breakdown of thermalization coming
from the thermal side requires reliable ways of simulating the coarse-grained dynamics of the thermal phase.
Many recent numerical methods have been applied to this problem; in this section we briefly outline a
few approaches. We focus on the basic concepts rather than on implementation details, for which we refer
to the literature. We group the methods that we will consider into four classes: random circuit methods
(which allow for exact solutions but are not microscopic), variational methods for dynamics, self-consistent
methods, and specialized linear-response methods. This classification is only rough, since there is not a sharp
distinction between, say, variational and self-consistent methods. In each case we are primarily interested in
the application to disordered systems for which thermalization begins to fail.

7.3.1. Random quantum circuits

Random quantum circuits can be regarded as an extension to local many-body quantum dynamics of
the central principle behind random-matrix theory: viz. to consider a system that has the same symmetries
as the system you care about, but is otherwise completely random. ETH can be regarded as a random
matrix ansatz for the eigenstates and level correlations of a chaotic many-body Hamiltonian. This ansatz
can only hold for timescales that are long compared with some intrinsic timescale that is usually called
the “Thouless time,” and is lower-bounded by how long density fluctuations take to spread throughout the
system [165, 192, 351, 49]. The Thouless time is defined as tTh ∼ L2 for a diffusive system, and scales as an
appropriate power law ≥ 2 in the subdiffusive regime. How it scales in Floquet systems with no conservation
laws is a more delicate question [351, 357, 358]: however, in the sense that we are using the term here, it
is linear at best in system size. On timescales shorter than tTh the system cannot be modeled as a random
matrix because initially local operators still retain spatial structure on these timescales and thus cannot be
treated as purely random.

Random unitary circuits (RUCs) generalize the random-matrix philosophy to systems with spatial lo-
cality. The simplest example of an RUC is a system in which random two-site gates (i.e., q2 × q2 unitary
matrices that are drawn randomly with Haar measure) are applied to randomly chosen bonds of a spin chain
with local Hilbert space dimension q [180]. Alternatively, instead of applying the gates randomly, one can
apply two-site gates to all the even bonds at once, followed by all the odd bonds, forming a “brickwork”
pattern of gates. In addition to locality, one can also incorporate conservation laws. RUCs make precise the
notion of “generic” behavior in local quantum systems. In the simplest and most tractable cases, gates are
temporally random—being drawn independently at each time step—and this temporal randomness prevents
phenomena like MBL. However, anomalous transport in the thermal phase can easily be studied by applying
the gates at bond-dependent rates, or (in the brickwork geometry) applying gates that interpolate between
the identity and a Haar-random unitary [179].

Many properties of RUCs are analytically tractable in the “semiclassical” q →∞ limit: one can compute
the growth of entanglement and its fluctuations, as well as the spreading of operators. Importantly, some
properties can be analytically computed even away from that limit: examples include the circuit-averaged
spread of out of time order correlators, as well as the evolution of the circuit-averaged purity trρ2 [329, 330].
These calculations are possible via a mapping onto the partition function of a classical Ising model. They
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can also be generalized to more structured gate sets, such as those with a conservation law [182]: however,
in that case the partition function corresponds to a more complicated classical model.

Although temporally random circuits do not give rise to MBL, Floquet circuits do, and one can apply
a spatially random but temporally periodic set of gates to generate dynamics that is potentially localized.
A concrete proposal along these lines is in Ref. [351]. However, at present the model only admits analytic
calculations in the q → ∞ limit, in which MBL is absent. Whether this model can be studied away from
that limit (even at large finite q) remains an interesting open question.

7.3.2. Variational methods

Quantum circuits extend the RMT approach to local systems; thus they have both the strengths of RMT
(allowing for specific universal predictions) and the limitations (e.g., not being able to address timescales
before RMT sets in). Variational methods based on matrix product states or operators take a much more
microscopic view. These methods build on TEBD, which describes the time-evolution of MPS’s/MPO’s pro-
vided entanglement is not too large. The major drawback of TEBD is that—for a fixed size of MPS/MPO—
the algorithm gives unreliable results at late times, for instance by violating conservation laws or losing the
positive-definiteness of the density matrix. Analogous issues arise in field-theoretic approaches to dynamics,
and are fixed there by working with conserving approximations [359]; the methods below construct similar
conserving approximations to time evolution with tensor networks.

Time-dependent variational principle (TDVP).—Given a Hamiltonian, the TDVP [360] begins by invok-
ing the Dirac-Frenkel variational principle 〈δΨ|i∂t −H|Ψ〉 = 0 [361], and a generic variational parameteri-
zation of the state |Ψ(α)〉 in terms of some variational parameters α, to write down a classical Lagrangian
for the α:

L(α, α̇) = 〈Ψ[α]|i∂t −H|Ψ[α]〉. (49)

We now derive equations of motion from the classical action in this variational subspace. Equations of
motion derived from the variational principle are known to conserve both energy and the norm of the
state. In general, such equations of motion will be classically chaotic; thus an appealing feature of the
TDVP is that it reduces quantum chaos to classical chaos, which is better understood. For instance, an
intriguing empirical relation seems to hold between the Lyapunov spectrum of the classical dynamics and
the entanglement growth rate [362]. However, the question of when TDVP gives a reliable approximation to
the true quantum dynamics is unclear at present: although the asymptotic behavior is qualitatively correct
by construction, the diffusion constants for some models are quite far off [363]. As of now, this approach
remains an area of active development and improvement (see, e.g., Ref. [364]).

Recently, the TDVP approach has been applied to study MBL for relatively large systems L ≈ 100 [365,
208]. Because of the slow growth of entanglement in and near the MBL phase, TDVP is very similar to
doing TEBD out to long times. However, there are subtle differences between the two approaches tied
on the choice of “Trotterization”, and in particular whether one chooses single- or double-site local terms
when simulating dynamics. Such choices can affect the conservation of wavefunction norm and energy and
therefore the accuracy of results 23; while beyond the scope of this review we mention these considerations for
the sake of readers interested in deploying these tools. The picture that emerges from these TDVP studies is
consistent with our general theoretical expectations: in particular, a large subdiffusive regime is seen, with
exponents that stabilize around L ≈ 50, and the MBL transition point drifts to larger disorder as system
size is increased. This approach was then extended to quasiperiodic spin chains, for which finite-size effects
and anomalous power-laws appear to be absent.

Alternatives to TDVP.—A conceptual drawback of TDVP is that it employs a variational wavefunction
that has clearly incorrect entanglement properties. It would be better, from this point of view, to work
with reduced density matrices, which genuinely have low operator entanglement (i.e., can be represented
as low-bond dimension MPO’s) in the thermal phase. A concrete implementation of this approach is the
“density-matrix truncation” (DMT) method [366]. In the DMT method, one time evolves the density matrix

23We thank E. Doggren for drawing our attention to this point.

65



of the full system as an MPO, using TEBD. If one were to use TEBD naively, errors in the truncation step
would quickly make ρ an unphysical density matrix, i.e., it would cease to be positive-definite and unit-trace,
and would also cease to conserve energy. In DMT, the physicality of the density matrix is maintained by
carefully truncating the density matrix in a way that preserves all local operators that have support on fewer
than n sites. This method has been applied with some success to the dynamics of Floquet systems [367].

There is a large space of potential variants of DMT, for instance methods that avoid some of the issues
with positivity by working with purifications of the density matrix. However, these have not yet been widely
applied in the present context. We also note that the TDVP can be regarded as a semiclassical limit of a
functional integral over MPS’s [368]; thus, instead of going to higher bond dimensions, one might be able to
achieve better results by adding “quantum corrections” on top of TDVP.

7.3.3. Self-consistent methods

Self-consistent theories of level broadening.— The variational methods above aimed to give a full (though
approximate) description of the quantum state. A more conventional approach, rooted in field theory, aims
instead to derive equations of motion for few-body observables, and to decouple or resum the BBGKY
hierarchy [369] in some appropriate approximation. (In a sense, this is also what DMT does.) The first
detailed exposition of this approach is already present in the seminal work of Ref. [20]. The idea in that
work is to note that local spectral functions consist of sharp lines in the MBL phase and broadened ones in
the thermal phase; thus, by solving self-consistently for the broadening Γ, one can find both an MBL phase
with Γ = 0 and a thermal phase with Γ > 0. This approach, relying as it does on the properties of local
spectral functions, is similar in spirit to the “typical-medium theory” description of the low-temperature
dynamics of random systems [370]. This correspondence was used in Ref. [276] to incorporate the effects of
Hartree shifts into the self-consistent theory: Hartree shifts cause energy levels to jitter (leading to “spectral
diffusion” [295]) and thus enhance the decay rate of putative LIOMs.

The underlying idea in these approaches is to consider the dynamics—say, for concreteness, the spectral
function S(ω)—of a single degree of freedom (or more generally a local region) in the presence of a bath,
which is self-consistently taken to have the same spectral function S(ω). In the high-temperature, weak
coupling limit one can simplify this problem by ignoring the back-action of the bath on the system and
approximating it as a classical noise source. The dynamics of the system in the presence of this noise source
can then be computed as outlined in Secs. 4.1- 4.2; the only new twist is the self-consistency requirement.

This self-consistent approach has been worked out relatively completely in the lowest-order (self-consistent
time-dependent Hartree-Fock) approximation [371] (see also Refs. [372, 174, 199]). The self-consistent
Hartree-Fock theory can be derived as a conserving approximation [371]. It gives physically reasonable
results—subdiffusion in the random case, and somewhat faster decay in the quasiperiodic case—but is bi-
ased toward finding subdiffusion even in regimes where it probably does not exist. To see why this happens,
let us simplify and restrict ourselves to Hartree terms. At the Hartree level, the system consists of single
particles moving in noise generated by the time-dependent potential due to other particles. If a system is
started far from equilibrium, any given particle initially feels large-amplitude noise as the other particles
near it oscillate at different frequencies. However, at late times the density profile becomes stationary and
the noise amplitude dies out. The Hartree approximation predicts slow dynamics in this limit because the
single particle states are all localized absent noise. This slowdown is an artifact: in fact, even at late times,
the autocorrelation function of the density oscillates and is not quiescent. Thus the Hartree method becomes
unreliable whenever the system is near a steady state. However, one sees an abrupt dynamical slowdown at
much earlier times, suggesting that this method is capturing some sort of dynamical crossover from delocal-
ized to localized behavior. The physics of this crossover is as follows: when the single particle localization
length is long, each orbital “feels” noise due to many others, and this noise contains many frequencies. This
leads to transitions, which in turn generate more noise, and the system delocalizes. By contrast, when the
single-particle localization length is short, each orbital only experiences noise at a few frequencies, which are
usually not resonant with any transitions, so the localized state remains stable.

As this discussion would suggest, the Hartree and Hartree-Fock theories do not correctly describe linear
response on top of a steady state. To describe linear response, or to cure the deficiencies of the Hartree-
Fock theory, one must incorporate collisions in (e.g.) the self-consistent Born approximation (SCBA) [372].
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Implementing this within the field-theory framework is numerically intensive, however, and does not seem
to yield large advantages over exact diagonalization.

We also note some related field-theoretic attempts, which (unlike any of the work we have surveyed so far)
attempt to exploit the known low-temperature properties of interacting electron gases as a starting point for
studying MBL [373, 374]. These techniques also seem to lead to descriptions of the thermal phase in terms
of self-consistent noise [373]. However, these methods involve many subtleties specific to low temperatures
and are outside the scope of the present review.

Cluster truncated Wigner approximation.—Another self-consistent approach, with a somewhat different
starting point, is the cluster truncated Wigner approximation (CTWA) [375]. This approach works as follows:
one divides the system into non-overlapping clusters, each of size `, then constructs a basis of 4` operators
within each cluster (here, as elsewhere in this review, we assume spin-1/2 systems unless otherwise specified).
The basis operators are taken to be orthonormal under the Frobenius inner product (A|B) ≡ Tr(A†B). We
denote the basis operators in cluster j as Xα

j , α = 0, 1, . . . 4` − 1, with X0
i ≡ I. A generic local Hamiltonian

can be decomposed into terms that act within a cluster and terms that couple adjacent clusters. Terms that
act within a cluster are linear in terms of the basis operators, while terms that couple different clusters are
products of basis operators (one on each cluster). The resulting Hamiltonian has the form

H =

α∑
i

BiαX
α
i +

∑
〈ij〉

CiαjβX
α
i X

β
j . (50)

We now introduce a Schwinger boson representation for the operators, considerably simplifying what fol-
lows. Let us define basis states |d〉 on a cluster, where |d〉 is the binary representation of the number
d ∈ {1, 2, . . . 2`}. So for example |2〉 = | ↓↓ . . . ↑↓〉. We can represent Xα in terms of Schwinger bosons
as T pqα b†pbq, where T pqα = 〈p|Xα|q〉. Plugging this into Eq. (50) gives a bosonic Hamiltonian with quadratic
(intra-cluster) and quartic (inter-cluster) terms.

The truncated Wigner approximation (TWA) is a well-established method for treating such bosonic
Hamiltonians. It consists of replacing the bosonic operators with c-numbers, which leads to a time-dependent
Gross-Pitaevskii equation, and initializing each bosonic variable in an initial state drawn randomly from an
appropriate Gaussian probability distribution. One then evolves the Gross-Pitaevskii equation and averages
over initial conditions. The classical nonlinear equations of motion will generally be chaotic, and thus lead
to thermalization. In this sense there are parallels between CTWA and methods like TDVP (though a
major difference is that TDVP is deterministic while CTWA is inherently stochastic). The techniques can
potentially be combined, e.g., by using a restricted MPO basis of operators for the CTWA.

7.3.4. Methods for linear response and local operators

The methods we discussed above were all, in principle, well suited to studying systems that are far from
equilibrium. Thus, they relied on knowing, or at least approximating, the global state. However, many of
the key questions regarding MBL are addressable at the level of linear response, and linear response is often
much simpler than the full dynamics of the state. The disparate methods described below attempt to make
use of this simplification to reliably extract the dynamics of disordered spin chains.

Light-cone methods.—Many questions about the dynamics of many-body systems—e.g., transport and
autocorrelation functions in equilibrium—can be phrased in terms of the Heisenberg evolution of initially
local operators. The operator can be represented as a matrix-product operator (MPO), which can be re-
garded equivalently as a state in a doubled Hilbert space, if one “flips” the bra: i.e.,

∑
mn Cmn|m〉〈n| 7→∑

mn Cmn|m⊗n〉. MPOs can be time evolved using TEBD exactly like MPSs; the quality of the representa-
tion depends on the entanglement of the operator viewed as a state, i.e., the “operator-space entanglement
entropy” (OSEE) [376]. The evolution of the OSEE is very different from that of the entanglement of a state,
however: while a state entangles everywhere, an operator is close to the identity outside its lightcone, and
its entanglement within the light-cone builds up continuously from zero. This observation was first exploited
to study many-body dynamics in Refs. [377, 378], where the dynamics of local operators after a quantum
quench, 〈Ψ|O(t)|Ψ〉, was computed by representing the operator as an MPO and evolving it backwards in
time. To do this, suffices to represent the structure of the operator inside its light-cone; thus, for simple
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initial states, one can straightforwardly extract answers at short times that are in the thermodynamic limit.

One might wonder if even more drastic simplifications are feasible. To accurately represent an operator
near its lightcone, even at late times, one only needs modest bond dimensions. At late times, of course,
the representation of the operator deep inside the lightcone becomes intractable; however, one might hope
that truncation errors inside the lightcone do not affect motion at the lightcone, i.e., that the motion of the
operator front is insensitive to dynamics deep inside the lightcone. This logic suggests the following method
for establishing the rate at which operators spread: one evolves the operator using TEBD in operator space,
with a relatively small bond dimension; then one uses data at the lightcone or beyond it – which is assumed
to be reliable – to extrapolate the location of the lightcone, and thus the butterfly velocity.

This program was carried out in Refs. [379, 380, 381]; they found clear signs of a ballistic-to-subballistic
transition in the operator front, in both the random and quasiperiodic cases. This transition is accompanied
by a divergence in the width of the operator front. Quite unexpectedly, in the quasiperiodic case, slow
dynamics sets in even in the regime where the noninteracting system would be localized. While these results
are suggestive, the question of exactly when one can quantitatively trust butterfly velocities extracted using
this algorithm is unsettled at present [382]. One danger is as follows: although one can represent the exact
time-evolved operator using a low-rank MPO near the butterfly cone, the nature of this operator might still
depend on details of the dynamics deep inside the butterfly cone that are truncated out in the procedure we
have described. Thus there might not be an accurate closed description of the evolution of the light-cone
that does not rely on considerable information on the state deep inside the lightcone. Under what conditions
this happens is still unclear [382, 383].

Other operator-evolution methods.—We briefly remark on some other methods that have recently been
applied to study autocorrelation functions in disordered spin chains. One of these is based on the continued-
fraction expansion of autocorrelation functions. We will not discuss this method in detail here, as it is
treated in various textbooks [384, 385]. To summarize: we construct a vector space of operators, starting
from the operator of interest O, by repeated applications of the Liouvillian L. This gives a set of vectors
{O,LO,L2O . . .Ln−1O}, which we orthogonalize by the Gram-Schmidt procedure (using the Frobenius
operator inner product introduced above). After the Gram-Schmidt procedure, we have a series of orthogonal
operators {|On)}, which we will now treat as vectors in operator space. The Liouvillian—written as a matrix
acting on this basis—is tridiagonal by construction, and one can show that the autocorrelation function at
time t is given by (O0|eLt|O0). This formalism lends itself to various resummation and extrapolation schemes,
some of which have been applied, e.g., to study dynamics in the subdiffusive phase [196].

Other related methods include short-time series, which can be used to extract moments of the conduc-
tivity [386], as well as numerical linked-cluster expansions (NLCEs), which have recently been used to study
dynamics [387, 388]. All of these approaches build on the simplicity of the short-time series, but require
uncontrolled extrapolations to reach the long-time limit. However, they are complementary to methods such
as exact diagonalization, suffering from a different set of artifacts. These methods are also conceptually
important beyond their numerical applications: for instance, the asymptotic structure of the continued frac-
tion expansion—which is related to the high-frequency limit of the conductivity, and to the convergence
properties of the short-time series—has been proposed as a diagnostic of quantum chaos [389].

Boundary-driven Lindblad method.—A powerful method to compute d.c. response is to consider a setup
in which the system of interest is attached to leads at the boundary, at different chemical potentials [390,
195, 207]. The evolution of the density matrix then obeys a Lindblad master equation, which approaches (in
a generic thermal phase) a unique steady state. The equation for the steady state is given by Lρ = 0, where
L is a “superoperator” that acts on the density matrix as follows:

Lρ = −i[H, ρ] +
∑
α

γα(2OαρO
†
α −O†αOαρ− ρO†αOα). (51)

The operators Oα (sometimes called jump operators) describe how the system is coupled to the environment.
In the case at hand, the system is only coupled to the environment at the boundaries, so (for a one-dimensional
chain of length L) we need four jump operators:

O+,l = c†1, O−,l = c1 O+,r = c†L O−,r = cL (52)
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The operators O+/−,l/r describe the process where a fermion enters/leaves the system (indexed by ±) from
the left/right edge (indexed by l/r). The coefficients are chosen so that at the left edge there is a net influx
of particles into the system, and at the right edge there is a net outflow. This mimics a situation with a
chemical potential difference across the system. Note that this Lindblad description is not necessarily a
microscopically accurate description of the physics at the boundary: in general there are many subtleties
in applying and interpreting Lindblad master equations for thermodynamically large many-body systems.
However, since the bath only acts at the boundary, it does not affect the dynamics deep inside the system,
and the master equation is expected to converge to a steady state that is reliable away from the boundaries.

We have now reduced the problem to finding a good variational approximation to the density matrix
for which |Lρ| is small in some appropriate norm. We work in the limit where the left and right rates are
only slightly imbalanced, so one expects the system to come to a steady state that is locally near thermal
equilibrium, i.e., ρ ∝ 1 + εR for some matrix R. We expect such a near-equilibrium density matrix to be
described by a matrix-product operator of low bond dimension, which suggests a matrix-product operator
ansatz for ρ. Starting from a generic matrix-product operator, one can then use the power method to
find the steady state by repeated application of the superoperator L: one time evolves the initial MPO by
applying gates, then truncates the resulting (larger) MPO by dropping small Schmidt coefficients, and so
on, until the algorithm converges to a steady state. This part of the procedure is standard and reminiscent
of imaginary-time evolution to project to the ground state of a Hamiltonian; the main technical distinction
is that under non-unitary evolution, initially orthogonal vectors do not remain orthogonal. This can be
addressed by re-orthogonalizing the vectors every few steps.

The Lindblad method is restricted in scope—it can address questions about the steady state, and con-
ceivably about asymptotic convergence, but it does not directly offer a way to probe dynamics. Further, its
convergence to the steady state depends on how long the system takes to reach its steady state; as one ap-
proaches the MBL transition this convergence slows down dramatically and the method ceases to be useful.
Regardless, it is capable of addressing key questions about steady-state currents in large systems for which
no other methods exist; many of the most definite existing results on diffusion and subdiffusion rely on this
method.

7.4. Summary

This section has surveyed a number of new ideas and algorithms that exploit the structure of either the
MBL or thermal phase to describe late-time dynamics in an approximate way. These algorithms are a focus
of much current research, and are undergoing rapid development. At present, none of them is able to access
the critical properties of the MBL transition, but these approaches hold the promise of characterizing the
thermal and localized phases in more detail than has been possible so far, and thus constraining possible
theories of the MBL transition.

Finally, we should remark that in addition to better numerical methods, a fruitful approach has been to
ask sharp questions about simplified toy models. One important instance of this is Ref. [37], which considered
a toy model of a random matrix coupled to many single spins. The approach taken there was to test a very
specific hypothesis—incorporating nearby spins helps a bath to incorporate more distant spins—using exact
small-system numerics. Such specific results constrain the space of possible theories of the MBL transition,
ruling out certain scenarios entirely. RG approaches to the MBL transition, in particular, are built up
piecemeal out of plausible hypotheses about single RG steps, and these can be tested even on relatively
modest systems.

8. Conclusions and Open Questions

In this review, we have described how the techniques and conceptual framework of many-body localization
may be fruitfully applied to systems in which, strictly speaking, MBL itself does not occur for a variety of
reasons. The “threshold of MBL” can be approached in a variety of ways. e.g., by tuning a system until it is
proximate to an MBL transition; by working near a putative many-body mobility edge or a d > 1 MBL phase
(both of which are destroyed by rare-region effects); by considering multi-component systems some of whose
components are constrained by symmetry to thermalize; or by driving systems into long-lived prethermal

69



regimes. Various aspects of MBL — such as the existence of local integrals of motion and the absence of
transport of conserved quantities — are clearly no longer strictly applicable in this setting, but nevertheless
constrain the dynamical behaviour. In particular, features such as dynamical heterogeneity, slow relaxation
to equilbrium, and (in one dimension) subdiffusive transport remain quite robust even away from the rather
rarefied settiings where strict MBL emerges, and indicate a degree of universality beyond what might näıvely
have been expected. We take the point of view that the most convenient manner in which to study such
phenomena is to couple a picture of the MBL phase ‘beyond the threshold’ with an understanding of the
mechanism whereby the system in question avoids MBL — and hence of the processes that eventually drive
thermalization. We have discussed the common dynamical signatures that emerge across such problems, and
surveyed an array of theoretical challenges in studying such systems and critically assessed existing methods
devised to circumvent these.

To round out our discussion, we identify several open questions raised by these considerations. Several
of these have already been alluded to in the preceding sections; however, here we flag those whose resolution
we believe would be especially impactful — particularly in light of existing or near-term experiments and
numerical simulations.

First, in light of the relative ease with which cold atom experiments can probe quasiperiodic systems
— including in d > 1 — and the extant data on apparent localization in such systems, it is clearly of
great significance to establish whether quasiperiodic systems indeed exhibit MBL, where in even in d = 1
there are no rigorous results at the level of Ref. [34]. The issue is, as we have noted, subtle. On the one
hand, quasiperiodic systems are naturally hyperuniform and hence free of the rare-region instabilities that
plague MBL systems. On the other hand, the near-repetition of local motifs means that there can be other
‘coherent’ routes to delocalization, absent in more standard disordered systems, whose role has not been
carefully analyzed to date.

Second, by far the most striking prediction in the near-MBL regime of one-dimensional disordered systems
is the existence of subdiffusion. The extent of the subdiffusive regime is as yet not fully settled. Many early
numerical studies, mostly relying on exact diagonalization, found subdiffusion for arbitrarily weak disorder,
and for quasiperiodic as well as random systems [174, 196, 199]. Neither of these results is what one would
expect theoretically if the Griffiths scenario were the true cause of subdffusion. However, the most recent
large-scale simulations [195, 207, 365, 208] support the existence of a diffusive phase at small disorder.
Nevertheless, even these simulations find a transition to subdiffusion at much weaker disorder than the MBL
critical point. We are used to thinking of Griffiths effects as a property of the phase “near” the critical point,
and these observations are in some tension with that picture (though it also appears that the critical regime
of the MBL transition is very broad in parameter space). Also, in systems with multiple conserved charges,
it is not clear whether the time scales of subdiffusion of distinct charges all coincide, or whether there can
be richer behaviour in this setting.

A third and related open issue is a more nuanced understanding of the ETH phase, and in particular,
of the emergence of MBL viewed from the perspective of the thermal side of the transition. At present, the
most fully developed theories of the transition begin with a typically (i.e. perturbatively) stable localized
phase and examine how rare/non-perturbative thermal inclusions destabilize it — this is the view that
leads us naturally to the KT picture discussed in Sec. 1.5. Single-particle Anderson localization admits a
distinct perspective from the delocalized side: namely, the weak localization correction to the conductivity
identifies processes that lead to localization at strong disorder. It is far more challenging to develop a similar
perspective on MBL, and a central challenge is the relatively coarse level of detail provided by ETH. For
instance, as noted in Ref. [185, 186], the phenomenon of scrambling and the butterfly effect and related
ideas of operator spreading imply structure beyond that captured by ETH. Extending these considerations
to the Griffiths phase is a natural direction to explore: it is possible that such detailed considerations beyond
‘bare-bones’ ETH might distinguish the Griffiths phase near the MBL transition from a conventional diffusive
system. Also, a key tenet of ETH is the RMT ansatz for the energy levels; meanwhile, MBL systems have
Poissonian level statistics. It is unclear if the behavior at the ETH-MBL transition, or indeed the entire
subdiffusive regime, should be characterized by some distinct universal random matrix ensemble intermediate
between these regimes. If this is the case, then such new universal ensembles provide a new perspective on
near-MBL dynamics.

70



Fourth, and finally, we note that there remain many open questions surrounding the MBL transition, the
fractal dimension of thermal blocks inside the localized phase, the efficacy of thermal blocks in subsuming
proximate localized spins etc., for which there the answers are for the most part inconclusive or poorly
understood. Further investigation along these lines is clearly warranted, and as noted in Sec. 8, a judicious
design of numerical experiments and toy models may circumvent some of the daunting technical challenges
of addressing such questions.
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Glossary

Area/volume law Succinct expression for the scaling of the (usually, von Neumann) entropy with the size
of a subregion. Ground (highly excited) states of local Hamiltonians generically satisfy area (volume)
laws for entanglement. MBL eigenstates satisfy area laws, while ETH dictates that eigenstates at finite
energy density satisfy a volume law.

Avalanche instability Nonperturbative instability of MBL systems in the presence of a thermal inclusion.

ETH Eigenstate thermalization hypothesis. ETH posits that local expectation values of operators in any
eigenstate of a many-body quantum chaotic system coincide with thermal expectation values at a
temperature (and chemical potentials) set by the mean energy (and densities).

Frobenius inner product and Frobenius norm For two matrices A and B, the Frobenius inner product
(A|B) = Tr(A†B). The corresponding Frobenius norm is ‖A‖ =

√
(A|A).

Griffiths effects/inclusions Rare regions in an inhomogeneous system in which the control parameter
driving a phase transition is either unusually large or unusually small, so the system locally seems to
be in the wrong phase.

IPR Inverse participation ratio: defined for a normalized quantum state on a lattice as IPRq =
∑
i |ψi|2q.

When q is not explicitly specified, it is assumed to be 2. Generalizations can be defined for any
normalized list.

LIOM or l-bit A local integral of motion, i.e., a quasi-local operator O that has a nonzero fraction of its
support on a small, finite number of sites in the thermodynamic limit (i.e., has a finite inverse par-
ticipation ratio in the Hilbert space of operators), and that exactly commutes with the time-evolution
operator.

MBL Many-body localization (see main text).

MPO Matrix product operator. An MPO can be regarded as an operator written as a state in the Hilbert
space of operators, which is then compressed using MPS methods. One can equivalently regard an
MPO as an operator that acts on the space of MPS’s of a certain size.

MPS Matrix product state. A class of variational quantum states with low entanglement that are widely
used in numerical simulations, because algorithms like TEBD rely on them.
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OTOC Out-of-time-order correlator, defined as 〈A(t)B(0)A(t)B(0)〉 for arbitrary operators A and B. Some-
times this acronym refers instead to the squared commutator, 〈[A(t), B(0)]2〉. While causal response
functions measure the expectation value of the commutator, the OTOC measures its variance.

perturbative resonance What happens in perturbation theory when the matrix element exceeds the en-
ergy denominator.

Rényi entropy, Von Neumann entropy The nth Rényi entropy is defined as Sn = (1 − n)−1Tr(ρn).
The Von Neumann entropy is S1 ≡ limn→1 Sn = Tr(ρ ln ρ). Here, ρ is a density matrix (typically the
reduced density matrix when one is computing entanglement).

RSRG, SDRG Real-space renormalization-group/strong-disorder renormalization group. A renormalization-
group method that iteratively eliminates sites or bonds on a lattice and that is controlled for strong
quenched randomness. Characterized by broad fixed-point distributions for various observables, as
evinced by starkly congtrasting behavior of typical and disorder-averaged quantities.

TEBD Time-evolving block decimation, a method for studying the dynamics of quantum states that are
not too entangled, using a matrix-product representation.

Thouless energy, Thouless time The Thouless energy has two standard definitions, which are equivalent
for disordered single-particle problems: (1) an energy scale E such that eigenvalues closer in energy
than E obey random-matrix statistics, whereas those farther away do not; (2) the inverse of the time
it takes for a particle to diffuse through the system. The Thouless time is the inverse of the Thouless
energy; intuitively it marks the timescale beyond which a system is effectively zero-dimensional because
particles have spread throughout the system. Note that (1) is a spectral concept whereas (2) depends
on eigenstates as well. How best to think about the Thouless energy/time in generic many-body
systems (and whether concepts (1) and (2) are equivalent for such systems) remains an open question
(see, e.g., Ref. [391]).
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[255] Carleo G, Becca F, Schiró M and Fabrizio M 2012 Scientific reports 2 243
[256] Grover T and Fisher M P A 2014 J. Stat. Mech. 2014 P10010 ISSN 1742-5468
[257] De Roeck W and Huveneers F 2014 Communications in Mathematical Physics 332 1017–1082
[258] Schiulaz M and Müller M 2014 Ideal quantum glass transitions: Many-body localization without

quenched disorder AIP Conference Proceedings vol 1610 (AIP Publishing) pp 11–23 URL http://

scitation.aip.org/content/aip/proceeding/aipcp/10.1063/1.4893505

[259] van Horssen M, Levi E and Garrahan J P 2015 Phys. Rev. B 92(10) 100305 URL https://link.aps.

org/doi/10.1103/PhysRevB.92.100305

[260] De Roeck W and Huveneers F 2015 Can translation invariant systems exhibit a many-body localized
phase? From Particle Systems to Partial Differential Equations II (Springer) pp 173–192

[261] Yao N Y, Laumann C R, Cirac J I, Lukin M D and Moore J E 2016 Phys. Rev. Lett. 117(24) 240601
URL https://link.aps.org/doi/10.1103/PhysRevLett.117.240601

[262] Smith A, Knolle J, Kovrizhin D L and Moessner R 2017 Phys. Rev. Lett. 118(26) 266601 URL https:

//link.aps.org/doi/10.1103/PhysRevLett.118.266601

[263] Smith A, Knolle J, Moessner R and Kovrizhin D L 2017 Phys. Rev. Lett. 119(17) 176601 URL https:

//link.aps.org/doi/10.1103/PhysRevLett.119.176601

[264] Smith A, Knolle J, Moessner R and Kovrizhin D L 2018 Phys. Rev. B 97(24) 245137 URL https:

//link.aps.org/doi/10.1103/PhysRevB.97.245137

[265] Parameswaran S A and Gopalakrishnan S 2017 Phys. Rev. Lett. 119(14) 146601 URL https://link.

aps.org/doi/10.1103/PhysRevLett.119.146601

[266] Fradkin E 1986 Phys. Rev. B 33(5) 3263–3268 URL https://link.aps.org/doi/10.1103/PhysRevB.

33.3263

[267] Goswami P and Chakravarty S 2011 Phys. Rev. Lett. 107(19) 196803 URL https://link.aps.org/

doi/10.1103/PhysRevLett.107.196803

[268] Syzranov S V, Radzihovsky L and Gurarie V 2015 Phys. Rev. Lett. 114(16) 166601 URL https:

80

https://link.aps.org/doi/10.1103/PhysRevB.98.115109
https://link.aps.org/doi/10.1103/PhysRevB.98.115109
https://link.aps.org/doi/10.1103/PhysRevB.98.115109
https://link.aps.org/doi/10.1103/PhysRevLett.113.243002
https://link.aps.org/doi/10.1103/PhysRevB.92.104428
https://link.aps.org/doi/10.1103/PhysRevB.92.104428
https://link.aps.org/doi/10.1103/PhysRevB.91.094202
https://link.aps.org/doi/10.1103/PhysRevB.91.094202
https://link.aps.org/doi/10.1103/PhysRevB.93.245427
https://link.aps.org/doi/10.1103/PhysRevB.97.214205
https://link.aps.org/doi/10.1103/PhysRevB.97.214205
https://link.aps.org/doi/10.1103/PhysRevB.93.245427
https://link.aps.org/doi/10.1103/PhysRevB.97.104406
https://link.aps.org/doi/10.1103/PhysRevB.97.104406
https://link.aps.org/doi/10.1103/PhysRevB.90.184204
https://link.aps.org/doi/10.1103/PhysRevB.90.184204
http://scitation.aip.org/content/aip/proceeding/aipcp/10.1063/1.4893505
http://scitation.aip.org/content/aip/proceeding/aipcp/10.1063/1.4893505
https://link.aps.org/doi/10.1103/PhysRevB.92.100305
https://link.aps.org/doi/10.1103/PhysRevB.92.100305
https://link.aps.org/doi/10.1103/PhysRevLett.117.240601
https://link.aps.org/doi/10.1103/PhysRevLett.118.266601
https://link.aps.org/doi/10.1103/PhysRevLett.118.266601
https://link.aps.org/doi/10.1103/PhysRevLett.119.176601
https://link.aps.org/doi/10.1103/PhysRevLett.119.176601
https://link.aps.org/doi/10.1103/PhysRevB.97.245137
https://link.aps.org/doi/10.1103/PhysRevB.97.245137
https://link.aps.org/doi/10.1103/PhysRevLett.119.146601
https://link.aps.org/doi/10.1103/PhysRevLett.119.146601
https://link.aps.org/doi/10.1103/PhysRevB.33.3263
https://link.aps.org/doi/10.1103/PhysRevB.33.3263
https://link.aps.org/doi/10.1103/PhysRevLett.107.196803
https://link.aps.org/doi/10.1103/PhysRevLett.107.196803
https://link.aps.org/doi/10.1103/PhysRevLett.114.166601
https://link.aps.org/doi/10.1103/PhysRevLett.114.166601
https://link.aps.org/doi/10.1103/PhysRevLett.114.166601


//link.aps.org/doi/10.1103/PhysRevLett.114.166601

[269] Pixley J H, Huse D A and Das Sarma S 2016 Phys. Rev. X 6(2) 021042 URL https://link.aps.

org/doi/10.1103/PhysRevX.6.021042

[270] Pixley J H, Chou Y Z, Goswami P, Huse D A, Nandkishore R, Radzihovsky L and Das Sarma S 2017
Phys. Rev. B 95(23) 235101 URL https://link.aps.org/doi/10.1103/PhysRevB.95.235101

[271] Buchhold M, Diehl S and Altland A 2018 Phys. Rev. Lett. 121(21) 215301 URL https://link.aps.

org/doi/10.1103/PhysRevLett.121.215301

[272] Pixley J H, Wilson J H, Huse D A and Gopalakrishnan S 2018 Phys. Rev. Lett. 120(20) 207604 URL
https://link.aps.org/doi/10.1103/PhysRevLett.120.207604

[273] Sachdev S 2011 Quantum Phase Transitions 2nd ed (Cambridge, England: Cambridge University
Press)

[274] Parameswaran S A and Vasseur R 2018 Reports on Progress in Physics 81 082501 URL https:

//doi.org/10.1088%2F1361-6633%2Faac9ed

[275] Galperin Y M, Altshuler B L, Bergli J and Shantsev D V 2006 Phys. Rev. Lett. 96(9) 097009 URL
https://link.aps.org/doi/10.1103/PhysRevLett.96.097009

[276] Gopalakrishnan S and Nandkishore R 2014 Phys. Rev. B 90 224203
[277] Fischer M H, Maksymenko M and Altman E 2016 Phys. Rev. Lett. 116 160401
[278] Levi E, Heyl M, Lesanovsky I and Garrahan J P 2016 Phys. Rev. Lett. 116 237203
[279] van Nieuwenburg E P, Malo J Y, Daley A J and Fischer M H 2017 Quantum Science and Technology

3 01LT02
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[346] Kim H, Bañuls M C, Cirac J I, Hastings M B and Huse D A 2015 Phys. Rev. E 92(1) 012128 URL

https://link.aps.org/doi/10.1103/PhysRevE.92.012128

[347] Pancotti N, Knap M, Huse D A, Cirac J I and Bañuls M C 2018 Physical Review B 97 094206
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