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This paper is concerned with a stochastic linear-quadratic optimal control
problem in a finite time horizon, where the coefficients of the control system
are allowed to be random, and the weighting matrices in the cost functional
are allowed to be random and indefinite. It is shown, with a Hilbert space ap-
proach, that for the existence of an open-loop optimal control, the convexity
of the cost functional (with respect to the control) is necessary; and the uni-
form convexity, which is slightly stronger, turns out to be sufficient, which
also leads to the unique solvability of the associated stochastic Riccati equa-
tion. Further, it is shown that the open-loop optimal control admits a closed-
loop representation. In addition, some sufficient conditions are obtained for
the uniform convexity of the cost functional, which are strictly more general
than the classical conditions that the weighting matrix-valued processes are
positive (semi-) definite.

1. Introduction. Throughout this paper, we let (2, F, F, P) be a complete filtered prob-
ability space on which a standard one-dimensional Brownian motion W = {W(¢);0 <1t <
oo} is defined. We assume that FF = {F;},>¢ is the natural filtration of W augmented by all
the P-null sets in F. Hence, [ automatically satisfies the usual conditions.

Consider the following controlled linear stochastic differential equation (SDE, for short)
on a finite time horizon:

0 {dX(s) =[A(s)X(s) + B(s)u(s)]ds + [C(s)X (s) + D(s)u(s)|dW(s), se€][t,T],
X()=§,

where A,C:[0,T] x  — R"™" and B, D : [0, T] x Q — R"™™_ called the coefficients of
the state equation (1), are given matrix-valued F-progressively measurable processes; and
(t, &), called an initial pair (of an initial time and an initial state), belongs to the following
set:

D={(t. &t e[0,T].£ e L% (2 R")},

where sz,(Q; R"™) denotes the space of R"-valued random vectors that are F;-measurable
and square-integrable. In the above, the solution X = {X(s);# <s < T} of (1), valued in R",
is called a state process; the process u = {u(s); t <s < T}, valued in R™, is called a control
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which influences the state X, and is taken from the space

Ult, T1= Li(t, T; R™)

= {u [, Tl x Q- R™ ’u is [F-progressively measurable

d 2
withE[ |u(s)| ds<oo}.
t

The pair (X, u) = {(X(s),u(s));t <s < T} is called a state-control pair corresponding to
the initial pair (¢, £). For our state equation (1), we introduce the following assumption:

(A1) The processes A,C : [0,T] x Q - R"™ and B, D : [0, T] x Q — R are all
bounded and F-progressively measurable.

According to the standard result for SDEs (see Lemma 2.1(i)), under the assumption (A1),
for any initial pair (¢, &) € D and any control u € U[¢t, T'], equation (1) admits a unique solu-
tion X (-) = X (+; ¢, &, u) which has a continuous path and is square-integrable.

Next we introduce the following random variable associated with the state equation (1):

T T
2)  L(,&u) 2 (GX(T), X(T))+ f, <(%((ss)) S&i))(i{(((;))) (fg))»ds’

where with S denoting the set of all symmetric (n x n) real matrices, the weighting matrices
G, Q, S, and R satisty the following assumption:

(A2) The processes Q : [0, T] x 2 —>S", R:[0,T] x 2 — S",and S:[0,T] x Q —
R™*" are all bounded and F-progressively measurable; the random variable G : Q — S" is
bounded and F-measurable.

Under (A1)—(A2), the random variable defined by (2) is integrable, so the following two
functionals are well defined:

J(t,&u)=E[Lt, & u)]; (1,§) €eD,uellt, T,
J(t, & u)=E[L(t, & u)|F]:  (t.&) eD,ucldlt,Tl.

These two functionals are called the cost functionals associated with the state equation (1),
which will be used to measure the performance of the control u € U[¢, T']. Now, the following
two problems, called stochastic linear-quadratic optimal control problems (SLQ problems,
for short), can be formulated.

PROBLEM (SLQ). For any given initial pair (¢, £) € D, find a control u™ € U[¢, T] such
that

(3) J(tEut) = nf T Ew) = V@8).

PROBLEM (S/L\Q) For any given initial pair (¢, &) € D, find a control u™* € U[¢t, T] such
that

4 J(t, & u*) = inf J(t, & u)=V(t,£).

4) (r.6:u%) = essinf J (1, 5:0) =V (1,8)

In (4), essinf stands for the essential infimum of a real-valued random variable family. Any
element u™ € U[t, T] satisfying (3) (respectively, (4)) is called an open-loop optimal control

of Problem (SLQ) (respectively, Problem (SLQ)) corresponding to the initial pair (¢, &) € D;
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the corresponding state process X*(-) = X (-; t, &, u™) is called an open-loop optimal state
process; and the state-control pair (X, u™) is called an open-loop optimal pair corresponding
to (¢, &). Since the space L%CI(Q; R™) of initial states becomes larger as the initial time ¢
increases, it is proper to call (¢, &) — V (¢, &) the value flow of Problem (SLQ) and (7, &) —
V(t, &) the (stochastic) value flow of Problem (S/L\Q)

We now introduce the following definition.

DEFINITION 1.1. Problem (SLQ) (respectively, Problem @) is said to be:

(1) (uniquely) open-loop solvable at (t,&) € D if there exists a (unique) u™ € U[z, T']
such that for any u € U[¢t, T],

J(t,&u*) < J(t,8;u) (respectively, f(t, E;u*) < J(t, & u), a.s.);

(i1) (uniquely) open-loop solvable at t if it is (uniquely) open-loop solvable at (¢, &) for
all £ € L (Q; R™);

(ii1) (uniquely) open-loop solvable on [0, T] if it is (uniquely) open-loop solvable at any
tel0,T].

One sees that Problem (SL/E) is stronger than Problem (SLQ) in the sense that each open-

loop optimal control u* € U[¢t, T] of Problem (SLQ) is also an open-loop optimal control of
Problem (SLQ). Moreover, one sees that

V(t,6) =E[V(r,8)] V(&) eD.

Later, we will further show that if u* € U[z, T] is an open-loop optimal control of Problem

(SLQ), it is also open-loop optimal for Problem (SL/E) (see Theorem 4.2). Therefore, these
two problems are equivalent.

The study of SLQ problems was initiated by Wonham [27] in 1968, and was later investi-
gated by many researchers; see, for example, Athens [2], Bismut [5, 6], Davis [11], Bensous-
san [4] and the references cited therein for most (if not all) major works during 1970—1980s.
See also Chapter 6 of the book by Yong and Zhou [28] for a self-contained presentation.
More recent works will be briefly surveyed below.

For SLQ problems, there are three closely related objects/notions involved: (open-loop)
solvability, optimality system which is a coupled forward-backward stochastic differential
equation (FBSDE, for short), and a Riccati equation. It is well known that when the map
u — J(t,&; u)is uniformly convex for every (¢, £) € D, which is guaranteed by the following
standard condition:

(5) G >0, o) =0, S()=0, R()>61I, forsomed > 0,

Problem (SLQ) is uniquely (open-loop) solvable. Then, by a variational method (or Pontrya-
gin’s maximum principle), the optimality system (a coupled FBSDE) automatically admits an
adapted solution. Applying the idea of invariant imbedding [3], an associated Riccati equa-
tion can be formally derived, which decouples the coupled FBSDE. Now, if such a Riccati
equation admits a solution, by completing squares, an (open-loop) optimal control of state
feedback form can be constructed. This then solves Problem (SLQ). The same idea also ap-
plies to Problem (SL/B) We should point out that such a methodology, which could be called
the “uniform convexity-FBSDE-Riccati equation” approach, for convenience, is the most
natural approach to all LQ problems. For SLQ problems with deterministic coefficients (by
which we mean that all the coefficients of the state equation and all the weighting matrices
in the cost functional are deterministic), which includes the deterministic LQ problems, the
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above approach is very successful under the standard condition (5) (see Yong and Zhou [28],
Chapter 6).

In 1977, Molinari [19] showed that Q(-) > 0 is not necessary for the (open-loop) solvabil-
ity of the deterministic LQ problems (see also You [29] for the LQ problem in Hilbert spaces),
and actually, G > 0 is not necessary either, although R(-) > 0 is necessary. Furthermore, for
SLQ problems, even R(-) > 0 is not necessary for the (open-loop) solvability (see the work
of Chen, Li and Zhou in 1998 [7]). Note that our assumptions (A1)—(A2) allow all the coef-
ficients of the state equation (1) and the weighting matrices in (2) to be stochastic processes,
and no positive/nonnegative definiteness conditions imposed on the weighting matrices G,

Q(-), and R(-). Because of this, we refer to our Problems (SLQ) and (S/I;\Q) as indefinite SLQ
problems with random coefficients. The indefinite SLQ problem not only stands out on its
own as an interesting mathematically theoretic problem, but also has promising applications
in practical areas. For example, as a special indefinite case, the matrix R(-) is inherently zero
in the mean-variance portfolio selection problem [17, 30]; in a pollution control model for-
mulated in [7], the matrix R(-) is negative definite. The finding of [7] has triggered extensive
research on the indefinite SLQ problem; see, for example, the follow-up works of Lim and
Zhou [16], Chen and Zhou [10], Chen and Yong [8, 9], Ait Rami, Moore, and Zhou [1], as
well as the works of Hu and Zhou [13], and Qian and Zhou [22].

Without assuming any positive definiteness/semi-definiteness on the weighting matrices
brings a great challenge for solving the SLQ problem. For the deterministic coefficient case,
the recent results by Sun and Yong [24], Sun, Li, and Yong [23] are quite satisfactory. Let us
briefly present some relevant results here. First of all, we recall the following definition (for
SLQ problems with deterministic coefficients).

DEFINITION 1.2. Lett € [0, T) be a deterministic initial time, and let Lz(t, T; R™M>m)
be the space of all R”*"-valued deterministic functions that are square-integrable on [z, T'].
An element ©* € L2(¢, T; R™*") is called a closed-loop optimal strategy of Problem (SLQ)
on [¢, T'] if for any initial state & € L%TI(Q; R") and any control u € U[t, T],

(6) J(1,& 0" X*) < J(1,&;u),
where X* = {X™(s);t <s < T} is the solution to the following closed-loop system:

dX*(s) =[A(s) + B(s)O*(5)]X*(s) ds + [C(s) + D(s)O*(s)| X*(s) dW (s),
X*(t) =&.

When a closed-loop optimal strategy (uniquely) exists on [#, T'], we say that Problem (SLQ)
is (uniquely) closed-loop solvable (over [t, T]).

(7)

REMARK 1.3. For the case when the state equation has nonhomogeneous terms or the
cost functional contains first order terms, a more general definition of closed-loop optimal
strategies is introduced in [24] and [23] to handle the nonhomogeneous terms of the state
equation and the first order terms in the cost functional.

The point that we want to make here is that the closed-loop optimal strategy ®* is inde-
pendent of the initial state &£. For open-loop and closed-loop solvabilities of Problem (SLQ)
with deterministic coefficients, the following results were established in [23, 24]:

e Problem (SLQ) is open-loop solvable at some initial pair (¢, &) if and only if the mapping
ur> J(t,0;u) is convex and the corresponding FBSDE is solvable;

e Problem (SLQ) is closed-loop solvable on [z, T'] if and only if the corresponding Riccati
equation admits a regular solution;



464 J. SUN, J. XIONG AND J. YONG

e If Problem (SLQ) is closed-loop solvable on [0, T'], then it is open-loop solvable, and
every open-loop optimal control admits a closed-loop representation which must coincide
with the outcome of an closed-loop optimal strategy.

For the random coefficient case, we will still have the equivalence between the open-
loop solvability and the solvability of a certain FBSDE (together with the convexity of the
cost functional). However, the Riccati equation associated with Problem (SLQ) becomes a
nonlinear BSDE, which is usually referred to as the stochastic Riccati equation (SRE, for
short). In 2003, Tang [25] and Kohlmann—Tang [14] (see also [26]) proved that the associated
SRE is uniquely solvable under either the standard condition (5) or the following condition:

(8) D()"'D(-) > 681, and G > 81, forsome § >0, Q(),R()>=0, S(-)=0,

and that the corresponding closed-loop system is well-posed. We mention that Problem (SLQ)
with random coefficients under the standard condition (5) was formally posed as an open
question by Bismut [5] (see also [21]). Therefore, [14, 25] can be regarded as a solution to
the Bismut’s open question. On the other hand, the approach used in [14, 25, 26] heavily
depends on the positive (semi-)definiteness assumption on the weighting matrices.

Our major concern here is the indefinite situation (with random coefficients). Hence, the
problem that we are investigating can be regarded as an extended Bismut’s problem. Due to
the indefinite nature of our problem with random coefficients, techniques used in previous
works (in particular those used in [14, 25, 26]) are not (directly) applicable. Note that in
the current case, the associated Riccati equation becomes a nonlinear backward stochastic
differential equation (BSDE, for short) whose adapted solution (P, A) has the feature that P
does not have to be positive definite, and A might be unbounded in general. Consequently,
even if R + D' P D is uniformly positive definite, the process

® =—(R+D"'PD)"'(BTP+D"PC+D"A+5)

(which is a closed-loop optimal strategy in the deterministic coefficient case) might be un-
bounded. With such a ®*, the well-posedness of the closed-loop system (7) is not obvious
because the usual uniform Lipschitz condition is not satisfied. At the moment, we feel that
it is unclear whether the framework of closed-loop solvability introduced by Sun and Yong
[24] (for the deterministic coefficient case) can be adopted to SLQ problems with random
coefficients. Therefore we will concentrate on open-loop solvability (without pursuing the
closed-loop solvability) in this paper, and for simplicity of terminology, we will suppress the
word “open-loop” in the sequel, unless it is necessarily to be emphasized.

We mention that in a recent paper by Li, Wu, and Yu [15], a very special type of indefinite
SLQ problems with random coefficients (allowing some random jumps) was studied. The
crucial assumption imposed there was that the problem admits a so-called relax compensator
that transforms the indefinite problem to a problem satisfying the standard condition (5).
With such an assumption, the usual arguments apply. However, it is not clear when such a
compensator exists and whether the existence of a relax compensator is necessary for the
solvability of the SLQ problem. On the other hand, a notion of feedback control was recently
introduced by Lii, Wang, and Zhang [18] for indefinite SLQ problems with random coeffi-
cients. These feedback controls look like closed-loop strategies, but the space to which they
belong is unclear.

In this paper, we shall carry out a thorough investigation on the indefinite SLQ problem
with random coefficients. We will first represent the cost functional of Problem (SLQ) as a
bilinear form in a suitable Hilbert space, in terms of adapted solutions of FBSDEs (A spe-
cial case was presented in [9], with a longer proof). This will be convenient from a different
viewpoint. Then, similar to [20], we will show that in order for the SLQ problem to admit
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an optimal control, the cost functional has to be convex in the control variable; and that the
uniform convexity of the cost functional (which is slightly stronger than the convexity) is a
sufficient condition for the existence of a unique optimal control (see Corollary 3.5). Next,
under the uniform convexity condition, we shall prove that the fundamental matrix process
X () corresponding the optimal state process is invertible (see Theorem 6.2) by considering a
certain stopped SLQ problem and through this, we will further establish the unique solvability
of the associated SRE (see Theorem 6.3). With the unique solvability of the SRE, we will be
able to obtain a closed-loop representation of the open-loop optimal control. It is also worth
noting that the SLQ problem might still be solvable even if the cost functional is merely con-
vex. The significance of Theorem 6.3 is that it bridges the gap between uniform convexity and
convexity. In fact, by considering a perturbed SLQ problem, Theorem 6.3 makes it possible to
develop an e-approximation scheme that is asymptotically optimal. This idea was first intro-
duced by Sun, Li, and Yong [23] and could be applied to the random coefficient case without
any difficulties. Concerning the uniform convexity of the cost functional (in «), we point out
that the conditions (5) and (8) are very special cases of the uniform convexity condition we
have assumed in this paper. We will present some classes of problems for which neither (5)
nor (8) holds but the cost functional is uniformly convex. Finally, we point out that consid-
ering only the one-dimensional Brownian motion is just for simplicity; multi-dimensional
cases can be treated similarly without essential difficulty.

The rest of the paper is organized as follows. In Section 2, we collect some preliminary
results. Section 3 is devoted to the study of the SLQ problem from a Hilbert spacg)o\int

of view. In Section 4, we establish the equivalence between Problems (SLQ) and (SLQ).
Among other things, we present a characterization of optimal controls in terms of FSDEs. In
preparation for the proof of the solvability of SREs, we investigate some basic properties of
the value flow in Section 5. We discuss in Section 6 the solvability of SREs, as well as the
closed-loop representation of open-loop optimal controls. Some sufficient conditions for the
uniform convexity of the cost functional in # will be presented in Section 7. An interesting
nontrivial example will be presented in Section 8. Finally, some concluding remarks, includ-
ing the form of the results for the multi-dimensional Brownian motion case, are collected in
Section 9.

2. Preliminaries. In this section we collect some preliminary results which are of fre-
quent use in the sequel. We begin with some notation:
R": the n-dimensional Euclidean space with the Eucliden norm | - |.
R™™™: the Euclidean space of all (n x m) real matrices; R” = R"*!; R =R!.
S": the space of all symmetric (n x n) real matrices.
I,,: the identity matrix of size n.
M7 the transpose of a matrix M.
tr(M): the trace of a matrix M.

(-, -): the Frobenius inner product on R”*™, which is defiend by (A, B) =tr(AT B).

1
|M|: the Frobenius norm of a matrix M, defined by [tr(AT B)]?.

Recall that X, = L%TI (£2; R™) is the space of all F;-measurable, R"-valued random variables
& with ]Elél2 < 00, and that U[¢t, T] = LIZF(t, T; R™) is the space of F-progressively measur-
able, R"-valued processes u = {u(s);t <s < T} such that EftT |u(s)|2ds < 00. To avoid
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prolixity later, we further introduce the following spaces of random variables and processes:
For Euclidean space H = R", R"*"" §" etcetera and p,q > 1,

L%f (€2; H): the space of bounded, F;-measurable, H-valued random variables.

L%(Q; LP(t, T; H)): the space of F-progressively measurable processes

T q
X :[t,T] x Q@ — H with E(/ |X(s)|pds)p < 00.
1

Lg(S2; LP (¢, T; H)): the space of F-progressively measurable processes

T
X :[t,T] x Q— Hwith esssup [ |X(s,w)|" ds < oc.
t

we

Lg (Q; C ([t, TI; ]HI)) the space of [F-adapted, continuous processes X : [t, 7] x Q — H

with E[ sup |X(s)|p] < 00.

t<s<T

Ly (€25 C([t, T1; H)): the space of bounded, F-adapted, continuous, H-valued processes.

We denote Lg(Q; LP(t, T;H)) = L{;(t, T; H). Note that both &X; and U/[t, T'| are Hilbert
spaces under their natural inner products. We shall use

T
Mu,v] = E/t (u(s), v(s))ds,

to denote the inner product of u, v € U[¢t, T], distinguishing it from the Euclidean inner prod-
uct on a Euclidean space.

Next we recall some results concerning existence and uniqueness of solutions to forward
SDEs (FSDE:s, for short) and BSDEs with random coefficients. Consider the linear FSDE

©) {dX(s) =[A(s)X(s) +b(s)]ds + [C(s)X(s) +o(s)|dW(s), se€lt,T],
X (1) =&,

and the linear BSDE

10) {dY(s) =—[A@)TY(s) +C(s) T Z(s) +o(s)]ds + Z(s)dW(s), selt, T,
Y(T)=n.

We have the following result.

LEMMA 2.1. Suppose that
AC) e LEP(Q LY0, T;R™™M)),  C(-) € LE(K; L*(0, T; R™™)).
Then the following hold:

(1) For any initial pair (t,&) € D and any processes b € LIZF(Q; L'(t, T;R"Y), o €

LIZF (t, T; R™), (9) has a unique solution X, which belongs to the space L%F(Q; C([t, T]; R™)).

(i1) For any terminal state n € L%_-T (2; R™) and any ¢ € L]%(Q; L, T: RM), (10)

has a unique adapted solution (Y, Z), which belongs to the space L%(Q; C(t, T; R")) x
Li(t, T; R")
IF 9 ’ .
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Moreover, there exists a constant K > 0, depending only on A, C, and T, such that

B[ sup [X)] < KE[leP + ( [ T|b<s>|ds)2 +[MowPas]

t<s<T

2 r 2 2 T 2
E|: sup |Y(s)|” + z |Z ()| ds]SK]E[lnI +<./z |<p(s)|ds) ]

t<s<T

Note that in Lemma 2.1, the coefficients A and C are allowed to be unbounded, which is
a little different from the standard case. However, the proof of Lemma 2.1 is almost the same
as that of [24], Proposition 2.1. So we omit the details here and refer the reader to [24].

Consider now the following BSDE for S"-valued processes over the interval [0, T]:

dM(s) = —[M(s)A(s) + A(s) T M(s) + C(s) " M(s)C(s)
(11) + N($)C(s)+C(s) " N(s) + Q(s)]ds + N(s)dW(s),
M(T)=G.

From Lemma 2.1(ii) it follows that under the assumptions (A1)—(A2), equation (11) admits
a unique square-integrable adapted solution (M, N). The following result further shows that
M ={M(s); 0 <s < T} is actually a bounded process.

PROPOSITION 2.2. Let (A1)—(A2) hold. Then the first component M of the adapted
solution (M, N) to the BSDE (11) is bounded.

PROOF. Let B8 > 0 be undetermined and denote
(12) M=MA+A"M+C"MC+NC+C'N+0Q.

Note that we have suppressed the argument s in (12) and will do so hereafter whenever there
is no confusion. Applying Ito’s formula to s — eP$| M (s)|? yields

|\ Mn)F =TGP + /T P [—B|M(s)|* +2(M(s), TI(5)) — [N (s)[*] ds
(13) f
— 2/Tef“<M(s), N(s))dW(s) YO<t<T,as.
1

By (A1)—(A2), the processes A, C, and Q are bounded. Thus, we can choose a constant
K > 0 such that

ITI(s)| < K[|M )|+ |N(s)|+1] ae.s€[0,T], as.
Using the Cauchy—Schwarz inequality, one has
2(M(s), TI(s)) < 2K [M(s)| - [[M ()| 4 |N (s)] + 1]
= 2K |M(s)|* + 2K |M(s)| - [N (5)| + 2K | M s)|
<2K|M©)[* + K M©&)[* +|N )| + |[M@)|]* + K?
= (K + DM +|NE[ + K

Substituting this estimate back into (13) and then taking 8 = (K + 1)2, we obtain

T T
P\ Mn)|F < PTG +/ K2 ds — 2/ ePS(M(s), N(s))dW (s).
t t
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Observing that ePS(M(s), N(s))dW (s) is a martingale, we may take conditional expecta-
tions with respect to F; on both sides of the above to obtain

T
M) <P |M@©)|* < PTE[|G?|F] +/ K2ePsds vrelo, Tl
0
The assertion follows, since G € L%OT (2;8"). O

3. A Hilbert space point of view. Inspired by [20], we study in this section the SLQ
problem from a Hilbert space point of view. Following the idea of [9], we shall derive a func-
tional representation of J(z,&; u), which has several important consequences and plays a
basic role for the analysis of the stochastic value flow V (¢, £) in Section 5. As mentioned ear-
lier, for notational convenience we will frequently suppress the s-dependence of a stochastic
process when it is involved in a differential equation or an integral.

First, we present a simple lemma.

LEMMA 3.1. Let (A1)—(A2) hold. Then for any initial pair (t,&) € D and control u €
Z/[[t’ T]’

(14) J(t, & u) = (Y(t),é)—l—E[ftT(BTY +D'"Z+SX + Ru, u)ds|]:t],

where (X, Y, Z) is the adapted solution to the following controlled decoupled linear FBSDE:

dX(s) = (AX + Bu)ds + (CX + Du)dW (s),
(15) dY($)=—(ATY +CTZ+ O0X 4+ STu)ds + ZdW (s),
X()=¢&  Y(T)=GX(T).

PROOF. Note that the FSDE in (15) is exactly the state equation (1). Applying It6’s
formula to s — (Y (s), X (s)) yields

T
(GX(T),X(T)>=(Y(t),S)+/ [(B'Y+D"Z—SX,u)—(0X, X)]ds
(16) !
T
+/ [(Z, X) +(Y,CX + Du)]|dW (s).
t

Substituting (16) into T (t, &; u) and noting that

T
EU ((Z, X) + (Y, CX + Du)) dW(s)l]—',} _0.
t
we obtain (14). [

The adapted solution (X, Y, Z) to the FBSDE (15) is determined jointly by the initial state
& and the control u. To separate & and u, let (X Y, Z yand (X, Y, Z) be the adapted solutions
to the decoupled linear FBSDEs

dX(s) = (AX 4+ Bu)ds + (CX 4+ Du)dW (s),
(17) dY(s)=—(ATY +CTZ+ QX+ STu)ds +ZdW(s),
X(@t) =0, Y(T)=GX(T),
and
dX(s)=AXds+CXdW(s),
(18) dY(s)=—(A"Y +C"Z+ 0X)ds +ZdW(s),
X)=¢  Y(I)=GX(T),
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respectively. Then (X, Y, Z) can be written as the sum of ()N( , Y , 4 yand (X, Y, Z):
X(s)=X(s)+ X(s), Y(s)=Y(s)+ Y (s), Z(s)=Z(s)+ Z(s); selt, Tl

Note that ()? , Y , Z) (respectively, (X,Y,2)) depends linearly on u (respectively, &) alone.
We now define two linear operators

N U, T1— UL, T, Lo X — UL, T
as follows: For any u € U[t, T, N;u is defined by
(19)  [Niul(s) = B(s) Y (s) + D(s)" Z(s) + S(5)X(s) + R(s)u(s), se[t,T].
and for any & € &}, £,£ is defined by
(20) [L:E1(s) = B(s) Y (s)+ D(s) Z(s) + S(s)X(s), selt,T]

For these two operators, we have the following result.

PROPOSITION 3.2. Let (A1)-(A2) hold. Then:

(i) the linear operator N; defined by (19) is a bounded self-adjoint operator on the
Hilbert space U[t, T1;

(ii) the linear operator L, defined by (20) is a bounded operator from the Hilbert space
A} into the Hilbert space U[t, T|. Moreover, there exists a constant K > 0 independent of t
and & such that

Q1) [L.&, L,E] < KE|E|*  VE € A,

PROOF. (i) The boundedness of N, is a direct consequence of the estimates in
Lemma 2.1. To prove that V; is self-adjoint, it suffices to show that for any uy, u» € U[t, T],

T T
(22) E [N 160, wa@)ds =E [ u1(s), N2 () ds.
t t
To this end, we take two arbitrary processes u1, uy € U[t, T] and let (jfi, )71-, Z) (i=12)
be the adapted solution to (17) in which u is replaced by u;. Applying It6’s formula to s —
(Ya(s), X1(s)) yields
~ ~ T ~ ~ ~ ~ ~
B(GRo(T), X1(T)) =E [ [(BTF2+ DT Zy.u1) = (%2, 1) = (%1, u)]ds,
t
and applying It6’s formula to s — (Y1(s), Xa(s)) yields
~ ~ T ~ ~ ~ ~ ~
E(GX((T), X2(T))=E / [(B'Y1+ D' Zi,uz) = (0X1, X2) — (X2, u1)]ds.
t
Combining the above two equations and noting that G and Q are symmetric, we obtain
T - - - T - - -
(23) IE/ (BT¥1 + DT 2, + SX1, uz)ds = IE/ (BT¥)+ DT 25+ SXa, us)ds.
t t
Note that because R is symmetric,
T T
24) E/ (Ruy, ua) ds = E/ (Ruz, 1) ds,
1 1
and that by the definition of N,

[Niui1(s) = B(s) " Yi(s) + D(s) " Zi(s) + S(5)Xi () + R(s)u;(s), selt, Tl
Adding (24) to (23) gives (22).
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(11) It suffices to prove (21). Choose a constant & > 0 such that
(25) IGI% |B@&)|% D@ |S6)*.|06))* <o ae.se[0,T], as.

Then by using the inequality |vj 4 - - - + vg|?> < k(Jv1|> + - - - + |vk]?), we obtain

T _ _ _
[L:E, L,E]=E /t |B(s)TY(s) + D(s) " Z(s) + S(s) X (s)|* ds

o _ _
< 30{]E/t [PG)]? + |22 + | X)) ds

By Lemma 2.1, there exists a constant 8 > 0, independent of ¢ and &, such that
L5 2 L 15l vl [ X (s)2
(26) E[ [P +|Zs)[*]ds < ﬂE[IGX(Tn +/I 10(5)X(5)] ds],

- T _
@) EXD)|+E ft X ()2 ds < BEIE .
Substituting (27) into (26) and making use of (25), we further obtain
s 2 152 s 2
E [ [T + |26 ds <apBlel”
It follows that [£;&, £,&]) < 3a(ap? + B)E|E|*> forall £ € X,. [

REMARK 3.3. Let (X, Y, Z) be the adapted solution to the decoupled linear FBSDE for
R™*"-valued processes:

dX(s) = AXds + CXdW(s),
dY(s)=—(ATY +C'Z+ OX)ds + ZdW (s),
XO0) =1, Y(T)=GX().

It is straightforward to verify that X has an inverse X~! which satisfies

dX ') =X"1C? - A)ds —X"'Caw(s), se[0,T],
X1y =1,.

Observe that for any & € Lj’r‘: (£2; R™), the processes
X@X g, YOXT'0E  ZOXT'0E  seln Tl

are all square-integrable and satisfy the FBSDE (18). Hence, by uniqueness of adapted solu-
tions, we must have

(X(5), Y(5), Z(s)) = (X)X ()E, YO X' (1), Z)X 1 0)g);  selt, T
Therefore, if £ € L%OZ(Q; R™), then L& can be represented, in terms of (X, Y, Z), as
(28)  [L:E1(s) =[B(s) Y(s) + D(s) " Z(s) + S()X() X' (1)E, selt, Tl

This relation will be used in Section 5.

We are now ready to present the functional representation of the cost functional J (7, §; u).
Observe that J(¢,&;u) and J (t &; u) have the relation J(¢,&;u) = EJ (t,&;u), and recall
that the first component M of the adapted solution (M, N) to the BSDE (11) is bounded
(Proposition 2.2).
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THEOREM 3.4. Let (A1)—(A2) hold. Then the cost functional J(t,&; u) admits the fol-
lowing representation:

where Ny, L; are defined by (19) and (20), respectively, and (M, N) is the adapted solution
of BSDE (11).

PROOF. Fix any (t,€) e Dand u € Uz, T]. Let (X, Y, Z), (X,Y,Z), and (X,Y, Z) be
the adapted solutions to (15), (17), and (18), respectively. Then

X()=X(s)+X(s), YO=Ye)+V(), Ze6)=Z(s)+Z(s); selt, Tl

By Lemma 3.1, the relation J(¢,&;u) = ]Ef(t, &;u), and the definitions of N, and £,, we
have

B0)  J(t.Euw) =E[<7(r>,s)+<m,s>+ / NNul) + [ctsus),u(s))ds].
Now applying Itd’s formula to s — (Y (s), X (s)) gives

E(GX(T), X(T)) - E(Y (1), §) = —E f T[(Q(s)ff(s), X(9))+(S() X (5), u(s))]ds,
and applying Itd’s formula to s — (¥ (s), X (s)) gives

L T _ _ L
E(GX(T), X(T)) = E/z [(B(s) Y (s) 4 D(s) Z(s), u(s)) — (Q(5)X (5). X (5))] ds.

Combining the last two equations we obtain
~ T - - _
E(Y (1), &)= E/ (B(S)TY(S) + D(s) " Z(s) + S() X (s), u(s))ds
(31) .
—E [ {[££)(5). u(o)]ds.
On the other hand, since (M, N) is the adapted solution of (11), by Itd’s formula, we have
dMX)=[-(MA+A"M+C"MC+NC+C'N + Q)X + MAX + NCX]ds
+[NX +MCX]1dW(s)
=—[ATMX +CT(MC+ N)X + QX]ds + (MC + N)X dW (s).

Noting M(T)X(T) = 17_(T), we see that the pair of processes (MX,(MC + N)X) satisfies
the same BSDE as (Y, Z). Thus, by the uniqueness of adapted solutions,

Y(s)=M(s)X(s), Z(s)=[M(s)C(s)+ N(s)]X(s); selt,T]
It follows that E(Y (1), €) = E(M(1)&, &). Substituting this and (31) into (30) results in (29).
This completes the proof. [

We have the following corollary to Theorem 3.4. A similar result can be found in [20].

COROLLARY 3.5. Let (A1)—(A2) hold. Let t be an [F-stopping time with values in [0, T').
(1) A control u* € U[t, T] is optimal for Problem (SLQ) at (¢, &) € D if and only if
(32) N:>0 and Nu™ + L& =0.
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(ii) If N; is invertible in addition to N; > 0, then Problem (SLQ) is uniquely solvable at
t, and the unique optimal control u;" g at (1, &) € D is given by

l/l;‘ié = —N;_lﬁts.
Consequently,

(33) V(&) =E([M@t) — LiN; ' L)&,&).

PROOF. (i) By Definition 1.1, u™* is optimal for Problem (SLQ) at (¢, £) if and only if
(34) J(t, & u*+rv)—J(t,&u")>0 VYvel[t, T],VreR.
According to the representation (29),

J(t, & u™ +20) =[N (™ + av), u™ + Av]] + 2[[£:€, u™ + 2] + E(M (1)§, §)
= [Neu™, u™ ]| 4 2A[[Nou™*, o] + AN v, v] + 2[[ L&, u*]]
+ 2A[L:E, vl + E(M (1)§, &)

=J(t, & u*)+ AINv, v] + 2A[[Neu™ + L:&, 0],

from which we see that (34) is equivalent to
AN, vl 4 2A[Nu* + L6, 0] =0 Vv el][t, T], Vi eR.
This means that for any arbitrarily fixed v € [z, T], the quadratic function
F) 2 A2 MN v, vl + 22 [Nou* 4 L8, 0]
is nonnegative. So we must have
[N:v, v]] >0, [New* + L:6,v]] =0 VYvells, T],

which leads to (32). The converse assertion is obvious.
(ii) This is a direct consequence of (i). [

4. Equivalence between Problems (SLQ) and (SLQ). The objective of this section

is to establish the equivalence between Problems (SLQ) and (SLQ). First, we present an
alternative version of Corollary 3.5(i), which characterizes the solvability of Problem (SLQ)
in terms of FBSDEs.

THEOREM 4.1. Let (A1)—(A2) hold, and the initial pair (t,&) € D be given. A process
u* € U[t, T] is an optimal control of Problem (SLQ) at (t, &) if and only if the following two
conditions hold:

(1) the mapping u +— J(t,0; u) is convex, or equivalently,
J@&,0;u)=>0 Vuellt, T];
(i1) the adapted solution (X, Y, Z) to the decoupled FBSDE
dX(s) =[A(s)X (s) + B(s)u*(s)]ds 4+ [C(s)X (s) + D(s)u™(s)]dW,

(35) 1dY(s)=—[A() Y (s) +C(s)" Z(s) + Q)X (s) + S(s) "u*(s)]ds + Z(s)dW,
X(1)=§, Y(T)=GX(T)

satisfies the following stationarity condition:

(36)  B()'Y(s)+ D) Z(s) + S)X(s) + R(s)u*(s) =0 a.e.selt,T],a.s.
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PROOF. By Corollary 3.5(1), u* € U[z, T] is an optimal control of Problem (SLQ) at
(¢, &) if and only if (32) holds. According to the representation (29), NV; > 0 is equivalent to
J(@,0;u) =[[Nu,ull >0 VYuecllt, T],
which is exactly the condition (i). By the definitions of N; and £,, it is easy to see that
[Nou* + L,£](s) = B(s) Y (5) + D(s) T Z(s) + S(s)X (s) + R(s)u*(s); s €[t T],

where (X, Y, Z) is the adapted solution to the FBSDE (35). Thus, N;u* + L& = 0 is equiv-
alent to the condition (ii). [

The next result establishes the equivalence between Problems (SLQ) and @

THEOREM 4.2. Let (A1)—(A2) hold. For any given initial pair (t, &) € D, a control u™ €
U[t, T] is optimal for Problem (SLQ) at (¢, &) if and only if it is optimal for Problem (SLQ)
at (t, ).

PROOF. The sufficiency is trivially true. Now suppose that u* € U]z, T'] is optimal for
Problem (SLQ) at (¢, &), and let (X, Y, Z) be the adapted solution to the FBSDE (35). To

prove that u* is also optimal for Problem (SL/6) at (¢, &), it suffices to show that for any set
I' e A,

(37) E[L(r, & u*)1r] <E[L(t,&;u)lr] VYuellt, T].
For this, let us fix an arbitrary set I' € F; and an arbitrary control u € U[t, T']. Define
E(0) =&()1Ir (), u(s, ) = u(s, w)r (@), u*(s, w) = u*(s, )1r (w),
and consider the following FBSDE:
dX(s) = (AX + Bii*)ds + (CX + Di*)dW (s),
(38) dY(s)=—(ATY +CTZ+ QX+ STa*) ds + ZdW(s),
X(@)=§, Y(T)=GX(T).
It is straightforward to verify that the adapted solution (X,Y,Z) of (38) is given by
X(s,0)=X(s, 0)lr(@), Y(s,0) =Y 0)lr),  Zs,0)=Z(s, o)lr (o).

Since by Theorem 4.1, (X, Y, Z) satisfies the condition (36), we obtain, by multiplying both
sides of (36) by 1r, that

B$) ' Y(s)+ D) Z(s)+ Ss)X(s) + R(s)i*(s) =0 ae.se[t,T], as.

Applying Theorem 4.1, we conclude that #* is an optimal control of Problem (SLQ) at (z, £).
Hence,

E[L(r,&;a*)] <E[L(t, &; @)].

Note that the state process X ) =X(; f &, u™) corresponding to (&, u*) and the state process
X()=X(;t,E, 0% corresponding to (£, ii*) are related by

(';t’gvu )11": (';t’é’u )

It follows that L(z,&; u*)1p = L(z, &, 4*). Similarly, we have L(z,&;u)lr = L(t,&, ii).
Thus,

E[L(, &; u*)1r] = E[L(r, &; %) <E[L(1,&; &)] = E[L(z, &; u)1r].
This proves (37) and therefore completes the proof. L[]
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REMARK 4.3. We have seen from Theorem 4.2 that Problems (SLQ) and (SL/E) are
equivalent. So from now on, we will simply call both of them Problem (SLQ), although we
will still have the stochastic value flow V (-, -) and the value flow V (-, -).

To conclude this section, we present some useful consequences of Theorem 4.1.

COROLLARY 4.4. Let (A1)-(A2) hold. Suppose that (X*,u™) = {(X*(s),u*(s));t <
s < T} is an optimal pair corresponding to (t,&) € D, and let (Y*, Z*) = {(Y*(s), Z*(s));
t <s < T} be the adapted solution of the adjoint BSDE

dY*(s)=—(ATY* +CTZ* + OX* + S u*)ds + Z*dW(s), selt,T],
Y*(T) = GX*(T)

associated with (X*,u™). Then
V(t,&)=T(t, & u*)=(r*@t),&).
PROOF. Since (X*,u™) is an optimal pair corresponding to (¢, &), we have by Theo-
rem 4.1 that
B(s) ' Y*(s) + D(s)" Z*(s) + S(s)X*(s) + R()u*(s) =0 ae.s€[t,T].as.
Then it follows immediately from Lemma 3.1 that \7(t, &)= f(t, Eu*)=(Y*@),&). O
COROLLARY 4.5 (Principle of optimality). Let (A1)-(A2) hold. Suppose that u* €

U[t, T] is an optimal control at (t,&) € D, and let X* = {X*(s);t <s < T} be the corre-
sponding optimal state process. Then for any stopping time T witht <t < T, the restriction

u ey ={u*(s);t <s <T}
of u* to [t, T is optimal at (t, X*(1)).
The above property is called the time-consistency of the optimal control.
PROOF. Let t be an arbitrary stopping time with values in (¢, 7). According to Theo-

rem 4.1, it suffices to show that:
(@) J(r,0;v) >0forall veld]|r, T], and
(b) the adapted solution (X, Y, Z) of the decoupled FBSDE
dX(s)= (AX + Bu*l[T,T]) ds + (CX + Du*|[f,T])dW(S),
dY(s)=—(A"Y +C"Z 40X + ST u*|jr.7)) ds + ZdW (s),
X(t) =X*(1), Y(T)=GX(T)
satisfies

B(s) Y(s) + D(s)  Z(s) 4+ S()X (s) + R()u*|[r.71(s) =0 ace.s €[r,T], as.

To prove (a), let v € U[z, T'] be arbitrary and define the zero-extension of v on [¢,T] as
follows:

O’ SE[t,T),

e T
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Clearly, v, € U[t, T]. Denote by X* and X' the solutions to the SDEs
{dxf(s) = (AX" + Bv)ds + (CX" + Dv)dW(s), selr,T],
X' (r)=0,
and
{dX’(s) = (AX' + Bv,)ds + (CX' + Dv,)dW(s), selt,Tl,
X'(t) =0,

respectively. Since the initial states of the above two SDEs are 0 and v, =0 on [t, 7), we
have

X'(s)=0 ifselt, 1]; X'(s)=X"(s) ifselr,T],

from which it follows that

T T T T
o= [oxacmi [(%8) %) () (59 «]

(39) _ . THoG) ST (X)) (X' ()
—E|[GX'D). XD+ | <<S<s> w0 ) () (o) @

=J(,0; v,).

Since by assumption, Problem (SLQ) is solvable at (¢, §), we obtain from Theorem 4.1(i) and
relation (39) that

J(,0;v)=J(,0;v,) >0 Yvel|r,T].

To prove (b), let (X™*,Y*, Z*) = {(X*(s), Y*(s), Z*(s)); t <s < T} be the adapted solution
to

dX*(s) = (AX* 4+ Bu*)ds + (CX* + Du™)dW(s),

dY*(s)=—(ATY*+CTZ* + QX* + S u*)ds + Z*dW (s),

X*(t) = £, Y*(T) = GX*(T).
Since u* € U[t, T] is an optimal control at (¢, ), we have by Theorem 4.1(ii) that

B(s) ' Y*(s) 4+ D(s)" Z*(s) + S(s)X*(s) + R(s)u*(s) =0 ae.se[r,T], as.
Then assertion (b) follows from the fact that
(X (), Y(5), Z(s)) = (X"(5), Y*(5), Z"(5)), T<s<T.

The proof is complete. [

5. Properties of the stochastic value flow Vi, &). We present in this section some
properties of the stochastic value flow V (7, §). These include a quadratic representation of
V(t, &) in terms of a bounded, S"-valued process P = {P(¢); 0 <t < T} as well as the left-
continuity of # — P(¢). We shall see in Section 6 that the sample paths of P are actually
continuous and that P, together with another square-integrable process A = {A(¢); 0 <t <
T}, satisfies a stochastic Riccati equation.

Let eq, ..., e, be the standard basis for R". Recall that for a state-control pair (X, u) =
{(X(s),u(s)); t <s < T} corresponding to the initial pair (7, £), the associated adjoint BSDE
is given by

dY(s)=—(ATY+CTZ4+ 00X +STu)ds + ZdW(s), selt,T],

(40)
Y(T)=GX(T).

We have the following result.
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PROPOSITION 5.1. Let (A1)—(A2) hold and let t € [0, T) be given. Suppose that
Problem (SLQ) is solvable at the initial pair (t,e;) for every 1 <i <n. Let (X;,u;) =
{(Xi(s),ui(s));t <s < T} be an optimal pair with respect to (t,e;), and let (Y;, Z;) =
{(Yi(s), Zi(s));t <s < T} be the adapted solution to the associated adjoint BSDE. Then
with

X:(Xla"'7Xn)a U:(Z’tl"--’un)a Y:(YlaaYn)a Z:(Zl,,Zn),
the 4-tuple of matrix-valued processes (X, U, Y, Z) satisfies the FBSDE

dX(s)=(AX + BU)ds + (CX + DU)dW(s),
dY(s)=—(ATY +C"Z+ O0X +STU)ds + ZdW(s),
X ()= In, Y(T)=GX(T),

and is such that
(41) B'Y+D'Z+SX+RU=0 ae.onlt,T], as.

Moreover, the state-control pair (X§,U&) = {(X(s)E,U(s)§);t <s < T} is optimal with
respect to (t,&) for any & € L?_—?(Q; R™), and (Y&, ZE) = {(Y (s)&, Z(s)&);t <s < T} solves
the adjoint BSDE (40) associated with (X,u) = (X&,U§).

PROOF. The first assertion is an immediate consequence of Theorem 4.1. For the second
assertion, we note that since £ is F;-measurable and bounded, the pair

(X*(s), u™(5)) = (X ()&, U(s)€); t<s<T
is square-integrable and satisfies the state equation
:dX*(s) = (AX™ 4 Bu*)ds + (CX* + Du*)dW(s), selr,T],
X*(t) =¢.
With the same reason, we see that the pair
(Y*(s), Z¥(s)) £ (Y (5), Z(5)§); t1<s<T
is the adapted solution to the adjoint BSDE associated with (X*, u™):

dY*(s)=—(ATY*+C"Z* + OX* + S u*)ds + Z*dW(s), selt,T],
Y*(T) = GX*(T).

Furthermore, (41) implies that
B'Y*+D'Z* 4+ SX*+Ru*=(B'Y+D'Z+SX+RU)E=0 ae.on[t,T], as.

Thus by Theorem 4.1, (X*, u*) is optimal with respect to (¢, &). [
The following result shows that the stochastic value flow has a quadratic form.

THEOREM 5.2. Let (A1)—(A2) hold. If Problem (SLQ) is solvable at t, then there exists
an S"-valued, F;-measurable, integrable random variable P (t) such that

(42) V(t,£)=(P(t)E, &) VEeLF(UR").
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PROOF. Let {(X;(s),u;(s));t <s <T}and {(X(s),U(s));t <s < T} be as in Proposi-
tion 5.1. Then by Proposition 5.1, the state-control pair (X&, U§) is optimal with respect to
(t,&) forany & € L%‘j (£2; R™). Denoting

T T
M(T)=X(T)'GX(T), N(s)=<)(§8;> (%{5)) ﬁiﬁ))(gﬁiﬁ)

we may write

ey TIO6s) Se)T\ (X®E\ (X(5)E
L. &8 = (GX DS XK+ | <(S<s) e ) (0oe)- (wee)) o

T
= (M(T)&, &) + / (N($)E, £)ds.

Since £ is F;-measurable, it follows that

V.6 =B[L.& U7 = (B[ M+ [ Noas|R e g)=(pws.g)

The proof is complete. [l

REMARK 5.3.

(1) So far we have established a number of results for Problem (SLQ) on a deterministic
interval [¢, T']. We may also consider Problem (SLQ) on stochastic intervals [o, T], where o
and t are F-stopping times with 0 <o <7 < T. With ¢ and T respectively replaced by two
finite stopping times o and 7, all the previous results remain valid and can be proved using
the same argument as before. See [8, 9] for a similar consideration.

(i) There is a similar looking result (Theorem 3.1) in [26]. The main difference between
Theorem 3.1 of [26] and Theorem 5.2 is the hypothesis. In [26], it is assumed that the SLQ
problem is definite, that is, the standard condition (5) is imposed. This condition implies
the solvability of the SLQ problem at every initial time. In fact, it implies an even stronger
condition: the uniform convexity of the cost functional (see (43) and Proposition 7.1 below).
Our assumption is much weaker, which only requires the SLQ problem to be solvable at some
initial time. Thus, Theorem 5.2 generalizes Theorem 3.1 in [26] from the definite case to the
indefinite one.

From Corollary 3.5(i), we see that ; > 0 (or equivalently, [[N;u,u] > 0 for all u €
U[t, T]) is a necessary condition for the existence of an optimal control, and from Corol-
lary 3.5(i1), we see that a sufficient condition guaranteeing the existence of a unique optimal
control is

N; >0 and N is invertible,

which is equivalent to the uniform positive-definiteness of /;, that is, there exists a constant
8 > 0 such that

T
43) J(,0;u) =[[Neu, ull > 8[[u, u]l = (SE/ |u(s)|2ds Yuel|t, T].
‘

To carry out some further investigations of the stochastic value flow, let us suppose now
that at the initial time ¢t = 0, the cost functional is uniformly convex; that is, the following
holds:

T
(44) J(0,0; u) = [[Nou, ull > 8E/ |u(s)|2ds Yu e U[0, T], for some § > 0.
0
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Such a condition implies that Problem (SLQ) is solvable at ¢t = 0 (see Corollary 3.5(i1)).
The next result further shows that Problem (SLQ) is actually solvable at any stopping time
7 : Q — [0, T] when condition (44) holds.

PROPOSITION 5.4. Let (Al)-(A2) hold. Suppose that (44) holds. Then for any F-
stopping time T : Q2 — [0, T'], we have

T
J(t.0;u) > 31@/ lu(s)|*ds  Vu eUlr, T].
T
Consequently, Problem (SLQ) is uniquely solvable at 7.

PROOF. Letu € U[t, T] be arbitrary and define

0, s€[0,1),

Ue(s) = {u(s), selr,T].

Processing exactly as in the proof of Corollary 4.5 (the proof of (b)) with #,v and v, replaced
by 0, u and u,, respectively, we obtain

T 2 T 2
J(t,0;u)=J(,0; u,) ESIE/ |ue(s)| ds=8]E/ lu(s)|” ds.
0 T
Thus, by Corollary 3.5(ii), Problem (SLQ) is uniquely solvable at . [

Under the conditions of Proposition 5.4, Problem (SLQ) is solvable at any initial time
t € [0, T]. Thus, according to Theorem 5.2, there exists an [F-adapted process P : [0, T] x
Q — " such that

(45) Vit §) =(P(t)&, &) V(1,8 €0, T] x L%(Q; R").

It is trivially seen that P(7) = G. Our next aim is to show that the process P = {P(t); 0 <
t < T} is bounded and left-continuous. To this end, let T be an F-stopping time with values
in (0, 7] and denote by S[0, 7) the set of [F-stopping times valued in [0, 7). Let

D' ={(0.&)|lo € 8[0,7),£ € L% (2 R")},
and for o € S[0, 7), denote by U[o, 7] the space of F-progressively measurable processes u

such that E [ [u(s) |>ds < co. Consider the following stopped SLQ problem:

PROBLEM (SLQ)*. For any given initial pair (o, &) € DY, find a control u™ € Ul[o, 7]
such that the cost functional

T T
J (0,6 u) = E [(P(T)X(f)» X(T)>+/g <(%((;)) SI§2)> (i(((;))) ’ <)”(((SS))>> ds}

is minimized subject to the state equation (over the stochastic interval [o, T])

dX(s) =[A@)X(s) + B(s)u(s)]ds +[C(s)X (s) + D(s)u(s)]dW(s), s € o, 1],

46
(46) {X(a) =E£.

PROPOSITION 5.5. Let (A1)—(A2) hold. Suppose (44) holds. Then:
(1) for any o € S[0, 1),

T
J7(5,0; u)z(SIE/ u(s)|*ds  VucUlo, t];



INDEFINITE SLQ PROBLEMS WITH RANDOM COEFFICIENTS 479

(i) Problem (SLQ)® is uniquely solvable at any o € S[0, 7);

(iii) if u* € Ulo, T is an optimal control of Problem (SLQ) at (0, &) € D, then the re-
striction u*|(s.r1 of u™ to [o, T] is an optimal control of Problem (SLQ)® at the same initial
pair (0, £);

(iv) the value flow V' (-, ) of Problem (SLQ)" admits the following form:

Vi(0,8) =E(P(0)§,&) VY(0,§)€SI0,7) x LE (2;R").
PROOF. Fix an arbitrary stopping time o € S[0, 7). For & € L}‘ff (2;R")Yandu e U|o, 1],
let X1 = {X1(s); 0 <s < 1} denote the corresponding solution to (46). Consider Problem

(SLQ) for the initial pair (t, X1(7)). Since there exists a constant § > 0 such that (44) holds,
Problem (SLQ) is solvable at T (Proposition 5.4), and from (45) we see that

V(z, X1(0)) = (P(1) X1 (1), X1 (7))

Let v* € U[z, T] be an optimal control of Problem (SLQ) with respect to (z, X1(t)) and let
X5 ={X5(s); T <s < T} be the corresponding optimal state process. Define

u(s), selo,1),

[n@v7]is) = {v*(s), s e[z, T].

Obviously, the process u @ v* is in U[o, T], and the solution X = {X(s);0 <s <T}to

dX(s) ={A(s)X(s) + B(s)[u ® v*](s)} ds
+{C($)X () + D(s)[u ®v*](s)}dW(s), selo,T],
X(o)=§

1s such that

X5) = {Xl(s), s €lo, 1),

X5(s), selr,T]
It follows that

seser=sformaor [{( 7)) ()]

~E|(6X3(m), X§(T))+fTT<(g S;) (’v‘2> , (f2)> ds}

ol R
sy s[4 4)(0)-(5)
:]E(P(I)Xl(t),X1(7)>+]E/(:<<§ 3;) ()ft]) : (i‘)> ds

=J"(0,&;u).

In particular, taking & = 0 yields

T

T
J7(0,0;u) = J (0,0, u ®v*) > 51@/ [« @ v*](5)[*ds > 51@/ lu(s)|* ds.

This proves the first assertion.
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The second assertion follows directly from (i) and Corollary 3.5(ii).
Finally, we look at (iii) and (iv). Observe first that relation (47) implies that

(48) J'(0,&;u) > E(P(0), §).

Suppose now that u™ € U[o, T] is an optimal control of Problem (SLQ) at (o, &). Let X* =
{X*(s); 0 <s < T} be the corresponding optimal state process, that is, X* is the solution to
dX*(s) =[A(s)X*(s) + B(s)u™(s)]ds
+[C()X*(s) + D(s)u*(s)]dW(s), se€lo,T],
X*(o)=¢.
Then by the principle of optimality (Corollary 4.5), the restriction u™*|; 77 of u™ to [t, T'] is

optimal for Problem (SLQ) at (z, X*(7)). Replacing the processes u and v* in (47) by u*|(5.]
and u™|¢, 1], respectively, and noting that u™*|[s 7] ® u™|[r,7] = u™, we obtain

(49) J(0,& u|[o.r) = J (0,8 u™) =E(P(0)§, &).
The last two assertions follow immediately from (48) and (49). U

THEOREM 5.6. Under the hypotheses of Proposition 5.4, the process P = {P(t);0 <
t < T}in (45) is bounded and left-continuous.

PROOF. We first prove that P is bounded. By Proposition 5.4, for any ¢ € [0, T'), the
operator N; defined by (19) satisfies
(50) IN:u, ull = J(t,0; u) > 8[[u, ull YuclUlt,T].

This means N; is positive and invertible. By Corollary 3.5(ii), for any initial state & €
L% (€2; R"), the corresponding optimal control is given by u;“f = —/\/t_lﬁté. Substituting
uy ¢ nto the representation (29) yields

61y E(P(1)E, &)=V (1,6) =E(M ()&, &) — [N, L:&, Li€],
from which it follows immediately that
(52) E(P(1)§. &) <E(M(1)E, £).

On the other hand, combining (50) and (51), together with (21), we obtain

. E(P(1)&, &) > E(M(1)€, &) — 8 L., L,&]]
> E[M@1)E &) — 6 ' KEIE| =E([M(1) — 6~ K 1,]&, &).

Since & € L}CI’ (£2; R") is arbitrary, we conclude that
M) -8 K1, < P(t) < M(1).

The boundedness of P follows by noting that M is bounded (Proposition 2.2).

We next show that P is left-continuous. Without loss of generality, we consider only the
left-continuity at t = 7. The case of t € (0, T') can be treated in a similar manner by con-
sidering Problem (SLQ)’. We notice first that, thanks to (52) and (53), for any initial pair
(1,6) €10,T) x LE (2 R,

(54) E(M ()8, &) — 67 [L.E. L,E] <B(P()E. &) <E(M (1), §).



INDEFINITE SLQ PROBLEMS WITH RANDOM COEFFICIENTS 481

Using (28) and denoting L(s) = B(s)TY(s) + D(s)TZ(s) + S(s)X(s), we can rewrite
[L:&, L& as
T
L&, L,E] = E/t (L)X 0] L)X )]s, £) ds.
Since M(t), P(t), and X (¢) are F;-measurable and & € L%) (£2; R™) is arbitrary, we can take
conditional expectations with respect to F; in (54) to obtain

M) — s~ [x! (z)]TEuT L(S)TL(s)dsm]X—l (1) < P(t) < M@).

Letting t 1 T and using the conditional dominated convergence theorem, we obtain

The pI'OOf is Complete. O

COROL%RY 5.7. Let (A1)—-(A2) hold. Suppose that (44) holds. Then the stochastic
value flow V (-, -) of Problem (SLQ) admits the following form over D:

V(t, &) =(P(1)E, &) V(&) eD.

PROOF. By Theorem 5.6, the process P is bounded. Hence, we may extend the repre-
sentation (45) from LY (Q2; R") to Xy = L% (2 R"). O

6. Riccati equation and closed-loop representation. In this section we establish the
solvability of the stochastic Riccati equation (SRE, for short)

dP(t)=—[PA+ATP+CTPCH+AC+CTA+Q
—(PB+C'PD+AD+S")(R+D"PD)!
x (B"P+D"PC+DTA+S5)]dt + AdW(r), t€l0,T],
P(T)=G,

(55)

and derive the closed-loop representation of (open-loop) optimal controls. We have seen from
previous sections that the convexity

(56) J(0,0; u) = [Nou,ull >0 Vu eU[0,T]

is necessary for the solvability of Problem (SLQ) (Corollary 3.5(i)), and that the uniform
convexity (44), a slightly stronger condition than (56), is sufficient for the existence of an
optimal control for any initial pair (Proposition 5.4). In this section we shall prove that the
SRE (55) is uniquely solvable under (44) and that the first component of its solution is exactly
the process P that appeared in (45). As a by-product, the (open-loop) optimal control is
represented as a linear feedback of the state.

The main result of this section can be stated as follows.

THEOREM 6.1. Let (A1)-(A2) hold. Suppose that (44) holds. Then Problem (SLQ) is
uniquely solvable and the SRE (55) admits a unique adapted solution (P, A\), and for some
A > 0, the following holds:

57 R+D'PD >M,, a.e.on|0,T],a.s.

Moreover, the unique optimal control ”;k,%‘ = {u;"’g(s);t < s < T} corresponding to any
(t,£) e S[0,T) x L%‘j (€2; R™) takes the following linear state feedback form:

u;"’s(s) =06)X*(s); selt,T],
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where © is defined by

(58) ®=—(R+D'PD) " (BTP+D"PC+D"A+Y5),

and X* ={X*(s); t <s < T} is the solution of the closed-loop system
dX*(s) =[A(s) + B(s)O(s)|X*(s)ds + [C(s) + D(s)O ()] X*(s)dW, se€lt,T],
X*(t) =¢.
Because some preparations are needed, we defer the proof of Theorem 6.1 to the end of

this section. The preparation for the proof starts with the following result, which plays a
crucial role in the sequel.

THEOREM 6.2. Let (A1)—(A2) hold, and let ey, ..., e, be the standard basis for R".
Suppose that (44) holds. Let X; = {X;(s); 0 <s < T} be the (unique) optimal state process
with respect to the initial pair (t, €) = (0, ¢;). Then the R""-valued process X = {X(s) £
(X1(8), ..., X,(5));0<s <T} is invertible.

PROOF. Letu; € U[0, T] be the unique optimal control with respect to (0, e;) so that
dX;(s)=(AX; + Bu;j)ds + (CX; + Du;)dW(s), se[0,T],
{Xl- 0) =¢;.
Then with U (s) = (u1(s), ..., u,(s)), we have

{dX(s) —(AX +BU)ds + (CX +DU)dW(s), sel0,T],

59

9 X0)=1,.

Define the stopping time (at which X is not invertible for the first time)
0(w) =inf{s € [0, T]; det(X (s, w)) = 0},

where we employ the convention that the infimum of the empty set is infinity. In order to
prove that X is invertible, it suffices to show that P(6 = oo) = 1, or equivalently, that the set

I'={weQ0(w) <T}

has probability zero. Suppose the contrary and set T =6 A T. Then 7 is also a stopping time
and 0 < 7 <T. Since T =6 on I', by the definition of 6, X (7) is not invertible on I". Thus,
we can choose an S”-valued, F;-measurable, positive semi-definite random matrix H with
|H| =1 on I' such that

H()X(t(w),0) =0 VYoweQ.

Let P be the bounded, left-continuous process in (45). We introduce the following auxiliary
cost functional:

JT (o, &;u) 2 T (0,6 u) + E(HX (7), X (1)).

Consider the problem of minimizing the above auxiliary cost functional subject to the state
equation (46), which will be called Problem (SLQ)® and whose value flow will be denoted
by V*(-,-). We have the following facts:

(1) Forany o € S0, 1),

_ T
T%(0.0; 1) = J (0, 0; u)z(SIE/ lu(s)Pds  Vu e Ulo, 7.
ag

Consequently, both Problems (SLQ)" and (SLQ)* are uniquely solvable at any o € S|0, 7).
Indeed, the first inequality is true since H is positive semi-definite, and the second inequal-
ity is immediate from Proposition 5.5(1).
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(2) The restriction uj = u;|jo,7] of u; to [0, T] is optimal for both Problems (SLQ)® and
(SLQ)® at the same initial pair (0, ¢;).

Indeed, the fact that 1 is optimal for Problem (SLQ)® at (0, ¢;) is a direct consequence of
Proposition 5.5(iii). According to Theorem 4.1, to prove that u; is also optimal for Problem

(SLQ)" at (0, ¢;), it suffices to show that the adapted solution (X, Y, Z7) to the FBSDE

dXT(s) = (AXT + Bul)ds + (CXT + Duf)dW(s), se€]0,7],
(60)  1dYi(s)=—(ATY  +CTZF + OXF + S ul)ds + ZF dW(s), sel0,1],

X7 (0) =e;, Y7 () =[P(r)+ H]|X] (1)
satisfies
(61) B'Y'+D"Z] +SX! + Ruf =0.
We observe first that X f (s) = X(s)e; for O <s < t. Thus, by the choice of H, we have
(62) HX!(tr)=HX(t)e; =0.

It follows that (60) is equivalent to

dX7(s)=(AX} + Buf)ds + (CX}] + Du})dW(s), sel0,1],
AYT(s)=—(ATYT +CTZ7 + QXTI + S ul)ds + ZF dW(s), sel0,1],
X;(0)=e;, Y (r) = P(r)X] (1),

which is exactly the FBSDE associated with Problem (SLQ)®. Since u; is an optimal control
of Problem (SLQ)® at (0, ¢;), we obtain (61) by using Theorem 4.1 again.

By fact (1), for Problem (SLQ)" there exists a bounded, left-continuous process P =
{P(s);0<s <t} such that

Vi(o, &)= (Is(a)é, §) V(0,§)€S[0,7) x LF (2; R").

By fact (2), we see that (X7, u7) = {(X7(s),u](s)); 0 <s < t} is the optimal state-control
pair for both Problem (SLQ)® and Problem (SLQ)" at (0, ¢;). Set

X" ={X"(s) 2 (XI(5),..., X} (5));0 <5 <7},
U'={U"(s) & (ul(s),...,ul(s)); 0 <s <7},

and take an arbitrary x € R”. Then by Proposition 5.1, (X*x, U%x) is the optimal state-
control pair for both Problem (SLQ)’ and Problem (SLQ)® at (0, x). Furthermore, by the
principle of optimality (Corollary 4.5), the pair

(XT(s)x, U (s)x); t<s<rt

remains optimal at (¢, X* (¢)x) for any 0 <t < 7. Thus, noting that H X" (t) = 0 by (62), we
have

Vi, X" (t)x)=J(t, X O)x; U x)=J(t, X" (1)x; U'x) + E{(H X" (t)x, X" (1)x)
=JT(t, X" ()x; U'x) = V(t, X" (1)x).
Noting that X* () = X (¢) for 0 <t < t, we obtain from the above that
(POX®)x, XO)x)=VT(t, X" ()x) = V(r, X' ()x) =(P®)X(t)x, X (1)x).
Since x € R" is arbitrary, it follows that

XO'POXO=X®"POX(t); 0<t<rt.
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By the definition of t, X is invertible on [0, 7). Hence,
(63) P(t)=P(t); 0<t<rt.
On the other hand, P(t) = P(t) + H, and both P and P are left-continuous. Letting r 1 ¢
in (63) then yields a contradiction: P(t) = P(t) + H,since |[H|=1onT. [
The next result establishes the unique solvability of the SRE (55).

THEOREM 6.3. Let (A1)-(A2) hold. Suppose that (44) holds. Then the stochastic Ric-
cati equation (55) admits a unique adapted solution (P,A) € Lg°(2; C([0,T];S")) x
LIZF (0, T; S™) such that (57) holds for some constant A > 0.

The proof of Theorem 6.3 proceeds through several lemmas. As a preparation, we note first
that by Proposition 5.4, Problem (SLQ) is uniquely solvable under the assumptions of The-
orem 6.3. Let (X;,u;) = {(X;(s), u;(s)); 0 <s < T} be the unique optimal pair with respect
to (0,¢;), and let (Y;, Z;) = {(Yi(s), Zi(s)); 0 <s < T} be the adapted solution to the ad-
joint BSDE associated with (X;, u;). According to Proposition 5.1, the 4-tuple (X, U, Y, Z)
defined by

X=X1,...,Xn), U=i,...,uy),
(64)

Y=(1,....Y), Z=(Zy,....7Zy),
satisfies the FBSDE

dX(s) = (AX + BU)ds + (CX + DU)dW(s),
dY(s)=—(ATY+CTZ+ QX+ S"U)ds + ZdW(s),
X(0) = I, Y(T)=GX(T),

and is such that
(65) B'Y+D'Z+SX+RU=0 ae.on[0,T],a.s.

Furthermore, Theorem 6.2 shows that the process X = {X(s); 0 <s < T} is invertible, and

Theorems 5.2 and 5.6 imply that there exists a bounded, left-continuous, F-adapted process
P :[0,T] x 2 — §" such that (45) holds.

LEMMA 6.4. Under the assumptions of Theorem 6.3, we have

(66) PHy=YOX@®)~! vielo,T].

PROOF. Let x € R” be arbitrary and set
(X*u*)={(X(s)x,U(s)x);0<s < T},
(Y*,Z*)={(Y(s)x, Z(s)x);0<s < T}.

From Proposition 5.1 we see that (X™*, u™) is an optimal pair with respect to (0, x), and that
(Y™, Z*) is the adapted solution to the adjoint BSDE associated with (X*, u*). For any ¢ €
[0, T'], the principle of optimality (Corollary 4.5) shows that the restriction (X™|;;. 71, u™|:.77)
of (X*,u*) to [t, T'] remains optimal at (¢, X*(¢)). Thus, we have by Corollary 4.4 that

Ve, X*(1)) = (Y*(0), X*(1)).
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Because of (45), the above yields
TXOTPOXO)x=(POX0)x, X(0)x)=(P@)X* (1), X* (1)) = (Y*(1), X* (1))
=(Y()x, X(O)x)=x"X (1) Y ()x.
Since x € R” is arbitrary, we conclude that X () T P(t)X (1) = X (¢) " Y (t). The desired result
then follows from the fact that X is invertible. [
LEMMA 6.5. With the assumptions of Theorem 6.3 and the notation
O =UmnXMt"", M) =ZnHX0™,
A@)=T1(t) = PO[C(1) + DO)O®)]; 0<t<T,
the pair (P, A) satisfies the following BSDE:
dP(t)=[-PA—ATP-C"PC—AC-C"A-Q
(63) —(PB4+CT"PD+AD+ST)Oldt + AdW (), 1€[0,T],
P(T)=G.

(67)

Moreover, A = A" and the following relation holds:
(69) B'"P+D'PC+D'"A+S+(R+D"PD)®=0 a.e.on[0,T],a.s.

PROOF. First of all, from (45) we see that
(GE.£)=V(T.§) =(P(I)&,&) VEeL¥ (R,

which leads to P(T) = G. Since X = {X (s); 0 <s < T} satisfies the SDE (59) and is invert-
ible, Itd’s formula implies that its inverse X ! also satisfies a certain SDE. Suppose that

dX(s) ' =E(s)ds+ A(s)dW(s), se€[0,T],

for some progressively processes {E(s); 0 <s < T} and {A(s); 0 <s < T}. Then by It&’s
formula and using (59) and (67), we have

0=d(XX )
=[(AX + BU)X ' + XE+ (CX + DU)A] ds
+[(CX +DU)X ™' + XA]dW(s)
=[A4+BO+XE+ (CX + DU)A]ds + (C+ DO+ XA)dW(s).
Thus, it is necessary that A = —X(C+ D®) and
E=—X'[A+BO+(CX + DU)A]
=-X"'[A+BO—C(C+ DO)— DO(C + DO)]
=X"![(C + DO)> — A - BO].
Applying Itd’s rule to the right-hand side of (66) and then substituting for & and A, we have
dP=—(A"Y+C"Z+0X +STU)X Vdt+zX " aw
+YEdt+YAdW + ZA dt
=|[-ATP-C'II-Q-5"O®+ P[(C+ DO)> - A - BO]
—TII(C + DO®)}dt + [I1 — P(C + DO)|dW
=[-PA—ATP-C"PC-AC-C"A-Q
—(PB+C"PD+AD+S")®]dt + AdW.
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Recall that the process P is symmetric; that is, P = P . By comparing the diffusion coeffi-
cients of the SDEs for P and P, we conclude that

A =A@"; 0<r<T.
Furthermore, (67) and (65) imply that
B'"P+D'"PC+D'"A+S+(R+D"PD)®=B'P+D'II+S+ RO
=(B'Y+D'Z+SX+RU)X ' =0.

The proof is complete. [J

LEMMA 6.6. Under the assumptions of Theorem 6.3, we have

(70) R+D'PD>651, ae. onl0,T], a.s.

PROOF. The proof will be accomplished in several steps.
Step 1: Let us temporarily assume that the processes ® = {®(s);0 <s < T} and A =
{A(s); 0 <s < T} defined by (67) satisfy

T
(71) esssup | [|©Cs, ) +|A(s, w)|*]ds < oo.
Q JO

Take an arbitrary control v € /[0, T'] and consider the SDE

dX(s)=[(A+ BO®)X + Bv|ds +[(C+ DO®)X + Dv]|dW(s), sel0,T],
72 \x0) =0

By Lemma 2.1, the solution X of (72) belongs to the space L%(Q; C ([0, T]; R™)) and hence
(73) u=0X—+vello,T].
Note that with the control defined by (73), the solution to the state equation

dX(s) = (AX + Bu)ds + (CX + Du)dW(s), sel0,T],
X(0)=0

coincides with the solution X to (72). Using (68), we obtain by 1t6’s rule that
d(PX,X)=[-(0X,X)—((PB+C"PD+AD+S")OX, X)
+2((PB+CTPD + AD)u, X)+ (D" PDu, u)]ds
+[(AX, X) 4+ 2(P(CX + Du), X)]dW,

from which it follows that
T
E({GX(T), X(T)) = E/ [-(0X,X)—{((PB+C"PD+AD+S")0OX, X)
0

+2((PB+C"PD+ AD)u, X)+ (D" PDu,u)]ds.

Substituting this into the cost functional yields
T
J(0,0; u) = IE/ [-(PB+CTPD+AD+ST)0OX, X)
0

+2((PB+C"PD+AD+ S )u, X)+((R+ D" PD)u, u)]ds.
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Using (69) and (73), we can further obtain

T
J0,0; u) =E/0 (R+ D" PD)(u - ©X),u — OX)ds

T
:E/(m+lfPDme&
0
Because by assumption, J (0, 0; u) > 0 for all u € U[0, T'], we conclude from the last equation
that
(74) R+D'PD>0 ae.on[0,T],as.

Step 2: We now prove that (74) is still valid without the additional assumption (71). Here,
the key idea is to employ a localization technique so that the preceding argument can be
applied to a certain stopped SLQ problem. More precisely, we define for each k > 1 the
stopping time (with the convention inf @ = o0)

T = inf{t € [0, T]’ /Ol(|®(s)|2 + |A(S)|2) ds > k}

and consider the corresponding Problem (SLQ)%. Take an arbitrary control v € U[0, T'] and
consider the following SDE over [0, 7¢]:

dX(s) =[(A+ BO®)X + Bv]ds + [(C + DO)X + Dv]dW(s), sel0, ],
X (0) =0.

Since by the definition of t,

(75)

Tk

A WX@F+PW®ﬁds§h

we see from Lemma 2.1 that the solution X of (75) belongs to the space L%(Q; C (0, 7r]; R™))
and hence
u=0X +vello, il

Then we may proceed as in Step 1 to obtain
Tk
J“@ﬂnﬁ:E/1“R+DTPDMJWh
0

Since by Proposition 5.5(1) J% (0, 0; u) > O for all u € U[0, 7x] and v € U[O0, T'] is arbitrary,
we conclude that
(76) R+D'PD>0 ae.on [0, T ], a.s.

Because the processes U = {U(s);0 <s < T} and Z = {Z(s); 0 <s < T} are square-
integrable, X - {X (s)_l; 0 <s < T} is continuous, and P, C, D are bounded, we see
from (67) that

T
A [1©@)]* + |A@)|*]ds <00 as.

This implies that limj_, o, 7x = T almost surely. Letting k — o0 in (76) then results in (74).
Step 3: In order to obtain the stronger property (70), we take an arbitrary but fixed ¢ € (0, §)
and consider the SLQ problem of minimizing

T
Jo(t,E;u)y=J(t, & u) — EE/ |u(s)|2ds
'

_ (o) ST ) (X6)) (X6
‘E[<GX(T)’X(T)>+/, <(S<s> rorenn) Caor)- Car )
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subject to the state equation (1). Clearly, with § replaced by § — ¢, the assumptions of Theo-
rem 6.3 still hold for the new cost functional J,(z, &; u). Thus, with P, denoting the process
such that

Ve(t, &) éuez%fﬂ Je(t,6;u) = (P&, &) V(t,§) €l0,T] x LF (2 R"),

we have by the previous argument that
(R—c¢ly,) + DTPgD >0 a..on0,7T],a.s.
Since by the definition of J. (¢, &; u),
Vi, &)= inf J(@,§;
(t,8) e (1,85 u)

> inf su) = V(t 0, 7] x LE(2; R"
_LtGZI/[I%t,T]JS(Z,é’u) VS(t’é) (,E)E[ ’ ]X -7:1‘( ) ),

we see that P(t) > P.(¢) forall r € [0, T'] and hence
R+D'PD>R+D'P.D>el, ae on[0,T] as.
The property (70) therefore follows since ¢ € (0, §) is arbitrary. [
In order to prove Theorem 6.3, we also need the following lemma concerning the trace of

the product of two symmetric matrices; it is a special case of von Neumann’s trace theorem
(see Horn and Johnson [12], Theorem 7.4.1.1, page 458).

LEMMA 6.7. Let A, B € S" with B being positive semi-definite. Then with Amax(A)
denoting the largest eigenvalue of A, we have
tr(AB) < Amax(A) - tr(B).
PROOF OF THEOREM 6.3.  We have seen from Lemma 6.5 that the bounded process P

in (45) and the processes defined by (67) satisfy the BSDE (68) and the relation (69). Further,
Lemma 6.6 shows that

R+D'PD >61, ae.on|0,T],as.
This, together with (69), implies that
®=—(R+D'PD)"(BTP+D"PC+D"A+Y5),

which, substituted into (68) yields (55). It remains to prove that the process A is square-
integrable. Set

S=PA+A"P+C"PC+AC+CTA+0,
F=(PB+C'PD+AD+S")(R+D"PD) " (BTP+D"PC+D"A+5).

Because the matrix-valued processes A, C, Q, P are all bounded and the process I' is positive
semi-definite, we can choose a constant K > 0 such that

tr[P(s)] + |P(s)|2 <K,

tr[E(s)] < K[l + |A(s)|],

tu[P()Z(s)] < |P®||Z)| < K[1+ |Als)]],

tr[— P()T(8)] < Amax[— P ()] [ T(5)] < K tr[T'(s)]

(77)

for Lebesgue-almost every s, P-a.s. In the last inequality we have used Lemma 6.7. In the
sequel, we shall use the same letter K to denote a generic positive constant whose value
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might change from line to line. Define for each £ > 1 the stopping time (with the convention
inf & = 00)

e :inf{t [0, T1; /OI|A(s)|2ds > k}.

Because the processes U = {U(s);0 <s < T} and Z = {Z(s); 0 < s < T} are square-
integrable, X -1 = {X (s)_l; 0 <s < T} is continuous, and P, C, D are bounded, we see
from the definition (67) of A that

T 2
/ |A(s)|"ds <oo as.
0

This implies that limy_, 5o Ay = T almost surely. Since P satisfies the SDE
dP(t)=[-Z@)+ T (1)]dt + A@)dW (1),
we have

(78) P AX)=P(0) +/

Thanks to the definition of A, the process

tAL t
[ awawe. moose<rh = ["Aezgawe. z0<i<7]
0 0

is easily seen to be a matrix of square-integrable martingales, so taking expectations in (78)
gives

tAMg tAMg

Z(s)—I—F(s)]ds—F/O A(s)dW (s).

IAAL

E[P(t Ad)] = P(0) + E[ —Z(s)+T(s)]ds
This, together with (77), implies that
l/\)»k t/\)\k
E/ tr[T(s)]ds =Eu[P(t A rx) — P(0)] —HE/ [ Z(s)]ds

(79)
tAME
< K[l +Ef |A(s)|ds].
0
On the other hand, we have by Itd’s formula that
d[P(t)]2 = [P(—E +I)+ (X +D)P+ A2] dt +(PA+ AP)dW(¢).

A similar argument based the definition of A4 shows that
tAM

E[P(t A M)]* = P(0)? +E/ [P(5)[T(s) — =(5)]

+[T(s) = ()] P(s) + [A(5)]*} ds
which, together with (77) and (79), yields (recalling the Frobenius norm)

tAAE 5 _ tAAE 2
]E/O IAGs)] ds_tr[E/O [AGs)] ds}

=E|P¢ A M) = |PO) +2E/ tr[P(s)X(s)]ds
ANk
(80) +2E/ tr[—P(s)T'(s)]ds
tAAL t/\)\k
<K—|—KE/ +|A(s)|]ds+KEf tr[T'(s)] ds

tAAE
§K|:1—|—]E/O |A(s)|ds:|.
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Furthermore, by the Cauchy—Schwarz inequality,
tAA 1 EAAL 5
KIE/ |A(s)|ds§2K2—|—§Ef |A(s)|? ds.
0 0

Combining this with (80) gives

1 tAAL

EIEf |AGs)|ds < K +2K>.

0

Since the constant K does not depend on k and 7, and limg_, oo Ay = T almost surely, we
conclude that the process A is square-integrable by letting k — oo and then r 1 7. [

We conclude this section with a proof of Theorem 6.1.

PROOF OF THEOREM 6.1. Suppose that (44) holds. Then Problem (SLQ) is uniquely
solvable at any initial time ¢ < T according to Proposition 5.4. In order to find the op-
timal control at any initial pair (¢,&) € D, it suffices to determine the optimal control
u; ={u;(s);0<s <T} at (0,¢;) foreach i =1, ..., n, since by Proposition 5.1 the opti-
mal control uj g at (1, &) must be given by

uy g () = (u1(s), ..., un(s))§; t<s<T.

With the notation (64), we see from Theorem 6.2 that the process X = {X(s); 0 <s <T}is
invertible. Therefore, finding the optimal controls u1, ..., u, is equivalent to finding

OG)=U)X(s)" ", 0<s<T.

The latter can be accomplished by solving the SRE (55), whose solvability is guaranteed by
Theorem 6.3. In fact, from the proof of Theorem 6.3 we can see that © is actually given by
(58). Summarizing the above, we obtain the desired result. [l

7. The uniform convexity of the cost functional. In this section, we would like to
present some sufficient conditions on the coefficients of the state equation and the weight-
ing matrices of the cost functional that guarantee (43). We first present the following result.

PROPOSITION 7.1. Let (A1)—(A2) hold. Then the mapping u — J (¢, 0; u) is uniformly
convex for every t € [0, T) if either (5) or (8) holds.

PROOF. In the case that S =0, we have

J(,0;u) = E{(GX(”)(T), X (T)) + /T[<Q(S)X(”)(s), X (s))
t

+ (R(s)u(s), u(s))] ds },

where X is the solution to the SDE

dX(s) =[A(s)X(s) + B(s)u(s)]ds + [C(s)X (s) + D(s)u(s)|dW(s), selt,T],
X()=0.

If, in addition, condition (5) holds, then

T T
J(t,O;u)zE/ (R(s)u(s),u(s))ds28E/ lu(s)|* ds.
t 1

which shows that the mapping u — J (¢, 0; u) is uniformly convex.
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Now, if, in addition to S = 0, condition (8) holds, then
J(t,0; ) > E(GX"(T), X"\(T)) = SE| X" (T)|*.

Since D(s)"D(s) > 81, [D(s) " D(s)]~" exists and is uniformly bounded. Therefore, by
Lemma 2.1 the BSDE

&0 dY(s)={[A—B(D'D)"'D'Cly + B(D"D)'D" Z}ds + ZdW(s),
Y(T)=X"NT)
admits a unique adapted solution (Y, Z) € L2 (Q;C([t, T; R™) x L2 (t, T; R") satisfying
(82) ]E[ sup |Y(s)|* + |Z(s)| ds} < KE|X“(T)?
t<s<T

for some constant K > 0 independent of X ) (T'). On the other hand, it is easy to verify that
the adapted solution of (81) is given by

Y(s) = XW(s), Z(s)=C(s)X™(s) + D(s)u(s); selt,T].

Note that for any «, 8 € R and any € > 0,

=@+p—-B =@+p)>—20@+pp+p°< 1+8(a+ﬁ)2+(1+8)ﬂ2,

which leads to

2, & 2
o+ —a"—¢
(a+p) = T+e B
Thus, using the condition D(s) " D(s) > 81,,, we have

T c T T
E [ |z e L 2ds —¢E X® (5)]?
/[| () ds > /| Suls)Pds —e / 1C()X @ (5)[2 ds
7 _ (u)
> ]+ E/ |u(s)| ds 8||C()|| TE[;E?E | X" ()| ]
where

[C)| = -esssup |C(s,w)
(s,w)elt, T]x 2

It follows from (82) that

W) 7y 2 ez (17l
KE|X"(T)| ZE[ sup | X" (s)| —1—/ |Z(s)| ds]
t

t<s<T

>—]E/ u()Pds +[1 = e[ COIZTIE[ sup [x®s)P]

1+ t<s<T

provided 0 < ¢ < Hence,

R

ICOIZT

J(@,0;u) > 8E|X(”)(T)|2 > LE/TW(S)FCZS YuelUlt, T].
= ~“K(+4¢) Ji ’

This completes the proof. [
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The above result shows that the cases discussed in [14, 25] are special cases of the uniform
convexity condition presented in this paper. The next result shows that there is a class of
problems for which neither (5) nor (8) holds, but the mapping u +— J(z, 0; u) is uniformly
convex. Therefore, the case we are discussing in the current paper is strictly more general
than those in [14, 25].

Consider the case that B(-) =0,C(-) =0, S5(:) =0. Let ® = {P(s5); 0 <s < T} be the
solution to the random ordinary differential equation

dd(s) =As)P(s)ds, se€][0,T],
®0)=1,.

Then @ (s) is invertible for every s € [0, T'], and since A is a bounded process, both @ (s) and
®(s)~! are bounded F; -adapted matrix-valued random variables. Denote

|D(s)] o, = esssup|P(s, w)|, ||<I>(s)_1 | o, = esssup|P (s, w)~! |-
well we2

Furthermore, let Ag and A g(s) be the essential infimums of the smallest eigenvalues of G and
Q(s), respectively. Hence,

G > Agly, 0(s) > Ao ln as.,ae.sel0,T].

THEOREM 7.2. Let (A1)—(A2) hold. Suppose that B(-) =0,C(-)=0,S()=0.1If

G T %o ] 1 T
T T d D(r)"D(r) + R
[ucb(T)—lugo / 1002 “ femg P PO RO

>61, a.s.,ae.rel0,T]

(83)

for some § > 0, then the mapping u +— J (t, 0; u) is uniformly convex for every t € [0, T).

Note that (83) allows R to be negative definite if DT D is sufficiently positive definite,
or, to be indefinite/partially negative definite (within a certain range) and D' D is partially
positive definite in an obvious sense. Therefore, it is possible that neither (5) nor (8) holds.

PROOF. Letr €[0,T) be fixed. Since B(-) =0 and C(-) =0, for each u € [z, T], the
solution of the state equation (1) with initial state £ = 0 is given by

X(s)=d(s) /ts dD(r)_lD(r)u(r)dW(r), selt,T].

For any (n x m) matrix F, from the inequalities
|F| = |®(s) " () F| < |@(5) | @) F| < [@(5) ™ oo | @) F
|F|=|®(s)D(s) " F| < |D)||@(s) F| < | D9)] | @) F,

we have

1 1
POF|z o IFl @) F| 2 | P

]

T
/ O D ur) dw (r)
t

Thus,

E(GX(T), X(T)) > IE|:AG d(T) /T ) 'DEur)dW ()
t

Z]E[____éfi__i_
12(T)~HI%

]
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AG
= 12
1P(T)~ " II5

)"G T 1

T
E/ D)~ Dryu(r)|* dr
t

and similarly,

AoGs) s 2
E(Q(s)X (s), X (s5)) > 156) -T2 ]E/r ||CD(r)||gO|D(r)M(r)| dr.

Using Fubini’s theorem we obtain

T how 1 2
E/ 0@6)X(s), X(s) / [/r ||CD(S)_1||%O ds] ||q)(r)||%o|D(r)u(r)| dr.

Therefore, denoting

G I ko) ] 1 N
HO=1Tsm-z d D(r)'D R(r).
" [IIQ(T)—lngo +/r 1D ()12, § oI (r) D(r) + R(r)

we have

T
J(t,0;u) =E(GX(T), X(T))+ E/l [(Q(s)X (s), X (s))+ (R(s)u(s), u(s))]ds

T
>E H@)u@), u(r))dr
[ |

So the mapping u +— J (¢, 0; u) is uniformly convex when (83) holds for some § > 0. [J

Although the above result gives a class of problems for which neither (5) nor (8) holds,
and the mapping u — J (¢, 0; u) is uniformly convex, the imposed conditions seem to be a
little too restrictive. In the rest of this section, we would like to explore the problem a little

more.
Note that Theorem 6.1 can be read as follows: Under (A1)—(A2), if u — J(0,0; u) is
uniformly convex, then there exists an F-adapted S"-valued process P such that

(84) R(s)+ D(s) " P(s)D(s) = 11, ae.s€[0,T] as.

for some A > 0. From this, we see that the mapping u — J (0, 0; u) could never be uniformly
convex if

(85) R(s) <0, D(s)=0 ae.s€][0,T], a.s.

Thus, a natural necessary condition for u — J (0, 0; #) to be uniformly convex is that (85)
fails. Now, we provide the following general sufficient condition for the uniform convexity
of utr—> J(,0;u).

THEOREM 7.3. Let (A1)~(A2) hold. Let t € [0, T) and Qo € L3 (¢, T; S") with

Qo(s) >0 ae.selt,T], a.s.

Let (I1, X) € L (2; C([t, T1; S")) x L]%(t, T;S") be the adapted solution to the following
Lyapunov BSDE over [t, T]:

dT(s)=—(MMA4+ AT+ C'TIC+ZC+C 'S4 Q — Qo)ds + T dW,

(86) (T)=G
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If for some § > 0,

) R+D'IID—(B'M4+D'NC+D'S+5)0;'(MB+C MID+ED+5")
>6L, ae.onlt,T] a.s.

then u +— J (¢, 0; u) is uniformly convex.

PROOF. For any bounded u € U[t, T], let Xg = {Xo(s); ¢ <s < T} be the state process
corresponding to u and the initial state & = (. Denote

F=—(MA+A'II+C'IIC+ZC+CTT + Q- Qo),
with (T1, ¥) being the adapted solution to (86). By Itd’s formula, we have
d(ITXo) = I'Xo+ MAXo+ I1Bu + 2CXo+ XDu)ds + (XX + IICXo + [1Du) dW,
and hence
d(T1Xo, Xo) = [(T Xo + TAXo+ NBu + £CXo + X Du, Xo) + (I1Xo, AXo + Bu)
+(X£X0+CXo+ 1Du, CXo + Du)]ds
+[(£Xo + TIC X + [1Du, Xo) + (I1Xo, CXo + Du)|dW

=[(T+TA+ATTI+C'TIC + =C + CT %) X, Xo)
+2((BTT1+ D'IIC 4 D" £)X¢, u) + (DT 11 Du, u)] ds
+[((T +T1C 4+ CT )Xo, Xo)+ 2(D 1 Xq, u)] dW
=[((Qo — Q) X0, Xo)+2((B'TT+ D'TIC + D" )Xo, u)
+(D"T1Du, u)]ds + [{(Z + I1C + C 1) Xo, Xo) +2(D T X¢, u)]dW.
Taking expectations on both sides (possibly together with a localization argument) gives

T
E(GXo(T), Xo(T)) = E/ [((Qo — Q) X0, Xo)+2((B' T+ D'TC + D' %)Xy, u)
t

+(DT1'IDu,u)] ds.

Substituting the above into the cost functional, we obtain
J(t,0;u) = E/tT[(QOXO, Xo) +2(BTTI 4+ DTTIC + DTS + )Xo, u)
+((R+ DTHD)u, u)|ds
:E[tT{|Q§XO+ Qg%(nB +C'ID+=D+ 5" ul
+(R+D'NID—(B'NI+D'TNIC+ D" +5)0;,"
x (IIB+C'TID+ 2D+ 8")]u, u)}ds

T 2
28]}3/ |u(s)| ds.
t

This proves our conclusion for bounded u € U[¢, T]. The unbounded case follows immedi-
ately since bounded controls are dense in U[t, T]. [

The above result gives some compatibility conditions among the coefficients of the state
equation and the weighting matrices in the cost functional that ensure the uniform convexity
of the cost functional in u. Let us look at several special cases.



INDEFINITE SLQ PROBLEMS WITH RANDOM COEFFICIENTS 495

(1) Let A > 0 and Q¢ = Al,. Then with (I, £,) denoting the adapted solution to the
following Lyapunov BSDE over [¢, T']:

dI(s) = —(THA+ ATT + CTILC + SC+ CT 85 + Q — ALy ) ds + S, dW(s),
IL(T) =G,

the corresponding condition (87) reads
R+D'I;D—2"YB'I; + DTILC+ DTx; +9)
X (TyB+C ;D +3,D+S")>681, ae on[t,T],as.

(i1) Let all the coefficients and weighting matrices be deterministic. Then, ¥ = 0 and (86)
reads

M+TMA+A'I+C'TIC+0—00=0, selt,T),
(7)) =G,

and condition (87) becomes
R+D'IID—(B'II+D'TIC+5)Q,'(MMB+C ' NID+S") >8I, ae. on[t, Tl

This is new even for the deterministic case previously studied in the literature. Further, with
Qo = M1, the above become

L4+ MMA+ATIL+C'IL,C+Q—AL, =0, selr,T],
IT,(T) =G,

and
R+D'I,D—2"Y(B'I; + D'I,C+ S)(I,B+C'I;D+ST) =81, ae.onlz,T].
(iii) The coefficients are still random and B =0, C =0, S = 0. Then (86) becomes

dIl(s) = —(ITA +ATII+Q— Qo)ds + X dW(s), selt,T],
I(T)=¢G,

and (87) reads
R+D'(M-xQ,'®)D>8l, aeon[t,T]as.

This is comparable with the result of Theorem 7.2.

8. Anillustrative example. In this section, we present an illustrative example for which
the cost functional is uniformly convex and the associated stochastic Riccati equation ad-
mits a unique adapted solution (P, A) with P being not positive definite and with A being
unbounded.

EXAMPLE 8.1. Letne L%OT (€2; R) be a Malliavin differentiable random variable with
square-integrable Malliavin derivative D;n. Then the Clark—Ocone formula implies that

T
n=Ej+ fo E[D | F1dW ().

Let w(t) be a right-continuous modification of E[n|F;], and let A() be a right-continuous
modification of E[ D;n|F;]. Then

t
(88) u(t) =En —0—/0 A(s)dW(s), tel0,T].
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Consider the SLQ problem where the coefficients of the state equation are given by

A(s)=(8 (1)) B(s>=(8), C(s>=<8 8) D(s>=(;),

and the weighting matrices in the cost functional are given by
_(-(+TH T 4 =2 B
25  s° 0 -1 )
Q(S)=<s2 _4S)+4M(S) (_1 1 ), R(s) =—(1 +s7).
For this SLQ problem, the associated stochastic Riccati equation (over [0, T']) reads

dP(t)=—[PA+ATP+Q—ADR+D"PD) 'DTA]dt + AdW,

(89 {P(T) =G.

It is straightforward to verify that the adapted solution (P, A) of (89) is given by
=1+t 4 =2 _ 4 =2

From (90), we see that if  can be chosen so that

1
91) 0 <esssup|n(w)| <~ and D;n is unbounded,
we2 4

then A(z) = E[D;n|F;], and hence A(t), is an unbounded process, and

() = dut) —1—1> 1t =2u()
N\ =2 p@)+1+12

is not positive definite. There are many random variables that satisfy (91). For example, we
can take

1
n=g sin[W (T)?].
The Malliavin derivative of this 7 is
1 2
D= ZW(T) cos|W(T)7],

which is clearly unbounded.

The cost functional of this SLQ problem is uniformly convex. This can be seen by applying
It6’s formula to s — (P (s)X (s), X (s)), where X is the solution to the state equation (1) with
initial pair (0, 0), which, in our situation, reads

dX(s)=AG)X(s)ds + D(s)u(s)dW(s), sel0,T],
X(0)=0.

More precisely, by noting that A(z) D(¢) = 0 and using It0’s formula, we have
d(P(s)X(s), X(s)) = [—<Q(S)X(S), X(s)) + <P(s)D(s)u(s), D(s)u(s))] ds
+(2P(s)D(s)u(s) + A(s)X (s), X (s))d W (s).

Thus, taking expectations on both sides (together with a localization argument) gives

T
E(GX(T),X(T)):E/O [—(Q(s)X (), X (5))+ (P(s)D(s)u(s), D(s)u(s))] ds.
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Substituting the above into the cost functional and noting that
R(s) + D(s)  P(s)D(s) =2(1 +5%) +4s > 2,

we obtain

T T
J@O,0;u)=FE R(s) + D(S)TP(S)D(S) u(s),u(s))ds > 2E u(s) 2 ds.
0 [ ] 0

This shows that the cost functional of this SLQ problem is uniformly convex.

9. Concluding remarks. In this paper, for a stochastic linear-quadratic optimal control
problem with random coefficients in which the weighting matrices of the cost functional are
allowed to be indefinite, we showed that under the uniform convexity condition on the cost
functional, the stochastic Riccati equation admits a unique adapted solution which can be
constructed by the open-loop optimal pair, together with its adjoint equation. Moreover, the
open-loop optimal control admits a state feedback/closed-loop representation. For simplicity,
the Brownian motion under consideration is assumed to be one-dimensional. In the case of
a d-dimensional Brownian motion W = {(W1(¢), ..., W;(¢)); 0 <t < oo}, the SLQ optimal
control problem is to find a control u™ € U[¢t, T] such that the quadratic cost functional

o TIO6s) Se)T\ (X)) (X(s)
m’s’”)_E[<GX(T)’X(T)>+/, <<S(s> R(s) (u(s))’(u(s)) ds

is minimized subject to the following state equation:

d
dX(s) =[A(s)X(s) + B(s)u(s)]ds + Z[Ci ()X (s) + Di(s)u(s)] dW;(s),
i=1

X () =§,

where the weighting matrices in the cost functional satisfy (A2), and the coefficients of the
state equation satisfy the following assumption that is similar to (A1):

(A1) The processes A,C; : [0,T] x @ — R"™" and B, D; : [0,T] x Q — R"*™
(i=1,...,d) are bounded and [F-progressively measurable.

In this case, the associated SRE over [0, T'] becomes

d
dP(1) = —{PA +ATP+Y (CIPCi+ AiCi+CA)+Q
i=1

d d -1
©2) [ Z | P+ A;)D; +ST}<R+ZDZ-TPD1~>

i=1

d d
X|:BT Z (PC+A)+S“dt+ZAidWi(t),

i=1

P(T)=

and the corresponding main result Theorem 6.1 can be stated as follows.

THEOREM 9.1. Let (A1) and (A2) hold. Suppose that there exists a constant § > 0 such
that

T
J(0,0;u)z(SE/ lu(s)|*ds  Vu €U[0, T].
0
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Then Problem (SLQ) is uniquely solvable and the SRE (92) admits a unique adapted solution
(P,A)=(P,Aq,...,Aq) such that

d
R+Y D/ PD;i >l ae. onl0,T] as.
i=1

holds for some constant A > 0. Moreover, the unique optimal control u;" £ = {u;k’ £ (st<s<
T} at (t,€) € S[0,T) x L%‘z (2; R™) admits the following linear state feedback representa-
tion:

ufe(5) =W)X () selr Tl
where © is defined by

d -1 d
®=—<R+ZD,~TPD,-> |:BTP+ZD,~T(PC1' +Al-)+S],

i=1 i=l1

and X* ={X*(s);t <s < T} is the solution the closed-loop system

d
dX*(s) =[A(s) + B(s)O(s)]X*(s)ds + Z[C,- (s) + Di()O(s)]| X*(s) dW;(s),
i=1
X*(t)=¢&.
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