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ABSTRACT: Motivated by the need to study nonequilibrium
evolutions of many-electron systems at the atomistic ab initio level,
as they occur in modern devices and applications, we developed a
quantum dynamics approach bridging master equations and
surface hopping (SH). The Lindblad master equation (LME)
allows us to propagate efficiently ensembles of particles, while SH
provides nonperturbative evaluation of transition rates that evolve
in time and depend explicitly on nuclear geometry. We
implemented the LME-SH technique within real-time time-
dependent density functional theory using global flux SH, and
we demonstrated its efficiency and utility by modeling metallic
films, in which charge-phonon dynamics was studied experimen-
tally and showed an unexpectedly strong dependence on adhesion
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layers. The LME-SH approach provides a general framework for modeling efficiently quantum dynamics in a broad range of complex

many-electron condensed-matter and nanoscale systems.

1. INTRODUCTION

Nanoscale systems can support multiple charge carriers that
interact with each other and with phonons, forming more
complex particles, such as polarons, excitons, trions, biexcitons,
etc.''® These particles can scatter off each other and exchange
energy on ultrafast time scales, as measured by various time-
resolved spectroscopies. Important examples of scattering
processes involving large ensembles of particles include
excitation of multiple electrons in semiconductors,'”** charge
carrier equilibration, and cooling in metals initiated by
excitation of surface plasmons," "% Auger-type processes
such as Auger-assisted charge trapping and recombination in
2D semiconductors,'” multiple-exciton generation and annihi-
lation in semiconductor quantum dots®”'”"” and carbon
nanotubes,'” Auger-assisted electron transfer between quan-
tum dots and molecules,"® plasmon-driven electron trans-
fer,""'* and carrier trapping and recombination in halide
perovskites.'***' While particle—particle scattering occurs in
condensed matter of any dimensionality, it is particularly
important in nanoscale systems, in which quantum confine-
ment brings particles closer to each other and reduces
dielectric screening, at the same time maintaining high
densities of states. The above processes are important in
many applications, including electronics, spintronics, electro-
optics, thermo-electrics, photovoltaics, and photocatalysis.
They occur on ultrafast time scales in competition with each
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other, and they are actively studied by time-resolved
experimental techniques, strongly motivating corresponding
theoretical efforts.

The presence of multiple excitations makes ab initio
modeling of the ultrafast scattering processes extremely
challenging. The majority of theoretical efforts is limited to
phenomenological and kinetic models, such as the two-
temperature model”””’ used to describe electron equilibration
and relaxation in metals, and the kinetic models constructed to
describe the dependence of carrier—carrier scattering, trapping
and recombination on carrier density.”*"*° Real-time time-
dependent density functional theory’” (TDDFT) provides a
rigorous formalism for studying excited state dynamics in
condensed matter systems at the ab initio level. However, its
application to systems involving multiple excitations is
extremely challenging computationally. In addition, real-time
TDDFT treats phonons classically, and coupling of the DFT
electron density to classical atoms in a mean-field way, as in the
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quantum-classical Ehrenfest approach®® implemented with
TDDFT,” ™" has problems achieving thermodynamic equili-
brium. The Ehrenfest method works well for short-time
dynamics, but has a hard time describing energy transfer from
quantum mechanical electrons to classical phonons, required
to achieve thermodynamics equilibrium in the long time
limit.”> Open system TDDFT"’ or nonequilibrium Green’s
function theory”* can provide a framework to address this
problem. Redfield-type theories provide an alternative
description.” The Hamiltonian is separated into system
(electrons) and environment (phonons), both of which are
treated quantum mechanically. The system is assumed to be
weakly coupled to the environment, and thus the interaction is
treated perturbatively. Furthermore, vibrational motions are
assumed to be harmonic, which is not the case, for example,
with the highly anharmonic dynamics of halide perovskites® >’
or in the photoexcited semiconductors undergoing phase
38749 Redfield theory can describe energy dis-
sipation and thermodynamics equilibration; however, due to
perturbative treatment, the Redfield master equation can lose
positivity of the density matrix. Closely related to the Redfield
equation, the Lindblad master equation”' (LME) preserves
density matrix positivity."* Similar to the Redfield equation, it
contains parameters that are often estimated perturbatively
and/or phenomenologically, losing connection with the
underlying microscopic description.

In order to describe accurately the coupled electron—
phonon dynamics of nanoscale systems it is desirable to
combine the features of real-time TDDFT and other quantum-
mechanical methods, which treat the systems nonperturba-
tively and at the atomistic level, with those of master equations,
which are capable of describing ensembles of particles and
achieving thermodynamic equilibria. Surface hopping™**~>'
(SH) provides the desired connection. Starting with a time-
dependent Schrodinger equation, SH defines transition rates
that are time-dependent, nonperturbative and depend on the
current atomistic structure of a system. SH transition rates
enter a master-type equation that is used to propagate an
ensemble of systems including transitions between different
quantum states.”’ The previous versions of SH,****~°!
including its implementation within real-time TDDF
solve the full quantum mechanical problem for the electronic
evolution. Even in the case of only two-particle excitations in a
nanoscale system containing a couple dozen atoms,*® the
number of states is huge, making such description impractical
for large systems and many particle excitations. In this paper,
we resolve this problem by using the nonperturbative atomistic
SH transition rates in a Lindblad master equation for a Fermi—
Dirac type distribution of excited electrons. The developed
method is illustrated with phonon-induced relaxation of a
charge carrier ensemble in metal films that are of interest in
microelectronics, thermo-electrics and electro-optics™ ~** and
that have been studied in recent experiments®” using the time-
domain thermo-reflectance technique.”””"

The following section describes the developed approach,
combining the LME with global flux SH’>~"* (GFSH), and
discusses connection between these two techniques. Section 3
introduces application of the LME-SH method to metal films,
provides computational details, and describes the modeling
results. Section 4 contains additional remarks and conclusions.

transitions.
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2. THEORY: LINDBLAD MASTER EQUATION WITH
SURFACE HOPPING TRANSITION RATES

The methodology developed in this work combines the
phenomenological LME for the evolution of a many-body
quantum system with the nonperturbative atomistic SH
evaluation of the rates of transitions between the states.

Traditional SH is based on solution of a Schrodinger or
quantum Liouville—von Neumann equation, with dimension-
ality scaling exponentially with the number of particles.
Therefore, traditional SH cannot be applied to systems
containing large numbers of particles. At the same time,
quantum transition rates obtained in SH depend explicitly on
atomic evolution, which is very important if a system
undergoes an atomic rearrangement, for instance, a defect
diffusion in a metal halide perovskite.”> Further, SH provides a
back-reaction from the electrons to nuclei, which is critical, for
instance, in photoinduced phase transitions.”* ** The LME
allows one to evolve efliciently particle distributions, and thus,
it is easily applicable to studies of large ensembles of particles.
However, transition rates entering the LME are usually
independent of time. Therefore, traditional applications of
the LME ignore dependence of electronic evolution on atomic
motions and cannot generate the back-reaction. By applying
the SH ideas to the LME, we are able to incorporate explicitly
the coupling between electronic and atomic evolutions, while
at the same time we are able to treat dynamics involving large
numbers of quantum particles.

2.1. Lindblad and Pauli Master Equations. The
LME*"7®”7 s often used to describe evolution of a many
body system coupled to an environment (bath):

dp(t) _ i
dt n
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Here, /(t) and H are the density matrix and the Hamiltonian
of the system in consideration, and A, and Af are the transition
operator and its complex conjugate, respectively, modeling
interaction with the bath. A common choice for A, and A] is
the lowering and raising operators describing transitions
between pairs of states in the system, induced by system-
bath interactions. Coupling to the bath allows an out-of-
equilibrium system to evolve toward equilibrium.”® The
transition operators can be weighted by the transition rate, y.
Under these assumptions, the Lindblad equation can be
rewritten as
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where the transition operators are
A At
Ay = 0)(®)and A, = 10)(@, ®
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Let I®,) be eigenstates of the Hamiltonian H. Hence,

I:“q)n> = Enlq)n>1 and <(I)n’|q)n> = 671,71’ (4)
where E,, is the energy of state |D,).

The goal of the present work is to evolve a distribution of an
ensemble of quantum particles spread over multiple states
|®,). Therefore, we focus on evolution of the state |D,)
populations, P,(t) = (®, | p(t) | @,), given by the diagonal
elements of the density matrix. Sandwiching eq 2 between the
eigenstates | ®,) and using eqs 3 and 4, one can obtain the
Pauli master equation (PME),

ADHOIB)  dB(H)
dt Coodt

]

2l B =7 B®)]
j
(%)

which describes a continuous-time Markov process. Here, P,
and P; denote populations of states n and j, and y,_; and y;_,,,
are rates of transition from state n to state j, and from state j to
state n, respectively. In the current work, the transition rates
will be determined from SH.

The motivation for the current work is provided by
experiments performed on metallic and semiconducting
systems involving ensembles of electrons. Electrons follow
the Fermi—Dirac statistics and equilibrate to the Fermi—Dirac
distribution defined as

1 1

b= e

n

(6)
where f = ﬁ, kg is Boltzmann constant, T is temperature, y
B

is chemical potential, and Z is the partition function. Plugging
the Fermi—Dirac populations into the PME, eq S, and
requiring that they correspond to a stationary state leads to

aR(t) _
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(7)

In order to satisfy this equation, the rates of the forward and
backward transitions should be related by the detailed balance
condition,

=0.

Vn_);. eﬂ(E,_/‘) +1

eﬁ(En_ﬂ) +1 (8)
The rate of transitions that lower electron energy will be
defined by a SH formula. The rate of transitions upward in
energy will be obtained from the downward transition rate and
the state energies using eq 8.

Similar conditions relating the rates of transitions upward
and downward in energy can be obtained for the Boltzmann—
Gibbs and Bose—Einstein statistics. In particular, the
Boltzmann—Gibbs detailed balance condition, 7,_;/¥j-, =
e PE =B is now commonly used to model quantum
transitions with SH under the classical path approximation
(CP A).79’80

2.2. Surface Hopping. SH is a family of nonadiabatic
(NA) molecular dynamics (MD) techniques generalizing the
more common adiabatic MD to include transitions between
adiabatic states.”******™* SH takes full advantage of the
extremely powerful MD approaches capable of describing
dynamics of large molecular, condensed matter, nanoscale and
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biological systems at the atomistic level. The traditional
adiabatic MD restricts atomic evolution to a single potential
energy surface associated with the given, typically ground,
electronic state. In comparison, NAMD obtains probabilities of
transitions between states, and switches atomic evolution from
one electronic state to another, evolving the atoms on the
potential energy surface associated with the currently occupied
electronic state. In simple cases, one can use semiclassical
expressions for transition probabilities, such as the Landau—
Zener,®' Nikitin,** Miller,* or Zhu—Nakamura equations.84 In
complex condensed matter systems, in which transitions
cannot be tracked one-by-one and which cannot be
approximated by simple one-dimensional models, transition
probabilities are generated automatically on a computer, and
Monte Carlo type stochastic algorithms are used to perform
NAMD simulations. The vast majority of such SH schemes
starts by solving the time-dependent Schrodinger equation for
the wave function of the quantum (electronic) subsystem or
the corresponding equation for the density matrix. Since the
Lindblad equation deals with density matrices, we use the
latter formulation.

2.2.1. Evolution of the Quantum Subsystem. Evolution of
a density matrix of a closed system can be described by the
quantum Liouville—von Neumann equation

PO L0, A w)
dt h ©)
where H is the Hamiltonian, and ) is the density matrix.
Atomic motions are treated in NAMD classically, and
therefore, the quantum (electronic) Hamiltonian depends
parametrically on classical atomic coordinates, R. The
separation of the electronic and atomic degrees of freedom
arises from the vast difference in the time scales of electronic
and atomic motions.

Formally, eq 9 is a unitary version of eq 1. The LME, eq 1,
can be used to describe a quantum electronic subsystem
coupled to a bath of quantum harmonic oscillators. It is used
here as the starting point to obtain the PME, eq S, which is
used in the actual calculations according to the proposed
approach. On the other hand, eq 9 describes a quantum
electronic subsystem coupled to classical atoms undergoing
arbitrary motions. Equation 9 is also used in the calculations, as
part of a SH algorithm.

As before, we use the eigenstate representation, eq 4, to
solve eq 9. Applying the adiabatic basis to eq 9,

0 i o
DI—pld) = | — [(@IpH — HHID),
( W ) (h)< 1P pIo) (10)

we obtain evolution of the matrix elements of the density
matrix

P
ih—p (t) = (H,+d;) — d
in= (1) Zl:[p,](Hﬂ+ ) — p(H, + )] -

The diagonal element, p,,, represents population of state n,
while the off-diagonal elements, p,;, represent coherences.

The electronic Hamiltonian is diagonal in the eigenvalue
representation,

Hy(R) = (Q|HID)) = E¢, (12)
We keep the off-diagonal elements explicitly in eq 11, because
the @, used below are single-particle wave functions, and in
later works, we may introduce interactions between particles,

https://dx.doi.org/10.1021/acs.jpcb.0c03030
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to account for not only electron—phonon but also electron—
electron scattering.

The NA coupling

(@I HID) 4R
ih————
dt

dR
= —il(D|V; D) —
lj E}—El ! < I"YR J>dt

0

in(®| o D) (13)
appears in eq 11 because the eigenfunctions of the electronic
Hamiltonian, H(r; R), which depends parametrically on atomic
coordinates, also depend on atomic coordinates, I®,(r; R)).
Generally, d,; promotes transitions between states n and j. The
NA coupling reflects the dependence of the electronic wave
functions on nuclear coordinates, and it is a form of electron—
phonon coupling.

2.2.2. Global Flux Surface Hopping. GFSH”*™"* is a
generalization of fewest switches SH** (FSSH), that is the
most popular SH approach, to allow transitions between states
that are not coupled directly, for instance, durin% super-
exchange’””* and Auger-type many-particle processes.”*> The
GFSH algorithm defines the probability of a transition from
state n to another state j within the time interval dt as well as
the criterion of whether a SH happens or not. Here, one
considers the population change of states n during time step [t,
t + dt]

Ay = 1t + dt) = () (14)
and classify the states into two groups, group A undergoing
population decrease and group B undergoing population
increase. The total population is conserved; thus, the decrease
of group A is equal to the increase of group B. If the current
active state belongs to group A, the surface hopping probability
from n in A to any state j in B should be proportional to the
population increase of state j. The hopping probability from
state n is proportional to the ratio of its population decrease to

. . . A
the total population reduction in group A, ——* . The
realPy
: . . . Ap,
increment in state j coming from state n becomes Ap, .
J ZpeaBpy

Adding the normalization p,, one obtains the hopping
probability

A
Ap !)Vln

1
8= AT
¢ ZkEAApkk

v P (15)

Dividing g,; by At gives the rate constant for transition from
state n to state j. The rate constant evolves in time and is
determined by solution of the quantum dynamics eq 9.

SH is a Monte Carlo type algorithm, in which the transition
probability, eq 15, is used to sample stochastic realizations of
the electron—nuclear dynamics. A uniform random number &
€ (0,1) is generated each time step and compared to the SH
probabilities for all transitions from state n to all other states j
from group B. The criterion

k=j—1

)

k=1

k=

g, <¢< g,
' E ’ (16)

determines whether a particular transition takes place. Note
that for a sufficiently small time step, the sum of the
probabilities of all transitions from state n is less than 1.
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SH modeling of electron—nuclear dynamics of many
materials allow for the classical path approximation (CPA),
which assumes that nuclear dynamics is weakly dependent on
the electronic evolution, while the electronic dynamics remain
driven by the nuclear dynamics. The situation arises, for
instance, when thermal fluctuations of nuclei are larger in
amplitude than differences in the nuclear geometries associated
with different electronic states. CPA allows one to employ a
ground state MD trajectory, compute the electronic Hamil-
tonian, eq 12, and the NA coupling, eq 13, along this
trajectory, and sample initial nuclear geometries for the
nonequilibrium quantum dynamics simulations from this
trajectory as well. The CPA brings SH closer to master
equations.

2.3. Connecting Surface Hopping to the Pauli Master
Equation. The developed PME-GFSH method uses the
GFSH transition probabilities, eq 15 to propagate the PME, eq
5. The rate, y,.,; of transitions from a higher energy state n to a
lower energy state j is obtained by dividing the GFSH
transition probability g, by At. Any other SH probability, e.g.,
the FSSH probability,” can be used instead. Since the PME,
eq S, follows from the LME, eq 2, if states n and j are
eigenstates of the electronic Hamiltonian, the PME-GFSH is a
special case of the general class of LME-SH approaches, which
can consider transitions between different kinds of electronic
states, either eigenstates or not, and use different SH
algorithms. The rate,y;_,, of transitions upward in energy is
obtained using the detailed balance conditions, eq 8

eﬂ(Ej_ﬂ) +1
ln ™ Iy R (17)
Detailed balance for the Fermi—Dirac statistics is used here,
because the focus is on ensemble of electrons. Boltzmann or
Bose—Einstein statistics can be used instead, as needed.

The simulation also requires definition of initial conditions.
The initial geometries of nuclei are samples from the
appropriate classical ensemble, typically canonical or micro-
canonical and occasionally isobaric—isothermal. The initial
distribution of populations of electronic states corresponds to
an experimental photoexcitation, or applied voltage, or another
perturbation. Importantly, because the developed method
evolves a distribution or particles, the electronic initial
condition represents a nonequilibrium particle distribution,
rather than a particular electronic state. Therefore, it is
essential to evolve the density matrix, eq 9, rather than the
wave function, in order to obtain the SH probabilities. Using
the density matrix formulation of SH allows us to match the
electronic initial conditions used in eqs S and 9, providing a
consistent connection between the PME for the evolution of
the particle distribution and the quantum Liouville—von
Neumann equation for the evolution of the SH probabilities.

Note that in contrast to SH procedures, the current method
requires no stochastic sampling, since the PME, eq S, can be
propagated deterministically.

3. APPLICATION: ELECTRON—-PHONON RELAXATION
IN METALLIC FILMS

In order to illustrate the utility of the LME-SH approach we
consider electron—phonon relaxation in metallic films,
representing the general interest in modeling scattering and
relaxation of energy carriers for design of micro- and nanoscale
devices.**®” We choose two well-studied systems, a Au

https://dx.doi.org/10.1021/acs.jpcb.0c03030
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film”*>**** and the Au film with a Ti adhesion.** The
adhesion layer was introduced for synthesis purposes, to
facilitate interaction between the film and a substrate.
However, it was discovered unexpectedly that a narrow Ti
adhesion layer drastically changed electron—phonon relaxation
in the much thicker Au film.”

Traditionally, charge-phonon scattering in metallic systems
was described by the phenomenological two temperature
model**** (TTM), according to which electrons and phonons
exist as two reservoirs, each at their own temperature, and in
which the two reservoirs exchange energy until the two
temperatures become equal. The electron—phonon coupling
constant of the TTM can be viewed as a heat capacity rate,
having units that are more complex than just the energy units.
Quantifying the volumetric rate of energy flow between the
two reservoirs, the coupling constant typically comes from
experiments. Zhigilei and co-workers”® used electronic
structure calculation to estimate the electron—phonon
coupling constant in the TTM, and in particular, to consider
its energy dependence arising from changes in the electronic
density of states. Completely switching from the phenomeno-
logical TTM to the ab initio description, Zhou et al.”'~*
performed ab initio real-time TDDFT calculations combined
with NAMD in order to model the nonequilibrium energy flow
between photoexcited electrons and phonons, directly
mimicking the time-resolved laser experiments.”*>***’ While
Zhou et al. propagated one photoexcited electron (or hole) at
a time, we employ the same simulation setup in order to
propagate the nonequilibrium distribution of electrons toward
the Fermi—Dirac equilibrium in a single simulation, using the
developed method.

3.1. Simulation Details. The simulations are performed
with the PYXAID package’”* for quantum dynamics
simulations. PYXAID builds on top of a DFT electronic
structure code such as Quantum Espresso’*”® (QE) and
VASP, and it adds the real-time TDDFT/NAMD capability
adapted for materials simulations. The GFSH algorithm’* was
already implemented in PYXAID, in particular, since it only
requires changes of a few lines of the FSSH algorithm.**
However, we had to implement propagation of the density
matrix, eq 5, in place of the time-dependent Kohn—Sham
equations, a type of Schrodinger equation, used in the original
PYXAID.””*

To simulate the experimentally studied Au films with and
without a narrow Ti adhesion layer and to limit the
computational cost with a reasonable cell size, we built an
Au(111) surface with seven layers of Au atoms to simulate the
gold film and added a layer of Ti atoms to model the Au film
with a narrow Ti adhesion layer, as shown in Figure 1. The cell
parameters of the pristine Au film, Figure la are a = b =
5.76761 and ¢ = 34.12769 A and a = 90, # = 90, and y = 120
deg. A vacuum layer of 20 A is introduced into parameter c, the
direction perpendicular to the surface, to avoid spurious
interactions between periodic slabs. We construct the Au film
with the Ti adhesion layer by place a Ti(001) layer with
dimensions @ = b = 5.9012 A on the pristine Au(111) film
surface, as shown in Figure Ilc.

The geometry optimization and the electronic properties are
obtained with QE’"”> employing the Perdew—Burke—
Ernzerhof’® (PBE) functlonal and the projector-augmented
wave (PAW) approach.”” The Monkhorst—Pack mesh of 7 X 7
X 1 was used for the DOS calculations. The geometries of the
Au films with and without the Ti adhesion layer were
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Figure 1. Optimized structures of the Au film with and without the Ti
adhesion layer and representative structures at 300 K. Au is yellow
and Ti is blue. The diagonal blue dashed line follows the perfect
crystal structure of pristine Au and demonstrates distortion at the
Au—Ti interface due to lattice mismatch.

optimized at 0 K. Then, the systems were heated up to 300 K
with Anderson thermalization. Following the thermalization, 3
ps microcanonical MD trajectories was obtained with a 1 fs
time step. The adiabatic state energies and the NA couplings
were calculated for each step of the MD runs. Thousand
geometries were selected randomly from the adiabatic MD
trajectories and were used as initial conditions for NA
dynamics simulations. The initial conditions for the non-
equilibrium distribution of electronic populations were set to
mimic the 3.1 eV excitation energy in the pump—probe
experiments by Giri et al.””*~'% Different distributions of the
excitation energies between electrons and hole were consid-
ered. At time zero, the density matrix of eq 9 was diagonal,
with the diagonal elements representing the initial populations
of the electron and hole states.

3.2. Results and Discussion. Prior to discussing the
quantum dynamics simulations, we briefly consider the
geometric and electronic structure of the Au film with and
without the Ti adhesion layer. The evolution of geometric
properties changes energy gaps between electronic states and
provides insights into the atomic motions contributing to the
NA coupling, eq 13. Changes in the electronic density of states
(DOS) due to Ti adhesion allow us to explain the differences
in the relaxation dynamics of electrons and holes in the Au and
Au/Ti systems.

3.2.1. Geometric and Electronic Structure. The optimized
structures of the Au slab and the Au slab with the Ti adhesion
layer, as well as representative structures at 300 K are shown in
Figure 1. The optimized intralayer Au—Au bond lengths are
2.886 and 2.888 A for the pristine Au and Au—Ti system,
respectively, in good agreement with the experimental data.'"’
The optimized Au—Ti bond length is 2.826 A, which is also
close to the experiments on Au—Ti bond lengths in clusters
and alloys.” The Ti adhesion layer little influence on the Au—
Au bond distance. However, Ti adhesion influences the top
three Au layers by slightly shifting them laterally, as indicated
by deviations from the dashed line in Figure 1c compared to
Figure la. Heating induces fluctuations in the geometric
structure in both systems, breaking the perfect crystal
symmetry. Because Ti adhesion creates strain within the top
Au layers, they are more susceptible to thermal fluctuations, as
can be seen in Figure 1d. The notable influence of the Ti layer
on the Au geometry indicates that the two metals interact
strongly and that the enhanced motions at the interface can
create significant NA coupling.
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Figures 2 and 3 show the density of state (DOS) of the Au
and Au-—Ti slabs in their optimized structures. The zero of
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Figure 2. Density of states (DOS) of the pristine Au film. The Fermi
energy is set as zero. The DOS is highly asymmetric with respect to
the Fermi level, with the hole DOS much higher than the electron
DOS.
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Figure 3. Partial and total densities of states (DOS) of the Au film
with the Ti adhesion layer. The Fermi energy is set as zero. As the Au
DOS drops between —2 and —1 eV, the Ti DOS rises. Note that the
DOS of the 1-layer Ti is the same as the DOS of the 7-layer Au slab
between —1 and +3 eV.

energy is set at the Fermi level. Since Au and Ti are metals, the
systems have no bandgaps. The Au DOS is high at energies
below —2 eV, due to contributions from Au d-electrons, and it
undergoes a sharp drop in the energy range between —2 and
—1 eV. Importantly, the contribution of Ti to the total DOS
rises exactly where the Au partial DOS decreases in the Au—Ti
system. The Ti partiall DOS is negligible below —2 eV.
However, at —1 eV and above, Au and Ti have nearly equal
DOS, even though the number of Ti atoms in the Au—Ti slab
is seven times smaller than the number of Au atoms. The
strong contribution of the Ti atoms to the DOS in the —2 to 4
eV energy range arises from Ti d-electrons. The fact that the
region of high Ti DOS matches the region of low Au DOS can
rationalize the strong effect of the Ti adhesion layer on the
electron—phonon dynamics in Au films, as seen experimen-
tally.”> Large DOS implies smaller gaps between electronic
energy levels, resulting in larger NACs, because the NAC is
inversely proportional to the energy gap, eq 13.

3.2.2. Quantum Dynamics of Electron Distribution.
Modeling the 3.1 eV excitation energy used in the pump-—
probe experiments,’” we consider the two asymmetric
excitation limits, in which the energy is deposited primarily
into either electrons, Figure 4, or holes, Figure 5. A symmetric
excitation can be understood as the average of these two
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scenarios. Because the number of vacated levels below the
Fermi energy should match the number of occupied levels
above the Fermi energy, the lower DOS region constitutes the
bottleneck. Therefore, most of the photoexcitation energy will
be deposited to electrons, to sample a broader DOS range, and
the hot electron/cold hole excitation scenario, Figure 4, is
more likely than the opposite limit or a symmetric excitation.

Figures 4 and S show deviations of the electron distribution
from the equilibrium Fermi—Dirac distribution at time 0 (left
panels), and at later times. The upper panels describe the
pristine Au system, while the lower panels correspond to the
Au—Ti slab. Considering the hot electron/cold hole excitation,
Figure 4, we observe a long electron relaxation time. By 80 fs in
most of the holes in pristine Au have already relaxed to the
Fermi level, while there still exists a notable populations of
electrons at the initial energy. Even at 700 fs one can observe a
small population of electrons far away from the Fermi energy.
The situation is qualitatively similar in the Au—Ti system,
however, the dynamics are significantly faster, in agreement
with the experiment.”* The charges have reached the
equilibrium by 400 fs. Considering the cold electrons/hot
holes scenario, one observes a faster dynamics, Figure S. As in
Figure 4, the holes equilibrate faster than the electrons, and the
final stage of equilibration near the Fermi level is much faster
in the presence of the Ti adhesion layer.

The differences in the electron and hole relaxation, and the
strong influence of the Ti adhesion layer can be understood by
considering the NA couplings, presented in Table 1 and
defined in eq 13. According the first expression in eq 13, the
NA coupling between a pair of states is inversely proportional
to their energy difference and is proportional to nuclear
velocity. Higher DOS leads to smaller energy differences, while
nuclear velocities of light Ti atoms are much higher than
velocities of heavy Au atoms. Therefore, the NA couplings are
larger at energies below than above the Fermi level, due to the
DOS asymmetry, Figures 2 and 3, and the couplings are
enhanced strongly by light Ti atoms.

The quantum dynamics simulations of the phonon-induced
relaxation of the nonequilibrium ensemble of electrons
demonstrate the utility and efficiency of the developed
approach. Compared to the previous simulation method-
ology’' = that considered one or few excited particles at a
time, a single quantum dynamics trajectory of the current
approach provides a complete picture by capturing evolution
of the whole particle distribution. From the practical
perspective, the results show that one can use a narrow
adhesion layer to tune significantly electron—phonon dynamics
in metallic slabs. The effect depends on the mass of atoms in
the adhesion layer and its contribution of the total DOS. For
example, one can selectively accelerate electron and hole
relaxation or maintain the original properties of the Au film, by
considering different stoichiometries of TiO, adhesion
layers.'"!

4. DISCUSSION AND CONCLUSIONS

Motivated by the need to model quantum dynamics of
ensembles of electrons in metallic and semiconducting
materials at the atomistic ab initio level of detail, we have
developed, implemented and applied a novel approach
combining the LME and SH. The master equation allows us
to model efficiently evolution of particle ensembles that are
hard to model at the fully quantum mechanical level using
many-body wave functions or density matrices, due to
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Figure 4. Deviation of the electron—hole distribution from the equilibrium Fermi—Dirac distribution at different times in the Au and Au—Ti
systems. The initial distribution contains low energy holes and high energy electrons. The green circle highlights the last nonequilibrium hole
snapshot, while the red circle highlights the last nonequilibrium electron snapshot. Hole relaxation are faster than electron relaxation in both
systems, because the hole DOS is higher, Figures 2 and 3. Thus, the time to reach equilibrium is determined by electron relaxation. The charges
relax faster in the Au—Ti system compared to pristine Au, because the NAC is larger, Table 1, due to presence of the lighter Ti atoms.
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Figure S. Deviation of the electron—hole distribution from the equilibrium Fermi—Dirac distribution at different times in the Au and Au—Ti
systems. The initial distribution contains high energy holes and low energy electrons. The green circle highlights the last nonequilibrium hole
snapshot, while the red circle highlights the last nonequilibrium electron snapshot. Because holes relax faster than electrons due to higher hole
DOS, Figure 2, high energy holes and low energy electrons in pristine Au approach the Fermi energy on comparable time scales: 100 fs for holes
and 300 fs for electrons. Compare with the opposite initial condition in Figure 4. The charges in the Au—Ti system reach equilibrium within 200 fs,
because the Ti adhesion layer greatly accelerates the charge relaxation.

unfavorable exponential scaling with the number of particles.
SH provides a nonperturbative atomistic description of
transition rates that enter the LME. Traditionally, master
equations employed perturbative expressions for transitions
rates,%* independent of time or instantaneous nuclear
geometry, while SH was limited to few particle excitations.
By viewing SH conceptually as a type of master equation rather
than a generalization of classical MD and employing the

density matrix rather than wave function formulation of SH, we
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bridged SH and traditional master equations and developed
the new LME-SH technique.

We implemented the LME-SH method within ab initio real-
time TDDFT using the PYXAID software package.””*" The
implementation allows us to study a wide range of condensed
phase and nanoscale materials, whose electronic structure can
be described by DFT. In particular, we applied the method to
investigate phonon-driven relaxation of electrons in metallic
films. The simulations rationalized the strong dependence of
electron—phonon relaxation in an Au film on the presence of a
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Table 1. Absolute NAC Averaged over States within
Different Energy Ranges in the Au and Au—Ti Slabs at 300
Ka

NAC (meV)
—3to0eV —0.5 to +0.5 eV 0to 3 eV
Au 1.26 1.43 1.10
Au-Ti 1.75 2.49 1.27

“The narrow Ti adhesion layer increases the NAC, in particular at
energies near the Fermi level.

narrow Ti adhesion layer observed experimentally,”® and they
rationalized atomistically the mechanism underlying this
phenomenon.

Performing simulations on a particle ensemble in a single
simulation using a master equation is much more computa-
tionally efficient than solving the Schrodinger equation and
obtaining one SH trajectory at a time. The advantage becomes
particularly apparent if one considers solving the Schrodinger
equation for a wave function representing excitation of tens of
particles, as is common in metallic systems. The dimensionality
of such simulation is enormous, making it essentially
impossible. At the same time, obtaining transition rates from
solution of a low-dimensional Schrodinger equation represent-
ing electron—vibrational or two particle electron—electron
scattering can be achieved easily at the ab initio level
Therefore, the method is not much more difficult computa-
tionally than solution of a master equation with Fermi golden
rule type transition rates.'%”

Compared to master equations with perturbative transition
rates, evaluation of SH transition rates captures dependence of
electronic properties on atomic evolution, and includes explicit
electron—nuclear correlations. Vibrations are treated by ab
initio MD, and therefore, atoms are not restricted to vibrate
only around their equilibrium positions. The LME-SH method
can be used to model electron—nuclear dynamics of liquid
metals, for example, or to follow photoinduced structural phase
transitions induced by excitations of ensembles of elec-
trons.”*~*° Because of a large number of excited electrons,
such processes cannot be modeled by traditional SH due to
exponential scaling of dimensionality of the full quantum
dynamics of the electronic subsystem.

Master equations provide reduced descriptions, compared to
solution of the full quantum mechanical problem, as given by
the Schrodinger equation. The LME-SH method solves a
reduced dimensional Schrodinger equation and uses it as input
to the master equation. In the current implementation, the
Schrodinger equation is solved for a single excited electron,
representing electron-vibrational interactions. Typically, elec-
tron—electron scattering happens faster than electron—phonon
scattering, and therefore, one can focus on one type of
interaction at a time. However, there exist cases, in which
charge—char%e and charge—phonon scattering occur on similar
time scales.”***>'9%1%%" One can extend beyond the single
particle description and develop master equations for two,
three, or four particle states describing excitons, trions, double
excitons, etc. Even though charge—charge scattering occurs in
large ensembles of particles, elementary processes are few-
body, allowing one to employ reduced representations.
Electron—phonon coupling can vary strongly with time,
because phonons can be highly anharmonic in complex
materials, and energies and wave functions of electronic levels
can depend strongly on nuclear geometry. Similarly, electron—
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electron scattering can change significantly along a nuclear
trajectory. The use of SH transition rates allows one to include
geometry and time dependence of electron—phonon and
electron—electron scattering explicitly and at the ab initio level.

As a next step, one can consider two-particle excitations in
the presence of vibrational motions, solve the corresponding
Schrodinger equation, and compute SH transition rates that
include both electron—electron (or electron—hole) and
electron—vibrational energy exchange. Such models can
describe Auger-assisted charge transfer'>'®* and trap-
ping'”*'% by defect states, in which the particle of interest
can exchange energy with both the other particle and
vibrations. Including 3- and 4-particle excitations can allow
one to model Auger-assisted electron—hole recombination and
multiple exciton generation and annihilation.>”'%!>!3*%3¢
Considering 4-particle excitations even in small clusters is
already very expensive at the level of the Schrodinger equation,
requiring solving quantum dynamics in the basis of hundreds
of thousands of states.”® The scaling is similar to configuration
interaction in the electronic structure theory. The LME-SH
technique allows one to consider the most important, few
particle processes at a nonperturbative level, while modeling
evolution of large ensembles of particles.

The current implementation of the LME-SH method uses
the CPA, which is applicable to many nanoscale and bulk
materials, and which creates significant computational savings.
The CPA allows one to model nonequilibrium dynamics of the
quantum (electronic) subsystem using a predetermined
trajectory for the classical (atomic) degrees of freedom. In
ab initio NAMD, one can use a ground state trajectory and
avoid the need to calculate excited state potential energy
surfaces, which constitutes a challenging task. The LME-SH
approach does not require the CPA. Because atomic evolution
is coupled to evolution of an electron ensemble, the method
becomes similar to the mean-field/Ehrenfest approach in the
absence of CPA, because atoms feel the average force of
electrons. The Ehrenfest approach is known to disobey
detailed balance between transitions upward and downward
in energy, required to achieve thermodynamic equilibrium.
Currently, the detailed balance is enforced by eq 17, which is
used in combination with the CPA. If the CPA is not invoked,
the detailed balance can be achieved similarly to the Ehrenfest
approach by introducing nonlinear terms in the electronic NA
Hamiltonian®"'*® and related ideas.'°

Loss of coherence within the electronic subsystem induced
by nuclei can play important roles in condensed phase
simulations.””'”” """ Decoherence effects are missing if nuclei
are treated by classical MD in a straightforward way. While
decoherence corrections are not required in modeling
quantum dynamics occurring within dense manifolds of states,
as in the metallic films simulated here, they become essential
for transitions across significant energy gaps. The LME
provides a natural framework to include decoherence through
the nonunitary terms of eq 2. Decoherence corrections can be
introduced as in the Ehrenfest method,'”''>™'!> and both
decoherence and detailed balance effects can be introduced
simultaneously.”" ' >'*

The LME reduces to the PME in the adiabatic
representation. Similar to SH, simulations can be carried out
in the diabatic representation as well, in which the electronic
Hamiltonian is not diagonal. For example, by using the single
particle basis and adding electron—hole interactions as off-
diagonal terms into the Hamiltonian, one can capture excitonic
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effects. However, in order to represent electron—hole
scattering, one needs to introduce corresponding scattering
rates into the nonunitary terms of the master equations. Such
rates can be obtained using SH expressions as well. Thus, the
approach allows one to consider both coherent electron—
phonon and electron—electron interactions, and incoherent
charge-phonon and charge—charge scattering processes. The
LME-SH technique developed and implemented in this work
provides a general framework for studying efficiently and
realistically quantum dynamics in a broad range of complex
condensed matter systems.
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