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Abstract—Demand Response (DR) policies define the interac-
tions between an energy supplier and its consumers and allow
for customer energy regulation given a supplier request. Given
the high flexibility and controllability of Data Centers (DC), they
are promising candidates to participate in DR for power grid
stabilization. In this work, we consider the setting where an energy
supply deficit event occurs and must be addressed to avoid grid
strain. We present two novel frameworks for DR, where a load
aggregator offers price incentives to a set of consumer DCs so
they can dynamically adjust their electricity consumption and
provide DR to the grid via server usage reductions. Modeling
DCs using realistic cost functions based on Quality of Service
(QoS) requirements of the DC workloads, we present a data-
driven inverse optimization method to estimate DC cost function
parameters for precise and efficient pricing and provide an
algorithm for solving the inverse problem. Experimental results
on two test cases demonstrate the benefits of our proposed DR
mechanisms for energy control.

I. INTRODUCTION

DR is a burgeoning solution to the problem of power in-
stability and peak reduction in the grid. Both energy supply
and demand can vary greatly and their inequality can be costly
to both a utility company/generator and the users it services.
The standard practice is that utility providers must provision
enough capacity to service peak demand. As usage amounts
near the peak are achieved for only brief amounts of time, this
results in inefficiencies and an overall underutilization of energy
resources.

The creation of a robust smart grid armed with a design
for handling supply and demand imbalances is vital and can
allow for both smart energy resource control and the inclusion
of a larger amount of renewable energy resources [1]. By
default, renewables are inherently intermittent (i.e., wind and
solar energy supply varies due to their dependence on weather
occurrences); but, a DR program could be harnessed as a means
of electricity demand management for service stability.

A DR policy requires a market model that encourages user
participation. One such model is Supply Function Bidding
(SFB), which is an incentive-based model frequently used in the
electricity market [2]. In SFB, users submit supply functions as
bids to an aggregator, which specify the energy quantities the
users are committed to alter. The aggregator then uses these

bids to determine a Market Clearing Price (MCP) that is used
to provide a payment to each user for its participation. This
framework has been studied along with the resulting supply
function equilibrium and its uniqueness and existence conditions
[3]. Market efficiency and price bounds have been studied
using parameterized SFB [4]; linear SFB has also been used
to determine the MCP and characterize the efficiency of the
resulting equilibria [5]. A capacity bidding program has also
been proposed to allow for reliable DC DR through aggregation
and DC cooperation [6]. A pricing mechanism using parame-
terized SFB was also used for greening DC DR in the case of
an energy supply deficit [7]. Inverse optimization approaches
have previously been used for estimating cost functions in
addition to bidding in a day-ahead market to find the MCP
and equilibria [8]. Similar methods have also been employed
in the estimation of market bids and forecasting of aggregate
demands of electricity customers [9], [10].

In addition to SFB, price-based models are emerging where
users directly respond to a given price from the aggregator
without bidding. A prediction-based pricing approach was first
used as a DR market design [11]. Online convex optimization
methods have also been presented for DR real-time pricing in
smart grids [12], and supply function bidding/pricing models
have been investigated along with their resulting equilibria [13].
Coincident peak pricing and DC algorithms have also been
demonstrated to avoid the coincident peak and reduce energy
costs [14]. Additionally, real-time pricing approaches using a
Stackelberg game have been presented for geo-distributed DCs
[15]. We recently proposed a simple DC DR formulation using
realistic QoS requirements and an inverse optimization method
for pricing DCs [16].

In this work, we consider DCs as a DR resource due to
their flexibility, capacity, and ease of monitoring and adjustment
[17], [18]. DCs are entities owned by organizations used for
storing, maintaining, and processing data, as well as processing
computationally demanding jobs. As the amount of data in the
world continues to grow (due to connected devices, burgeoning
internet access in developing countries, artificial intelligence,
etc. [19]), DCs will become more prevalent and their electricity
usage will have to be examined and kept in check to avoid grid
strain since they are heavy power consumers. United States DCs
used over 90 TWh of electricity in 2013; by 2020, this usage
is expected to increase to 140 TWh per year and will result in978-1-7281-6127-3/20/$31.00 ©2020 IEEE
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$13 billion per year in electricity bill costs [20]. Due to today’s
COVID-19 crisis, DCs are experiencing increased surges of use
due to the rise of online internet usage for items such as remote
working, e-learning, and entertainment streaming [21], [22]; it
is important to have a means of controlling DC usage while
simultaneously offering much needed flexibility to the grid.

We argue that DR for DCs can accomplish delivering this
flexibility, if provided the necessary policies for smart pricing.
DR programs can harness DC flexibility to allow for the
decrease of energy usage costs by providing financial benefits
from participation [23]. A DR program allows an aggregator
to handle power supply intermittency (e.g., due to renewable
sources) by inducing desired customer responses through pay-
ment incentives.

The main contribution of this paper is to present two novel
policies (Non-Aggregate (NAP) and Aggregate (AP)) of a coor-
dinated DR mechanism utilizing DCs as a means of achieving
desired target load reductions over all DC customers to provide
grid relief in the case of an energy supply deficit. We construct
realistic DC cost functions that capture the provisioning of
QoS by the DC to the jobs it services. We present a means
of reconstructing each cost function by using historical data
observations of the interactions between a load aggregator and
the DCs through an inverse optimization framework along with
a data-driven algorithm for obtaining the best cost function
parameter estimates from the solution of the inverse problem.
We lastly present simulation results for both formulations that
showcase their abilities to effectively achieve desired target
energy load reductions in a critical situation of energy supply
deficiency.

II. PROBLEM FORMULATION

We focus on a DC DR setting which involves an Independent
System Operator (ISO), an aggregator, and a number S of DCs.
We consider a real-time pricing market model where DCs are
given price incentives via the aggregator to dynamically reduce
their power consumption during times of energy supply deficit.
To circumvent the issue of imbalanced supply and demand,
an overall energy usage decrease amount T must be achieved
over all DCs; this amount is determined by an interaction
between the ISO and the aggregator. With this target in mind,
the aggregator attempts to induce each DC to offer DR to the
grid by adjusting its energy consumption such that the overall
energy consumption decrease by the DCs will match the target
decrease value T . For DC i, i ∈ [S] , {1, ..., S}, to use less
energy, it must reduce the number of servers that it has running
from a nominal amount chosen at the upper limit NH

i to a
smaller amount Ni.

Participation in the DR scheme is incentivized via the broad-
cast of a price pi (represents price per unit of energy reduction)
for DC i that is used to calculate the compensation that DC i
can receive for delaying/not completing jobs. The price vector
p = [pi] ∀ i ∈ [S] is obtained via the minimization of a social
cost metric, which is a metric that considers both how well the
desired target load reduction is met and how much QoS cost
the DCs are subject to. Setting the appropriate price requires

knowledge of how each DC responds to a given set price, thus
motivating the use of a cost function estimation method.

We model each DC as a G/G/1 queuing system, where jobs
arrive and are carried out by that DC’s running servers. The
queueing model assumes a single server representing a pooled
resource consisting of all available servers in the DC. We scale
the service process parameters based on the number of available
servers.

Let Ai and Bi denote discrete stochastic processes that
correspond to the number of jobs that arrive and are ser-
viced (and in turn, depart), respectively, at DC i. Specifically,
Ai = {Ai,1, Ai,2, ...} and Bi = {Bi,1, Bi,2, ...} where Ai,t
(respectively, Bi,t) is the random variable representing the
number of arrivals (respectively, departures) in DC i at time
slot t. If we have Ni servers in DC i, the number of jobs
that depart will be scaled based on this Ni, assuming that the
number of jobs serviced per server per unit of time is constant,
on average. We use these processes to obtain an individual
QoS constraint for each DC. Qualitatively, QoS represents the
effectiveness of a DC in completing query jobs. The QoS is
modeled using the probability that the queue length L in the
system exceeds or equals some value U : P [L ≥ U ]. We
want this probability value to be as small as possible. For
DC i, we can use Theorem 6.1.1 from prior work [24] to
approximate this probability with an exponential as: P [L ≥
U ] ∼ e−θ

∗
i U , where θ∗i > 0 is a scalar that depends on the

arrival and service distributions. Specifically, θ∗i is the positive
root to Eq. (1), where ΛAi = limn→∞

1
n logE[eθi

∑n
i=1 Ai ] and

ΛBi = limn→∞
1
n logE[eθi

∑n
i=1 Bi ] are limits of log Moment

Generating Functions (MGF):

ΛAi(θ
∗
i ) + ΛBi(−θ∗i ) = 0. (1)

If we have Ni servers in a DC, the service process will
get linearly scaled. In particular, let Di,t = NiBi,t denote the
number of departing jobs in DC i during time slot t, where
Bi,t is the number of jobs departing from each server. Let Di =
{Di,1, Di,2, ...} denote the stochastic process of departures from
DC i. With this, θ∗i will be the root of Eq. (2), where ΛAi

is
defined previously and ΛDi = limn→∞

1
n logE[eθi

∑n
i=1Di ]:

ΛAi(θ
∗
i ) + ΛDi(−θ∗i ) = 0. (2)

For a QoS constraint, we would like P [L ≥ U ] to be as small
as possible; in turn, we want θi to be as large as possible. We
use this parameter to design DC i’s cost function such that it
yields a small cost for a large θi, and vice versa. We model DC
i’s cost function, Ci(θi), as a convex, non-increasing function,
which can be interpreted as providing better QoS as θi grows.
Example valid cost functions could include scaled exponential
or logarithmic functions.

III. NON-AGGREGATE POLICY (NAP)

We first propose a NAP for describing the interations between
a load aggregator and S DCs. In this non-aggregate formulation,
each DC responds to a given price by the aggregator by solving
its own greedy cost minimization problem; no collaboration

2020 IEEE International Conference on Communications, Control, and Computing Technologies for Smart Grids (SmartGridComm)

Authorized licensed use limited to: BOSTON UNIVERSITY. Downloaded on April 04,2021 at 20:59:54 UTC from IEEE Xplore.  Restrictions apply. 



Fig. 1: A visualization of the NAP.

takes place between the DCs and no resource sharing is per-
mitted.

Figure 1 presents the system where an ISO and aggregator
decide on a target load reduction T and, afterwards, the aggre-
gator then decides on prices [pi], ∀ i ∈ [S], to broadcast to its
DCs to extract flexibility from them via energy usage decreases.
We define a social cost in Eq. (3) that serves as the basis of
how the aggregator determines its pricing scheme:

G(p) = q

(
T −

S∑
i=1

αi(N
H
i −N∗i (pi))

)
(3)

+

S∑
i=1

Ci(θi(N
∗
i (pi))).

The aggregator has its own goal of achieving a load reduction
T over all S DCs due to the supply deficit; this is encompassed
in the first term of Eq. (3) where q is a convex penalty function
and the quantity αi(N

H
i − N∗i (p)) represents DC i’s energy

usage decrease. N∗i (p) is the optimal number of servers DC
i runs when presented with the price pi. The aggregator also
considers the overall DC QoS costs since it wants to encourage
participation in the DR; the second term in Eq. (3) represents the
sum of the QoS costs and it can be considered as a social welfare
term. To find the best DR-inducing price p∗, the aggregator
solves (4):

p∗ ∈ arg min
p≥0

G(p), (4)

where each DC’s cost function, Ci(θi), ∀ i ∈ [S], is needed
to fully represent the social cost in Eq. (3). Complete cost
function information is not directly accessible; thus, we propose
the use of an inverse optimization framework to be used by
the aggregator for cost function parameter estimation that will
be discussed in Section III-B. With correctly estimated cost
functions, the aggregator can fully express the social cost metric
and can solve (4) to determine p∗.

A. Forward Problem - NAP

Each DC i solves a cost minimization problem when respond-
ing to a price pi given by the aggregator. The general forward
optimization problem that DC i solves is defined as:

min
Ni,θi

− piαi(NH
i −Ni) + Ci(θi) (5)

s.t. ΛAi
(θi) + ΛDi

(−θi) = 0,

NL
i ≤ Ni ≤ NH

i ,

where αi represents the amount of energy use per server. We
can interpret pi as the price per unit of energy usage. The first
term in the objective of (5) represents the benefit that DC i will
obtain by reducing its server counts to Ni while the second
term represents a QoS cost that is high when QoS is low (θi
small) and vice versa. In addition, two constraints are placed to
enforce the bounds on the number of servers a DC can run and
ensure a QoS level as shown in Eq. (2).

Regarding the QoS cost, we expect there to be a relation
between the number of servers DC i runs, Ni, and the cost,
Ci(θi). We expect the QoS cost to decrease as the number of
running servers increases since more running servers allows for
more jobs to be competed, and thus, better QoS. Ultimately,
we expect a direct correlation between Ni and θi; this behavior
creates a desired two-way competition in the objective function
of (5). From the objective, we see that a DC would want to
reduce its servers as much as possible to receive the most benefit
for its energy reduction; but, the reduction is limited based on
the QoS cost since QoS cost increases as the number of running
servers decreases.

We assume the arrival and service processes, Ai and Bi, ∀ i,
respectively, are Gaussian distributed. This choice results in the
desired competitive behavior in the objective function of (5) as
discussed in Theorem III.1.

Theorem III.1. Assume Ai and Bi are Gaussian distributed
processes in the QoS constraint of (5). Then, the optimal
solutions N∗i (pi) of (5), ∀ i ∈ [S], will lie somewhere in
the interval specified by the bound constraint in (5), but not
necessarily at the bounds.

Proof. We aim to show that the two terms in the objective
of (5) move in different directions when the input, the server
responses, moves in a given direction.

Assume [θ∗i (p), N∗i (p)] is the optimal solution to problem
(5) for a given price p. Then, this solution must satisfy the
QoS constraint in (5). If we assume Ai and Bi are Gaussian
processes for arrivals and services, the QoS constraint with
scaled service rate becomes, after simplification,

θ∗i (N∗i ) =
2
(
N∗i µ

(i)
B − µ

(i)
A

)
N∗i σ

2(i)
B + σ2(i)

A

, (6)

where [µ
(i)
A , σ2(i)

A ] represent parameters of the arrival process,
[µ

(i)
B , σ2(i)

B ] represent parameters of the service process, and Ni
is the amount of running servers in DC i.

From Eq. (6), it follows that there exists a strictly increasing
function gi that relates θ∗i and N∗i as θ∗i (N∗i ) = gi(N∗i ). With
this, Ci(θ∗i (N∗i )) will be a strictly decreasing function of N∗i ,
as desired.

When solving the forward problem (5), the objective function
has one term (i.e., the payment term) that wants to decrease
server counts while the second term (QoS cost) influences the
server counts to increase. Thus, there is competition in the
objective and the optimal solution to (5) will lie somewhere
in the bound constraints specified in (5) but not necessarily at
the bounds.
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Choosing discrete Gaussian distributions for the arrival and
service processes results in a nonlinear relation between θi and
Ni shown in the QoS constraint of (5). If we take that constraint
and go backwards from the service process ‘per DC’ quantities
Di to the ‘per server’ quantities Bi by scaling the service means
and variances by the amount of running servers Ni, we obtain
the relationship depicted in Eq. (6).

We can remove the QoS constraint from (5) since it will be
solved with equality and can replace θi in (5) with Eq. (6). In
addition, we define a new decision variable as Ñi = Ni −NL

i .
DC i’s forward problem then effectively becomes the following
single variable convex optimization problem that is solved in
response to a set price pi where NU

i = NH
i −NL

i :

min
Ñi

− pαi(NU
i − Ñi) (7)

+ Ci

2
((
Ñi +NL

i

)
µ
(i)
B − µ

(i)
A

)
(
Ñi +NL

i

)
σ2(i)
B + σ2(i)

A


s.t. 0 ≤ Ñi ≤ NU

i .

Other job arrival and service processes may also be used
given that they can yield the same desired result as discussed
in the proof of Theorem III.1.

B. Inverse Problem - NAP

To solve (4), the aggregator must know each DCs cost
function. Through the use of the inverse variational inequality
framework [25], we can use data observations to learn each cost
function by solving an inverse optimization problem.

For a specific price pi|m, each DC i provides a response
Ñi|m; we use a set of M observations of 〈pi|m, Ñi|m〉, ∀ i ∈
[S], ∀ m ∈ [M ] , {1, ...,M} as data observations of the DR
system interactions.

Let us look at our convex, non-increasing cost function,
Ci(θi). We re-define it as: Ci(θi) = kTi c(θi), a product of
a vector of positive scaling parameters ki ∈ IRV

>0 and a
vector of convex, non-increasing constituent functions c(θi) =
(c1(θi), ..., cV (θi)). One can think of these constituent cost
functions as “features” influencing the DCs’ cost associated
with QoS and the specific Service Level Agreements (SLA)
it has promised to its customers.

By using observations of DC responses to prices, we can
solve an inverse optimization problem to learn the coefficients
ki for DC i’s cost function. This parameter vector helps define
the magnitude of the cost that DC i is subject to when reducing
its servers from the nominal amount.

For observed price pi|m, define the objective function
of the forward problem (7) as: φi(Ñi|m,ki,γi,m) =
−pi|mαi(NU

i − Ñi|m) + kTi c(θi(Ñi|m)), where γi,m =

(pi|m, αi, NU
i , µ

(i)
A , µ

(i)
B , σ2(i)

A , σ2(i)

B ). With this notation, we can
set up the inverse problem by applying Theorem 3 from [25]
as:

min
k1,...,kS ,y,ε

‖ε‖∞ (8)

s.t. − ymi ≤ 0, ∀i, ∀m,

− ymi −
∂

∂Ñi|m
φi(Ñi|m,ki,γi,m) ≤ 0, ∀i, ∀m,

S∑
i=1

[
∂

∂Ñi|m
φi(Ñi|m,ki,γi,m)Ñi|m +NU

i y
m
i

]
− εm

≤ 0, ∀m,

where ||ε||∞ = maxm|εm| is the infinity norm of ε =
(ε1, ..., εM ). The inverse problem is a minimization of the norm
of an error such that we have an approximate solution to a
variational inequality problem.

The first constraint in (8) represents the non-negativity of
the dual variable y while the second constraint is derived from
weak duality. The final constraint represents the minimization
of the duality gap ε between the primal and dual problems used
in deriving the inverse.

The inverse problem can be reformulated into a Linear
Program and solved efficiently. By solving (8), the aggregator
can obtain the cost coefficients for all DCs and can then solve
(4) to find p∗.

IV. AGGREGATE POLICY

Fig. 2: A visualization of the AP.

Next, we propose an AP for describing the interations be-
tween a load aggregator and S DCs. In this aggregate formula-
tion, DCs make a collective decision via the solution of a joint
optimization problem when determining their running server
counts and they are permitted to share resources in the form
of servers. This policy is proposed as an alternative to the NAP
with potential benefits due to the option of resource sharing;
also, this AP without any sharing reduces to a problem whose
solution is equivalent to the NAP forward problems’ solutions.

Figure 2 presents the system where an ISO and aggregator
decide on a target T and, afterwards, the aggregator finds a p to
broadcast to its DCs for DR participation. Similar to the NAP,
the aggregator determines the best price vector to broadcast via
the solution of (4), where G(p) is defined as:

G(p) = q

(
T −

S∑
i=1

αi(N
U
i − 1ᵀN∗i (p))

)
(9)

+
S∑
i=1

Ci(θ(N
∗
i (p))),
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and N∗i (p) = [N j∗

i ] ∀ j.
The aggregator must still learn each DCs cost function in

order to solve (4) using Eq. (9) as the social cost. An inverse
optimization approach similar to the one in the NAP is proposed
for cost function estimation.

A. Forward Problem - AP

A single joint optimization problem over all S data centers
must be solved to yield each DCs running server responses
where server sharing is permitted. The solution of this problem
outputs decision variables N j

i , ∀ i ∈ [S], ∀ j ∈ [S], where N j
i

represents the number of servers in DC i that DC j uses.
As in the NAP, we consider each DC i, ∀ i ∈ [S], as a

queuing system characterized by a discrete arrival and service
process. Since DCs can share resources (i.e., servers), we can
think of sharing as re-allocating servers to arrivals; thus, service
parameters will be altered based on how sharing is done.

To model the DC cost functions, we use a convex and non-
decreasing cost function Ci(θi) to model the QoS cost based on
a QoS parameter θi for DC i. Similar to the NAP, we assume
Gaussian arrival and service processes; θi can be expressed as
a function of the number of running servers in a DC as:

θi(N) =
2
(∑S

l=1N
(i)
l µ

(l)
B − µ

(i)
A

)
(∑S

l=1N
(i)
l σ2(l)

B + σ2(i)
A

) , (10)

which is similar to Eq. (6) except that the service process mean
and variances are scaled based on how sharing is done.

The joint forward optimization problem is defined in (11)
where we redefine the decision variables as Ñ j

i = N j
i −NL

i /S
and the argument in the cost function Ci represents the QoS
parameter θi from Eq. (10). In the objective, the first term
represents an aggregate payment for load reduction over all
DCs, the second term represents the cost of foreign server usage
where κ is a known parameter, and the final term represents the
aggregate QoS cost over all DCs.

min
Ñj

i ∀i,j
−

S∑
i=1

piαi(N
U
i −

S∑
j=1

Ñ j
i ) (11)

+ κ
S∑
i=1

∑
j∈{1,...,S}\i

Ñ j
i

+
S∑
i=1

Ci

2
(∑S

l=1

(
Ñ i
l +

NL
l

S

)
µ
(l)
B − µ

(i)
A

)
(∑S

l=1

(
Ñ i
l +

NL
l

S

)
σ2(l)
B + σ2(i)

A

)


s.t. 0 ≤
S∑
j=1

Ñ j
i ≤ N

U
i ∀i.

B. Inverse Problem - AP

As in the NAP, an inverse formulation is proposed to learn
the cost coefficients ki, ∀ i, from the DC cost functions Ci
where each function is defined as Ci(θi) = kTi c(θi). Since
the constraint set of (11) is of similar form as that of (7), we
can form the inverse in the same manner. In this case, the
data observations we provide as input are sets of prices and

DC responses. Specifically, we have M observations of prices
pi|m ∀ i,m and responses N j

i |m ∀ i, j ∈ [S],m ∈ [M ]. For
each observed price, define the objective function of (11) as:

φ(Ñi|m,k1,γi,m) = −
S∑
i=1

pi|mαi(NU
i −

S∑
j=1

Ñ j
i |m)

+ κ
S∑
i=1

∑
j∈{1,...,S}\i

Ñ j
i |m +

S∑
i=1

Ci(θi(Ñ i)),

where γi,m = (p|m,α,NU ,µA,µB ,σ
2
A,σ

2
B) and Ñ

∗
i |m =

[Ñ j
i |m] ∀ j; the inverse problem is then formulated similarly

as in Eq. (8) as:

min
k1,y,ε

‖ε‖∞ (12)

s.t. ymi ≤ 0, ∀i, ∀m,

ymi −
∂

∂Ñ j
i |m

φ(Ñ
∗
i |m,ki,γi,m) ≤ 0, ∀i, ∀j, ∀m,

S∑
i=1

−NU
i y

m
i +

S∑
j=1

∂

∂Ñ j
i |m

φ(Ñ
∗
i |m,ki,γi,m)Ñ j

i |m


− εm ≤ 0, ∀m.

V. SOLVING THE INVERSE PROBLEM

The solutions obtained from solving the inverse problems in
(8) and (12) have been observed to be dependent on the input
data obtained from solving the respective forward problems. For
some set of input observations, incorrect cost parameters can
result from the inverse problem. To obtain the best solution set,
we propose an algorithm that finds the most suitable parameter
sets by using different subsets of input data to obtain parameter
estimates that are evaluated using a validation set.

Algorithm 1 involves forming a training and validation set
of samples where the training set is used to solve the inverse
and obtain a parameter set while the validation data is used
to evaluate the derived parameters, similar to the method used
in [8]. If the validation set is not accurately reconstructed
using the obtained parameters, we re-solve the inverse using
a different allocation of data and continue with this procedure
until the appropriate parameters are defined as based on a
deviation metric dependent on the estimation of the correct
number of running servers obtained from the solution of the
forward problems presented in (7) and (11).

VI. EXPERIMENTAL RESULTS

To compare the two proposed NAP and AP formulations,
we are interested in seeing how well they can be used by an
aggregator to achieve desired target energy reduction amounts.
We look at three performance metrics: 1) social cost, 2) penalty
cost (first terms in both social cost metrics in Eq. (3) and
Eq. (9)), and 3) foreign server counts (unscaled version of the
second term in the objective of (11)).

For our experiments, we consider the simple case of S = 2
data centers. Having a larger S would provide the benefit
of achieving larger target load reduction values as there are
more DCs present to provide relief in the DR. We assume
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each DC cost function has the following form: Ci(θi) =
ki,1E[Ai]e

−ki,2θi , where θi is DC i’s QoS parameter and
E[Ai] = µ

(i)
A is used as an additional scaling parameter to

incorporate job arrival information into the QoS cost function.

Algorithm 1 Obtaining True Cost Parameters In NAP/APs

1: Input: M (amount of sample points), τ (deviation thresh-
old), L (split percentage).

2: Output: θ∗ (true cost parameter set).
3: repeat
4: (a) Partition the M sample points randomly into sets MTR

(for training) and MVA (for validation) using a L/(1−L)
split.

5: (b) Solve the inverse problem using MTR data as input
and obtain the parameter set: θ̂ = {θ̂i}, ∀ i ∈ {1, ..., S}.

6: (c) Solve the forward problem using the prices from
the MV A set and the θ̂’s to obtain the response set:
{N̂ |m}, ∀ m ∈ {1, ...,MV A}.

7: (d) Compare the generated data, {N̂ |m}, ∀ m, to the
real data, {N |m}, ∀ m, using the following deviation
metric:

d = max
m

[
max

∣∣∣N |m − N̂ |m∣∣∣] . (13)

8: until d ≤ τ

As for the aggregator, it wants to learn the coefficients
ki,1, ∀ i ∈ [S], in order to estimate each DC’s cost function;
we assume that it already knows the exponential constituent
functions along with the extra scaling parameters E[Ai] ∀ i.
The true parameter estimates are obtained by solving the inverse
problems for NAP and AP using Algorithm 1. With this, each
DC’s cost function can be estimated and used in finding the
best prices via the minimization of the social cost metric in
(4). For our simulations, we consider the ground truth scenario
where the aggregator has access to DC interaction data needed
to solve the inverse problems and has successfully done so for
both NAP/AP formulations by carrying out Algorithm 1 and, in
turn, has correct knowledge of the true DC cost functions.

We consider two experimental settings where the two DCs
are defined as: 1) DC 1: low arrival rate, low efficiency, DC 2:
high arrival rate, low efficiency, and 2) DC 1: low arrival rate,
high efficiency, DC 2: high arrival rate, low efficiency. Arrival
rates and efficiencies are designed by changing the mean arrival
values µ(i)

A and the αi parameters, respectively, for DC i.
Figures 3a and 3b show the social cost and penalty costs,

respectively, for both NAP and AP formulations over various
target reduction values for Setting 1. Both policies perform
similarly and achieve most target load reductions up to a point
as both DCs are willing to participate in the DR. The costs
heighten at target values close to T = 8000 units of energy due
to the limits of energy reduction over the two present DCs being
reached. If S was larger, more reductions would be possible and
higher T ’s could be reached. The resource sharing aspect in the
AP is not taken advantage of here as the values of the foreign
server counts for Setting 1 in Figure 3c are all close to 0; this is

expected as there is nothing to gain in sharing workloads since
both DCs are similar in efficiency.

Figures 4a and 4b show the social cost and penalty costs,
respectively, for both NAP and AP formulations over various
targets for Setting 2. We see that the AP outperforms the NAP
policy in terms of achieving high target reduction values with
smaller social and penalty costs; this is due to the aspect of
resource sharing. Figure 4c shows the amount of shared servers
in Setting 2 and we see that sharing is increasingly taken
advantage of as the target becomes larger since it becomes
advantageous for DC 2 to transfer workload to DC 1 due to the
efficiency benefit DC 1 can provide. The shared server curve
grows up until a specific point that signifies the limit of the
amount of servers that can be shared between the two DCs.

Ultimately, we see from these experiments that both proposed
policies are able to achieve most desired load reduction values;
but, in certain settings (i.e., Setting 2) the AP outperforms
its non-sharing counterpart NAP policy and achieves a larger
range of target load reduction values at smaller social and
penalty costs. The AP serves as a more robust policy due to the
permission to share servers, albeit at the expense of a resource
transportation cost, and is a practical DR policy that can be
deployed for real-world resource control and management.

VII. CONCLUSION

In this work, we proposed two novel frameworks for DC DR
pricing, modeled DC cost functions using QoS requirements,
presented a data-driven inverse optimization approach for cost
parameter estimation, and displayed experimental results show-
casing the benefits of using a DR program in dealing with a
supply deficit event along with highlighting situations where
one policy would yield stronger performance over the other.

As future work, the two-sided problem where DCs could have
the option of both increasing and/or decreasing consumption
for the case of either a supply deficit or supply surplus using
negative prices sent via the aggregator can be studied in addition
to a possible inclusion of more realistic costs based on cooling,
temperature, and other critical DC operating components in our
formulations.
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