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ABSTRACT
X-ray photon absorption leads to the creation of highly excited species, which often decay through the Auger process. The theoretical treat-
ment of Auger decay is challenging because of the resonance nature of the initial core-excited or core-ionized states and the continuous
nature of the ejected electron. In Paper I [W. Skomorowski and A. I. Krylov, J. Chem. Phys. 154, 084124 (2021)], we have introduced a the-
oretical framework for computing Auger rates based on the Feshbach–Fano approach and the equation-of-motion coupled-cluster ansätze
augmented with core–valence separation. The outgoing Auger electron is described with a continuumorbital.We considered two approximate
descriptions—a plane wave and a Coulomb wave with an effective charge. Here, we use the developed methodology to calculate Auger transi-
tion rates in core-ionized and core-excited benchmark systems (Ne, H2O, CH4, and CO2). Comparison with the available experimental spectra
shows that the proposed computational scheme provides reliable ab initio predictions of the Auger spectra. The reliability, cost efficiency, and
robust computational setup of this methodology offer advantages in applications to a large variety of systems.

Published under license by AIP Publishing. https://doi.org/10.1063/5.0036977., s

I. INTRODUCTION

By providing tunable high-energy radiation, advanced light
sources enable a variety of x-ray based spectroscopies.1–3 Recent
advances in beam quality greatly expanded the possible applica-
tions of x rays, giving rise to a proliferation of techniques, includ-
ing those operating in time-resolved and non-linear regimes.1–5
Fundamentally, these spectroscopies exploit electronic transitions
involving core orbitals, whose localized nature enables the local
environment to be probed, thus providing complementary informa-
tion to valence-based techniques.

As in the case of vacuum ultraviolet (VUV)-based tech-
niques,6 theoretical modeling is required to relate experimental
measurements to molecular structures. Consequently, experimental
advances have stimulated the development of theoretical tech-
niques for core-level transitions.5 Owing to their special properties,

accurate description of core-level states is much more challenging
than the description of valence states.5 Despite significant progress
in extending quantum chemistry to core-level states, theoretical
tools for modeling x-ray spectroscopies are still lagging behind
experimental capabilities, creating a bottleneck for maximizing the
scientific impact of advanced light–source facilities.

Recently, many quantum chemistry methods have been
adapted to treat core-level states by utilizing the core–valence sep-
aration (CVS)7 scheme, which decouples highly excited core-level
states from the continuum of valence excitations and allows one
to describe metastable core-level states by L2-integrable wave func-
tions. By using CVS, many-body methods developed for bound
ionized and excited states have been adapted to treat highly
energetic unbound (with respect to electron ejection) core-level
states. In particular, equation-of-motion coupled-cluster (EOM-CC)
methods8–11 have been extended to model core ionization and core
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excitation processes, including non-linear regimes.12–22 The bench-
marks and applications illustrated the excellent performance of
CVS-enabled EOM-CC methods.14,21,23–26 Moreover, Park et al.27
have recently presented a time-dependent EOM-CC formulation,
which enables calculations of the core spectra without invoking CVS.
This work has also shown that by systematic improvement in cor-
relation treatment, one-electron basis sets, orbital relaxation, and
relativistic effects, the EOM-CC based protocol ultimately delivers
a sub-eV accuracy in core-excitation energies. Importantly, in all
these extensions, the continuum was simply ignored. Consequently,
such calculations are only able to deliver the energies of the core-
level states and intensities of the spectral transitions. The lifetimes
of the core-level states and the respective broadening of the spec-
tral lines could not be computed. In Paper I,28 we presented the
extension of the theory to compute the decay rates of the core-level
states.

The core-level states are Feshbach resonances that can decay
by a two-electron process, called Auger decay, and its non-
local variants—intermolecular Coulomb decay and electron-transfer
mediated decay. As illustrated in Fig. 1, Auger decay is a process
in which an N-electron highly excited core-level state decays into
an N-1 electron valence state and a free electron. The theoreti-
cal framework, described in Paper I,28 is based on the Feshbach–
Fano treatment of resonance phenomena. In this approach, the full
function space is artificially divided into the bound and unbound
spaces, and the resonances are described in terms of the interact-
ing diabatic-like states, representing the bound part of the reso-
nance and the continuum decay channels, respectively. The essential
feature of our formulation of the Feshbach–Fano treatment is the
use of CVS to define the Feshbach projectors. We use EOM-CC
to describe the bound part of the wave function in the initial and
final states of the Auger decay and use continuum orbitals to rep-
resent the Auger electrons. The versatility of the EOM-CC ansätze
facilitates efficient treatment of complex multi-configurational and

open-shell wave functions, as well as systematic inclusion of electron
correlation.

To describe the decay channels, we combine many-body elec-
tronic states described by equation-of-motion coupled-cluster sin-
gles and doubles (EOM-CCSD) with a continuum orbital. In this
work, we approximate the continuum orbital by a plane wave
or a Coulomb wave, which avoids numerical integration in the
calculations of mixed bound-continuum electron-repulsion inte-
grals. The working equations for the calculations of the partial
autoionization widths are expressed in terms of one- and two-
body Dyson functions,29,30 contracted with the bound-continuum
integrals.

In this paper, we illustrate the performance of the newmethod-
ology by calculating Auger decay rates in several well-characterized
systems. Specifically, we considered the non-resonant Auger effect
due to a single K-shell vacancy in the Ne atom and H2O, CH4, and
CO2 (C-edge) molecules and resonant Auger effect in core-excited
Ne (1s→ 3p) and CO2(C1s→ π�u ).

II. THEORETICAL PROTOCOL AND COMPUTATIONAL
DETAILS

Within our approach, the calculations of Auger decay rates
require two essential components: two-body Dyson functions and
mixed bound-continuum two-electron integrals. The two-body
Dyson functions are bound-domain properties, and they are calcu-
lated from appropriate EOM-CC solutions, as illustrated in Fig. 1.
All systems in this study have closed-shell ground states, which
served as reference states in the CCSD and EOM-CCSD calcula-
tions. Initial states for non-resonant Auger decay were obtained
from the ionization potential (IP) variant31,32 of EOM-CCSD with
core–valence separation (CVS-EOM-IP-CCSD, removal of one core
electron), whereas the final states (decay channels) were computed

FIG. 1. Initial and target states corresponding to different types of the Auger effect. Top row illustrates regular Auger decay, which is relevant for x-ray photoionization
spectroscopy (XPS). The initial and decay states can be described by CVS-EOM-IP and EOM-DIP, respectively. The bottom row illustrates resonant Auger decay, which
is relevant to x-ray absorption spectroscopy (XAS). The initial state in resonant Auger decay can be described by CVS-EOM-EE. The decay states can be described by
EOM-IP-CCSD. In resonant participator decay, the initially excited electron is ejected—hence, the decay states are described by 1h EOM-IP operators. In resonant spectator
decay, the initially excited electron remains and another electron is ejected, leading to excited states of the ion that requires 2h1p EOM-IP operators.
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by means of the double ionization potential (DIP) variant33–37 of
EOM-CCSD (EOM-DIP-CCSD, removal of two valence electrons).
This way of generating the final electronic states for the purpose of
interpreting Auger spectra was originally suggested in Ref. 33, where
it has also been shown that various EOM-CC variants can describe
double ionization potentials with an accuracy better than an eV for
small molecules.

For resonant Auger decay, the initial state was computed with
the excitation energy (EE) variant9,38,39 of EOM-CCSD with core–
valence separation (CVS-EOM-EE-CCSD, excitation of core elec-
trons), whereas the corresponding final states were described with
the IP variant of EOM-CCSD (EOM-IP-CCSD, removal of one
valence electron). Core electrons were frozen in all valence calcu-
lations and treated in accordance with the frozen-core CVS pre-
scription14 in the calculations of core-level states. The frozen core
was defined as comprising K-shells on Ne/O/C atoms. Unless stated
otherwise, in bound-state calculations, we employed a fully uncon-
tracted 6-311+G(3df) basis set40,41 for all atoms. As has been recently
shown,23 this one-electron basis offers a good balance between
cost and accuracy for core ionized/excited states. The calculations
were carried out using MP2/aug-cc-pVTZ-optimized structures; the
respective Cartesian coordinates are given in the supplementary
material.

Here, we test two simple approaches for the continuum orbital:
a plane wave and a Coulomb wave expanded in terms of an auxil-
iary basis set of the products of Gaussian and plane wave (GPW)
functions. The details of the implementation of mixed GTO-GPW
integrals are described in Paper I.28 As for the Coulomb wave, the
expansion coefficients in terms of the GPW functions were gener-
ated following the pseudo-partial wave method of Szczygieł et al.42
The parameters of the auxiliary GPW basis set for each energy and
pseudo-partial wave were determined through the optimization by
means of the differential evolution algorithm. For the optimization
procedure, the reference values of the Coulomb wave were gener-
ated on a radial grid from 0 to 2 bohr with a spacing of 0.05 bohr
and from 2 to 10 bohrs with a spacing of 0.1 bohr. Because Auger
decay is a rather local phenomenon, with core orbitals primarily
contributing to the effect, there is no need for a more-extended
representation of the continuum orbital in the calculations of the
two-electron integrals. Based on the numerical tests, we truncated
the pseudo-partial wave expansion at lmax = 6, with each pseudo-
partial wave represented in terms of n = 10 Gaussian components.
The choice of the effective charge for the Coulomb wave is discussed
below.

All electronic structure calculations were carried out with the
Q-Chem package.43,44 The optimization of the GPW basis set for
Coulomb wave expansion was performed with the Mathematica
package.45

III. RESULTS AND DISCUSSION

A. Ne (1s−1)
The K-shell vacancy in the Ne atom has been, arguably, the

most frequently studied example of the Auger effect, both experi-
mentally and theoretically.46,48–52 The Auger spectrum in Ne+(1s−1)
is particularly suitable for in-depth analysis as it features sharp

discrete lines with no vibrational broadening or vibronic coupling,
with easily identified diagram (i.e., main, Koopmans-like) transi-
tions and a satellite structure. Therefore, the Ne+(1s−1) state is often
used as a test case to validate various theoretical approaches for
Auger rates. In the Ne K–LL Auger spectrum, there are five main
lines, corresponding to the formation of the residual Ne2+ ion in the
following states: 1D(2p−2), 1S(2p−2), 3P(2s−1p−1), 1P(2s−12p−1), and
1S(2s−2). Branching ratios for populating those five channels have
been reported a few times, with high consistency of the results.46
This is in contrast to a significant uncertainty in the experimen-
tal determination of the total natural width of the Ne+(1s−1) level.
The reported experimental natural linewidths vary from roughly
0.21 eV to 0.30 eV.48,53–56 In the present work, we refer to the
numbers reported in a recent high-precision spectroscopic study on
Ne+ ions near the K-edge.48 Based on measured photo-ionization
cross sections, the authors determined the total natural width of the
Ne+(1s−1) level to be 261± 5meV, which includes contribution from
both radiative and Auger decay, and the latter can be further split
into one, two, and three-electron emission channels. Here, we focus
exclusively on one-electron Auger decay channels, for which partial
width is estimated to be 242 ± 10 meV, based on relative photoion-
ization cross sections and resonance strengths reported in Table 5/6
of Ref. 48.

Table I shows energies for the main Ne K–LL Auger channels,
calculated with various one-electron basis sets and compared with
the experimental values from Ref. 46. In accordance with the results
of a recent benchmark study,23 the relatively compact 6-311+G(3df)
basis set (fully uncontracted) provides energies of the same quality
as more-sizable Dunning-type bases. Our calculated energies differ
from the experimental ones by 0.5 eV to ∼1.5 eV, which is within the
error bars of the method.14 The remaining error is due to the neglect
of the relativistic contributions,21 higher-order correlation effects,
and an incomplete one-electron basis set. The energies reported in
Table I also neglect the resonance shift, a contribution that is rela-
tively expensive to calculate. It is known that for Auger resonances,
the energy shift �n is a minor correction (usually <0.2 eV57), and
thus, it is well within the error of our main energy term En.

Tables II and III present absolute values and branching ratios
for Ne K–LL Auger transition rates, obtained with different mod-
els for the continuum orbital and compared with the most accu-
rate experimental results. The experimental values for partial widths
reported in the last column of Table II are obtained from the anal-
ysis of the results from Refs. 46 and 48, where we have assumed the
total one-electron Auger width of 242 ± 10 meV from Ref. 48 and
the branching ratios from Ref. 46.

As noted above, we employed a simple model for the contin-
uum orbital: either a plane wave or a Coulomb wave. A Coulomb
wave requires a specification of an effective charge of the residual
ion. Depending on the modeled properties, several protocols for
estimating optimal effective charges have been proposed. We have
tested three different models to generate optimal effective charges.
The first and simplest model employs Slater rules,58 which provide
universal screening constants for each atomic shell. Based on the
Slater rules, the residual ion Ne2+ induces an effective charge equal
to 6.2. Slater rules do not account for differences between sub-shells,
so they predict the same screening due to 2s and 2p electrons. This
limitation has been removed in a couple of other studies aiming to
determine optimal screening constants.47,59,60
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TABLE I. Auger electron energies (in eV) corresponding to K–LL transitions in the core-ionized neon atom (calculated with
the fc-CVS-EOM-CCSD method and various one-electron basis sets).

Channel u-6-311+G(3df) u-aug-cc-pVTZ u-d aug-cc-pVTZ Expt.46

1D (2p−2) 803.62 803.74 803.74 804.30(8)
1S (2p−2) 800.09 800.21 800.21 800.60(8)
3P (2s−12p−1) 781.19 781.24 781.24 782.24(8)
1P (2s−12p−1) 770.50 770.56 770.56 771.71(8)
1S (2s−2) 746.55 746.54 746.54 748.14(8)

TABLE II. Partial and total Auger decay widths (in meV) for K–LL transitions in the core-ionized neon atom. Calculations used
either a plane wave or Coulomb wave (with specified effective charges) to model the outgoing electron.

Plane wave Slater Updated
Channel (Zeff = 0) (Zeff = 6.2) Slatera Zeff ∼�1��r2�b Expt.c

1D (2p−2) 154.9 105.5 109.8 117.5 147 ± 6
1S (2p−2) 4.4 12.2 12.2 10.5 23 ± 1
3P (2s−12p−1) 116.5 19.2 15.0 23.8 15 ± 1
1P (2s−12p−1) 4.8 41.5 43.0 39.2 42 ± 2
1S (2s−2) 19.0 28.0 23.1 27.1 15 ± 1
Total 299.6 206.4 203.1 218.1 242 ± 10
aBased on screening constants optimized for ionic configurations (OHAO model from Ref. 47): Zeff = 5.8/5.8/6.8/6.8/7.8 for
respective channels.
bBased on the size of the vacant valence orbitals: Zeff = 4.9/4.9/5.7/5.7/6.6 for respective channels. For 2s−12p−1 configuration,
the geometrical average is applied.
cExperimental data46,48 derived from Refs. 46 and 48 (see the text for the explanations).

Here, we tested modified Slater rules and resulting effective
charges based on the approach from Ref. 47, where the optimal
screening constants were generated by fitting energies of multiple
atomic and ionic states with the primary configuration of the type
1s22sm2pn. By explicitly including the ionic configurations in the fit,
this model better reflects the physics we aim to describe—namely,
the outgoing electron moving in the field of the Ne2+ ion. We refer
to the effective charges, based on Ref. 47, as “updated Slater” in
Tables II and III.

Following a different approach, one can obtain an effective
charge based on the size of the valence orbital vacated in the Auger
decay. To this end, one can employ the relation for the hydrogen-like
ion,

�r2� = n2

2Z2
eff
�5n2 + 1 − 3�l2��, (1)

which links the size of the orbital �r2� with its effective charge Zeff ,
principle quantum number n, and angular momentum �l2�. For an

TABLE III. Relative widths (given in %) for K–LL transitions in the core-ionized neon atom (calculations with the same models
for the outgoing electron as in Table II).

Plane wave Slater Updated
Channel (Zeff = 0) (Zeff = 6.2) Slater47 Zeff ∼�1��r2� Expt.46

1D (2p−2) 51.7 51.1 54.1 53.9 60.9
1S (2p−2) 1.5 5.9 6.0 4.8 9.5
3P (2s−12p−1) 38.9 9.3 7.4 10.9 6.3
1P (2s−12p−1) 1.6 20.1 21.2 18.0 17.2
1S (2s−2) 6.3 13.6 11.4 12.4 6.1
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atom, all requisite quantities for computing Zeff from this equation
are easily obtainable. As expected, both the updated Slater rules and�r2� approach predict a larger screening due to 2s than 2p electrons
and, consequently, a smaller effective charge for 2p−2 than for 2s−2
configurations of Ne2+. The exact values of the effective charges
for all channels within each model are given in the footnote of
Table II.

As shown in Tables II and III, a plane wave continuum orbital
leads to rather poor results for the Auger partial widths and branch-
ing ratios, although the total width is reasonable and the channel
with the largest intensity (1D) is identified correctly. The results can
be significantly improved when a Coulomb wave with an appropri-
ate effective charge is employed to model the free electron. Indeed,
all tested sets of the effective charges correct absolute and relative
intensities for the 1P and 3P channels, with 1D remaining as the dom-
inant channel. In contrast, the results for the two 1S channels do not
showmuch improvement with any of the tested Coulomb waves. To
investigate this further, Fig. 2 shows how each partial width changes
as a function of the Coulomb wave charge Zeff . One can see that for
1D, 1P, and 3P, one can pick Zeff such that the calculated widths
match the experimental values. Also, as expected, the optimal Zeff
for 1D is smaller than those for 1P and 3P channels. In contrast,
there is no reasonable Zeff that would allow one to adjust theoretical
widths for both 1S channels. This is an illustration of the impor-
tance of the inter-channel coupling for the K–LL Auger decay in
Ne. It was shown previously49 that the two 1S channels strongly mix
with each other and the coupling leads to the redistribution of the
Auger intensities between the two channels.Within the independent
channel model, the present calculations cannot reproduce the effect

of the channel mixing. At the same time, the inter-channel cou-
pling does not affect the sum of the two 1S intensities, and this sum
is reproduced accurately by all Coulomb wave models in Table II.
As to the total Auger width, the last tested model, with effective
charges based on the orbital size, gives the best number, which is still,
however, ∼20 meV off the experimental value. This discrepancy is
mostly due to significantly underestimating the Auger rate for the 1D
channel, which can be traced back to the deficiency of the single-
channel calculations. As shown in Ref. 50, multi-channel approaches
increase the 1D rate by around 10% compared to the single-channel
rate. Overall, the simple model for the continuum orbital based on a
Coulomb wave and an appropriate effective charge is able to repro-
duce the main features and relative intensities of the Ne K–LLAuger
spectrum fairly well, which validates our approach. To resolve the
remaining discrepancies, it is necessary to include the interaction
between the continuum channels, which is beyond the scope of the
present study.

Before discussing the results for the other benchmark systems,
let us address the convergence of the calculated widths with respect
to the details of the computational protocol. The first question is the
convergence with respect to the one-electron basis set used for the
bound domain electronic structure calculations. The Auger widths
for Ne K–LL obtained with three one-electron basis sets, shown in
the supplementary material, are in very good agreement with each
other. The convergence for the widths is as good as for the energies
(see Table I). This is simply because within our approach, the one-
electron basis set only affects the two-body Dyson functions (i.e.,
properties purely from the bound domain), whereas the continuum
orbital is separated from the bound domain and it is described with
a different function. Therefore, it is more important to address the

FIG. 2. Theoretical partial and total Auger decay widths for K–LL transitions in core-ionized Ne as a function of the Coulomb wave charge compared with experimental
data46,48 (shown as the horizontal red line with shaded areas indicating error bars as given in Table II).
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FIG. 3. Convergence of the partial decay widths for K–LL transitions in core-
ionized Ne with respect to pseudo-wave expansion of the Coulomb wave function.
Calculations are performed with Zeff = 6.2.

convergence with respect to the parameters used to model the con-
tinuum orbital. While the representation of a plane wave does not
involve approximations, for a Coulomb wave, we employ the auxil-
iary basis set and the pseudo-partial wave expansion. Figure 3 shows
how the partial widths converge with respect to the pseudo-partial
waves (for Zeff = 6.2). For all channels, the convergence is rather fast,
and already, for lmax = 6, the results have essentially converged. This
is encouraging, given that the scattering energies considered here are
on the order of 800 eV and standard partial wave expansion would
require many more terms.

B. H2O (1s−1)
Similar to the Ne atom, the Auger electron spectrum due to a

single K-shell vacancy in a water molecule has been the subject of
extensive studies, both theoretical and experimental.61–67 Numerous
theoretical investigations have revealed the effects of nuclear dynam-
ics, electronic correlation, and satellite transitions in the Auger pro-
file of H2O.61,64,66 Decay of the single core vacancy in H2O is of the
K–LL type, and to a large extent, it is reminiscent of the correspond-
ing K–LL decay in the isoelectronic Ne atom. However, the lower
symmetry of H2O results in a large number of distinct final chan-
nels with two vacancies in the valence shell. Additionally, Franck–
Condon broadening leads to a broad spectral profile, in contrast to
discrete lines observed in the Auger spectrum of atomic neon. A
simple molecular orbital picture permits the division of the main
Auger transitions in H2O into three regions: (1) from ∼500 eV to∼485 eV, where two electrons are removed from the outer-valence
shell (3a11b11b2), (2) from ∼480 eV to ∼460 eV, where one elec-
tron is removed from the outer-valence shell and another one from
the inner valence shell (2a1), and (3) from ∼460 eV to ∼450 eV,
where two electron are removed from the inner-valence shell (2a1).
As shown by the experimental Auger spectrum in the upper panel
of Fig. 4, the largest intensity appears in the first region, at its
high-energy end, similar to the Ne atom.62

Table IV shows the results of our calculations for the main
Auger transition channels in H2O. We tested two models for the
continuum orbital: a plane wave and a Coulomb wave with a uni-
form effective charge of 4.9 for all channels, which is derived from
the Slater rules applied to an isolated oxygen atom. The computed

Auger spectra are shown in the two lower panels of Fig. 4; these pro-
files were obtained by convolution of the calculated intensities with
a Gaussian function with a fixed full width at half maximum equal
to 1.0 eV. Table IV also includes the transition rates computed by
Inhester et al.,61 which are themost accurate in terms of reproducing
the experimental profile and can serve as the reference for individual
partial widths.

The analysis of Table IV and Fig. 4 shows that our method is
able to reproduce the main features of the spectrum; however, some
of the channel rates are significantly over- or under-estimated. The
model with the plane wave assigns much too high an intensity to
triplet channels (depicted with green bars in Fig. 4) between 480 eV
and 475 eV. This is rectified when the Coulomb wave is employed
to represent the continuum orbital: according to Table IV, the rates
for triplet channels obtained with the Coulomb wave agree well with
the reference theoretical data. A shortcoming, which is not reme-
died by the Coulomb wavemodel, is the overestimation of the lowest
1A1 channel and the underestimation of the highest 1A1 and 1B1
channels. As in the case of Ne, this problem can be traced back
to the inter-channel coupling, neglected in our approach. Indeed,

FIG. 4. Experimental62 and computed Auger spectra for the singly ionized water
molecule. Middle and bottom panels show the calculations with a plane wave
and a Coulomb wave, respectively. Theoretical curves obtained from the stick
spectra by assuming a constant Gaussian broadening of 1.0 eV FWHM. Dark-
blue sticks correspond to singlet channels, while green sticks correspond to triplet
channels.
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the 1A1(2a−21 ) channel with two inner vacancies corresponds to the
(2)1S channel in Ne decay for which the rate was also significantly
overestimated, whereas the two channels with the highest energy [1D
and (2)1S] turned out to be underestimated. Our results, which sig-
nificantly overestimated the lowest 1A1 channel rate, are in line with
the previous calculations based on the Stieltjes imaging or Dyson
propagator methods.65,68 Calculations from Ref. 61 have also shown
that it is necessary to include nuclear dynamics effects to obtain
the correct shape of the peaks at the high-energy end and that a
homogeneous broadening is not sufficient.

Using water as an example, we can illustrate the impor-
tance of electronic correlation and configuration mixing for the
Auger widths. The magnitude of these effects for different chan-
nels can be estimated from the norms of the corresponding two-
body Dyson functions. For the diagram transitions in H2O, these
norms vary between 1.92 and 1.55 (the complete data are given in
Table S2 of the supplementary material), whereas for the uncor-
related Hartree–Fock/Koopmans states, the norms are exactly 2.
These numbers show that configuration mixing and electronic cor-
relation are important not only for the peak positions but also for
the widths of the Auger peaks, i.e., the decay widths would be
affected by at least 5%–25% due to the norms of the Dyson functions
alone.

As to the total Auger decay width, our models yield 175.1 meV
for a plane wave and 121.7 meV for a Coulomb wave with Zeff
= 4.9; these numbers should be compared with the experimen-
tally determined natural linewidth of K-shell vacancy in H2O of

TABLE IV. Energies (in eV), total (Γtot) and partial (Γi ) widths (in meV) for the main
channels in the Auger decay of K-shell ionized water. Calculations of the widths
used either a plane wave or a Coulomb wave with effective charge Zeff = 4.9 for
all channels.

Γi (meV)

Theory from
Channel Energy (eV) Zeff = 0 Zeff = 4.9 Ref. 61

3B1(3a−11 1b−11 ) 499.07 3.3 0.5 0.4
1A1(1b−21 ) 498.09 17.6 13.3 19.0
1B1(3a−11 1b−11 ) 496.61 18.5 12.7 18.0
3A2(1b−11 1b−12 ) 495.07 0.0 0.0 0.0
1A1(3a−21 ) 493.49 11.1 8.9 13.1
1A2(1b−11 1b−12 ) 493.31 16.6 10.7 15.2
3B2(3a−11 1b−12 ) 493.17 2.4 0.4 0.3
1B2(3a−11 1b−12 ) 491.04 13.5 9.5 13.2
1A1(1b−22 ) 486.32 6.8 7.1 9.8
3B1(2a−11 1b−11 ) 480.47 24.7 4.1 3.0
3A1(2a−11 3a−11 ) 478.69 23.2 3.8 2.6
3B2(2a−11 1b−12 ) 474.79 18.1 2.9 1.6
1B1(2a−11 1b−11 ) 473.73 1.6 9.5 10.0
1A1(2a−11 3a−11 ) 472.42 3.6 13.6 11.0
1B2(2a−11 1b−12 ) 467.51 1.4 6.3 6.6
1A1(2a−21 ) 453.93 9.3 15.3 4.1

Γtot 175.1 121.7 145.6

160 ± 5 meV.69 Thus, as for Ne, the model with the plane wave
overestimates the total width, whereas the Coulomb wave underes-
timates it. The underestimation is expected because our calculations
only account for a single-electron Auger decay pathway, neglecting
other possible pathways such as radiative decay or via coupling to
the continua with two ormore Auger electrons.Moreover, we do not
perform full diagonalization of the EOM-CCHamiltonian: the chan-
nels included in the total rate are those with Auger electron energies
down to 450 eV, and any contribution from the lower energy range
is neglected. Therefore, our model with the Coulomb wave provides
a lower bound of the total lifetime.

C. CH4 (1s−1)
In terms of symmetry, CH4 is an intermediate case between

the isoelectronic Ne atom and the H2O molecule. Its ground-state
configuration is 1a212a211t62 , with degenerate t2 orbitals. From this
closed-shell configuration, one can derive seven main channels for
the K–LL Auger decay, which is fewer than for H2O (16) but more
than for Ne (5). The Auger electron spectrum for CH4 following
single K-shell ionization has been measured a few times with differ-
ent techniques, yielding very consistent shapes.70–72 The spectrum
is simple and features three distinct peaks of decreasing intensity,

FIG. 5. Experimental70 and computed Auger spectra for the singly ionized methane
molecule. Middle and bottom panels show the calculations with a plane wave and
a Coulomb wave, respectively. Theoretical curves obtained from the stick spectra
by assuming a constant Gaussian broadening of 2.0 eV FWHM. Dark-blue sticks
correspond to singlet channels, while green sticks correspond to triplet channels.
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when moving from high to low electron kinetic energy (see the
upper panel of Fig. 5), with peak maxima located around 250.0 eV,
237.5 eV, and 229.6 eV. Similar to H2O, the three peaks represent
transitions to doubly ionized states with holes in either (1) the outer
valence shell only, (2) both outer and inner valence shells, or (3)
the inner valence shell only, with the first case yielding the largest
intensity.

Table V and Fig. 5 show the results of our calculations of Auger
spectra for CH4. The Coulomb wave effective charge of 3.6 is based
on the Slater rules applied to an isolated C atom. Just as with Ne
and H2O, the main effect of the Coulomb wave is the reduction of
the intensity in the triplet T2 channel, which is considerably over-
estimated by the plane wave model. The model with the Coulomb
wave reproduces all main features of the spectrum quite well; how-
ever, there is still an imbalance between the intensities for the singlet
decay channels. Our model also neglects the contributions from the
shake-up satellite transitions, which affect the spectrum in the region
around 240–250 eV.73

For the total one-electron K–LL Auger width, our models with
the plane wave and Coulomb wave predict 95.0 meV and 66.8 meV,
respectively. These total widths include contributions from all EOM-
CC channels down to 228 eV. Direct comparison with the experi-
mentally determined natural linewidth of the 1a−11 core–hole state
in CH4 is more difficult, as values reported from different mea-
surements vary significantly, ranging from 83 ± 10 meV to 120± 10 meV.74–77 Nevertheless, it is clear that the model with the
Coulomb wave tends to underestimate the total width, while the
model with the plane wave gives a better estimate of the total width,
likely as a consequence of a fortuitous error cancellation.

D. CO2 (C-edge 1s−1)
CO2 is another small molecule being extensively used for

benchmark studies in core-level spectroscopies. It has two distinct
K–LL Auger spectra due to ionization from either carbon or oxy-
gen K-shell, and both have been reported and scrutinized several
times.62,78–83 Here, we focus only on the carbon K–LL Auger spec-
trum, as due to symmetry, we can apply our models for the con-
tinuum electron in a straightforward manner. Outside the K-shell,

TABLE V. Energies (in eV), total (Γtot) and partial (Γi ) widths (in meV) for the main
channels in the Auger decay of K-shell ionized methane. Calculations of the widths
used either a plane wave or a Coulomb wave with effective charge Zeff = 3.6 for all
channels.

Γi (meV)

Channel Energy (eV) Zeff = 0 Zeff = 3.6

3T1 252.27 0.1 0.0
1E 251.59 17.0 10.7
1T2 250.22 24.7 16.0
1A1 248.36 0.6 6.0
3T2 243.23 42.1 6.8
1T2 237.63 2.5 14.2
1A1 229.73 8.0 13.1

Γtot 95.0 66.8

the electronic configuration of CO2 in the ground state is given
as follows: (3σ2g )(2σ2u)(4σ2g )(3σ2u)(1π4u)(1π4g). It has a much larger
number of possible channels with two hole vacancies in the valence
shell than H2O and CH4. The experimental Auger spectrum from
the carbon K-edge, shown in the upper panel of Fig. 6, has most of
its intensity gathered in the two largest peaks around 250 eV. There
are also two pronounced sharp peaks at a higher kinetic energy
(254–258 eV) and a series of much broader peaks at lower ener-
gies from 245 eV to 225 eV. Table VI and Fig. 6 show the com-
puted Auger spectra. In the calculations with the Coulomb wave,
we assumed the effective charge of 3.6 (same as in CH4), centered
on the carbon atom. The convergence pattern of the pseudo-wave
expansion of the Coulomb wave for selected channels in CO2 is
illustrated in the supplementary material. As one can see, both of
our models reproduce the experimental spectrum quite well, and
the predicted relative intensities and positions of the peaks allow
for unique assignment of the observed features in the spectrum.
Interestingly, even with the simplest model of the plane wave, the
overall shape of the spectrum is as good as in the model with the
Coulomb wave. However, the analysis of Table VI clearly shows
that the plane wave orbital largely overestimates the contributions

FIG. 6. Experimental78 and computed Auger spectra for carbon K-edge in CO2.
Middle and bottom panels show the calculations with a plane wave and a Coulomb
wave, respectively. Theoretical curves obtained from the stick spectra by assum-
ing a constant Gaussian broadening of 0.7 eV FWHM. Dark-blue sticks cor-
respond to singlet channels, while green sticks correspond to triplet channels,
respectively.
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TABLE VI. Energies (in eV), total (Γtot) and partial (Γi ) widths (in meV) for the main
channels in the Auger decay of carbon-edge K-shell ionized CO2. Calculations of the
widths used either a plane wave or a Coulomb wave with effective charge Zeff = 3.6
for all channels.

Γi (meV)

Channel Energy (eV) Zeff = 0 Zeff = 3.6

1�g(1π−2g ) 259.23 1.0 0.7
1Σ+

g (1π−2g ) 258.68 0.3 0.2
3Πu(1π−1g 3σ−1u ) 256.09 2.5 0.6
1Πu(1π−1g 3σ−1u ) 255.39 0.7 0.8
1Πg(1π−1g 4σ−1g , 1π−1u 3σ−1u ) 254.84 2.2 1.6
1Σ+

g (3σ−2u , 4σ−2g ) 252.18 1.1 3.1
3Σ+

u(4σ−1g 3σ−1u ) 252.01 3.3 0.7
1�g(1π−2u ) 250.08 10.0 6.3
3Πu(4σ−1g 1π−1u ) 249.75 8.1 1.6
1Σ+

g (1π−2u ) 249.28 2.4 3.0
1Πg(3σ−1u 1π−1u , 4σ−1g 1π−1g ) 248.41 4.5 2.9
1Πu(4σ−1g 1π−1u , 3σ−1u 1π−1g ) 247.67 0.4 2.7
1Σ+

u(4σ−1g 3σ−1u ) 243.40 0.1 1.4
1Σ+

g (4σ−2g , 3σ−2u ) 243.02 3.0 1.8
3Πu(2σ−1u 1π−1g ) 238.49 3.8 0.9
1Πu(2σ−1u 1π−1g ) 237.02 0.7 1.7
3Σ+

u(3σ−1g 3σ−1u , 4σ−1g 2σ−1u ) 234.67 5.7 1.0
1Σ+

g (2σ−1u 3σ−1u , 3σ−1g 4σ−1g ) 234.17 2.3 6.4
3Πu(3σ−1g 1π−1u ) 230.72 7.6 1.5
1Πg(2σ−1u 1π−1u , 3σ−1g 1π−1g ) 226.77 3.4 2.2

Γtot 76.1 48.9

from the triplet channels, the behavior observed in other studied
molecules. At the same time, the overestimated triplet channels are
located energetically relatively close to the singlet channels, which
are truly populated in the Auger decay. Therefore, even though
the exact assignment of the peaks based on the calculations with
the plane wave can be incorrect, the total shape of the spectrum
might turn out surprisingly well, particularly for larger molecules
with many accessible final states contributing to the observed sig-
nal. As shown above, also for CO2, the Coulomb wave reverses the
Auger transition intensities from triplet to singlet channels. Interest-
ingly, the Coulomb wave also performs quite well for the channels
with highest kinetic energy dominated by two vacancies in the high-
est occupied molecular orbital, 1πg , which, for symmetry reasons,
does not contain carbon character. Overall, the Coulomb wave per-
mits the interpretation of the main features in the CO2 Auger spec-
trum, which agrees very well with the previously published results
based on ADC(2) calculations and the atomic two-hole population
analysis.78,79,81 The main discrepancy from the measured spectrum
occurs around the region with two relatively broad peaks centered
at around 244 eV and 240 eV. In this region, our EOM-DIP calcu-
lations yield two almost degenerate channels (1Σ+

u and 1Σ+
g ), with an

energy difference of only 0.4 eV and centered at 243 eV. One impor-
tant aspect, which is neglected in our study, is nuclear dynamics and
broadening of the Auger spectrum due to the vibrational structure

in the initial and final states. Theoretical spectra depicted in Fig. 6
assumed a fixed Gaussian profile with the FWHM of 0.7 eV. This is
a crude approximation, given that the fits to the experimental spec-
trum yielded the widths of the peaks varying from 0.3 eV up to a few
eV.78 The effect of the nuclear dynamics contributes also to the shift
of the peaks relative to the vertical Auger transitions assumed in our
work.

For the total one-electron Auger decay rate, our models yield
76.1 meV and 48.9 meV for the plane wave and the Coulomb wave
continuum orbitals, respectively. Reported experimental widths for
the C 1s−1 state of CO2 vary between 70 meV and 100 meV.84–86
The underestimation of the total width should be attributed mostly
to the fact that our calculations neglect the contributions from the
lower energy range of the Auger spectrum (below 226 eV) where
numerous doubly excited states contribute considerably to the state
lifetime.

E. Ne (1s−13p )
In the resonant Auger process, the initial state for auto-

ionization is created by a resonant excitation of a core electron to

FIG. 7. Experimental88 and computed resonant Auger spectra following 1s→ 3p
transition in the Ne atom. The middle and bottom panels show calculations with a
plane wave and a Coulomb wave, respectively. Theoretical curves were obtained
from the stick spectra by a assuming constant Gaussian broadening of 0.1 eV
FWHM and normalized to the height of the dominant 2F channel. All theoretical
peaks corresponding to spectator-type transitions were shifted by 10.1 eV to match
the position of the experimental 2F channel.
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a vacant valence orbital (see Fig. 1). Due to the coupling between
the excited electron and the remaining core, there is a significant
increase in the number of possible decay channels compared to
the regular Auger process. Additionally, a more diffuse character
of the initial core-excited state makes shake-up and shake-down
processes more pronounced. Therefore, the resonant Auger spectra
have more complicated patterns and pose a greater challenge to the-
ory. As the first example here, we consider the Auger decay following
the 1s → 3p(1P1) excitation in the Ne atom. The relaxation of the
1s−13p1 1P1 state proceeds via multiple autoionization (Auger
cascade), with one Auger electron ejected after another.89–91 Here,
we consider only the first step of this process in which singly charged
Ne+ ions are formed. The top panel in Fig. 7 shows the experimen-
tal Auger emission spectrum of 1s−13p1 Ne, covering the energy
range from 800 eV to 820 eV, where most of the intensities are
located. There are three main classes of Auger processes occur-
ring in the decay of 1s−13p1 Ne: (a) spectator processes of the type
1s2s22p63p→ 1s2(2s2p)63p + e−, where the initially excited electron
does not participate in the autoionization, (b) shake-up processes
of the type 1s2s22p63p → 1s2(2s2p)64p + e−, where there is addi-
tional excitation to the higher Rydberg level, and (c) participator
processes of the type 1s2s22p63p → 1s2(2s2p)7 + e−, where the elec-
tron from the Rydberg orbital participates directly in the autoion-
ization. From the previous studies, it is well known that the decay
of the 1s−13p1 state is dominated by the spectator processes.90–92
The highest peaks in Fig. 7 can be assigned to channels with
Ne+ valence configurations of 2s22p4(1D)3p. There are also signifi-
cant contributions from shake-up transitions with the final valence
configurations of 2s22p4(1D)4p, while participator processes are the
least important.

Table VII shows the results of our calculations compared with
available experimental data. Here, we employ the fully uncontracted
d aug-cc-pVTZ basis set to describe the Rydberg-like 3p/4p orbitals.

As far as channel energies are considered, our computational model
describes well only the participator channels and performs rather
poorly for the spectator or shake-up transitions, which are blue-
shifted by around 10 eV, despite using a one-electron basis set with
additional diffuse functions. As the initial excitation energy for 1s→ 3p transition is well reproduced in our model (866.86 eV vs the
experimental value of 867.13 eV), the underestimated channel ener-
gies are the consequence of a poor description of Ne+ excited Ryd-
berg states. When the closed-shell Ne atom serves as a reference
state for the EOM-CC calculations, Ne+ excited states dominated
by configurations such as 1s2(2s2p)63p or 1s2(2s2p)64p can only be
obtained by means of double excitations (i.e., 2h1p configurations
from Fig. 1) or higher. Therefore, due to the lack of 3h2p excita-
tions in the EOM-IP-CCSD model, these states are described less
accurately than the states of 1h character. The resulting insufficient
description of correlation and relaxation effects results in ∼10 eV
errors.

As in the above examples, we computed Auger partial widths
with either a plane wave or Coulomb wave to model the contin-
uum electron. For the Coulomb wave, the chosen effective charge
Z = 5.85 for participator channels and Z = 6.2 for spectator chan-
nels (it is assumed that screening by the spectator electron is neg-
ligible). To facilitate the comparison of the computed Auger inten-
sities with the experimental data, the theoretical spectra shown in
Fig. 7 were obtained in such a way that all peaks due to the chan-
nels with an occupied Rydberg level have been shifted by 10.1 eV
in order to match the experimental position of the most intense
peak at 811.5 eV, which is due to the 2F(2s22p4(1D)3p1) channel.
Additionally, theoretical spectra have been normalized to the height
of the dominant peak, and a constant broadening of 0.1 eV with
a Gaussian envelope has been introduced. The agreement between
the calculated and experimental spectra is only qualitative. Our
calculations correctly describe the relative intensities of the most

TABLE VII. Energies (in eV), total (Γtot) and partial (Γi ) widths (in meV), and relative intensities Ii for the Auger decay of the 1s → 3p core-excited Ne atom from present
calculations compared with experimental data. Calculations of the widths used either a plane wave or a Coulomb wave with effective charge Zeff = 5.85 for 1h-type channels and
Zeff = 6.2 for 2h1p-type channels. Relative intensities Ii are given in % with respect to the intensity of the dominant 2F channel.

Energy (eV) Γi (meV) Ii

Channel Present Expt.87 Zeff = 0 Zeff = 5.85/6.2 Zeff = 0 Zeff = 5.85/6.2 Expt.88

2P(2s22p5) 845.52 845.47 1.0 0.7 2.3 2.4
2S(2s12p6) 818.39 818.56 1.0 0.02 2 0.1
2P(2s22p4(3P)3p1) 803.65 814.04 6.6 4.5 15 15 3
2F(2s22p4(1D)3p1) 801.46 811.54 43.5 29.2 100 100 100
2D(2s22p4(1D)3p1) 800.66 811.18 33.3 22.4 76 76 73
2P(2s22p4(1D)3p1) 799.33 811.28 10.7 8.6 25 29 37
2P(2s22p4(3P)4p1) 798.64 809.07 3.1 5.3 7 18
2P(2s22p4(1S)3p1) 796.21 807.70 9.5 6.8 22 23 32
2F(2s22p4(1D)4p1) 794.75 806.28 29.2 19.7 67 67
2D(2s22p4(1D)4p1) 794.57 806.17 18.2 12.3 42 42
2P(2s22p4(1D)4p1) 794.21 806.16 5.0 3.4 12 12
2P(2s22p4(1S)4p1) 792.57 802.52 2.0 4.0 4 14

Γtot 163.6 117.3

J. Chem. Phys. 154, 084125 (2021); doi: 10.1063/5.0036977 154, 084125-10

Published under license by AIP Publishing

https://scitation.org/journal/jcp


The Journal
of Chemical Physics ARTICLE scitation.org/journal/jcp

pronounced transitions; however, there is a mismatch in the posi-
tions and intensities of the satellite peaks. Relative intensities
obtained with the plane wave and the Coulomb wave are almost
identical, while there is a significant reduction in the absolute widths
when the Coulomb wave is employed. This behavior can be related
to the fact that the vast majority of the probed decay channels have
2s22p4(1D)3p/4p configurations, which are associated with the emis-
sion of the d-wave electron. As we have seen in the case of regular
Auger decay for the 2s22p4(1D) channel (d-wave emission), using
the Coulomb wave with an effective charge of Zeff = 6.2 reduces
the Auger intensity by ∼1/3 relative to the plane wave calculation
(see Fig. 2 and Table II). Here, the performance is the same because
the Rydberg electron from the 3p/4p orbital is not expected to
impact significantly short-range electronic density near the nucleus,
which is important for the Auger process. Within the same elec-
tronic configurations, the relative Auger intensities are mostly deter-
mined by geometrical and symmetry factors (state degeneracy),
and therefore, they remain largely unaffected by the change in the
form of the employed scattered wave. Similar behavior of the abso-
lute and relative Auger intensities for these transitions has been
observed in recent ab initio calculations based on the RASSCF wave
function.93

Our estimates of the total width are 163.6 meV and 117.3 meV
based on the plane wave and Coulomb-wave continuum orbital,
respectively. These numbers are significantly below the most-recent
experimental determination of the natural linewidth of the Ne
(1s−13p) level, which is 248 ± 2.48 Our calculations, however, cover
the channels from the energy range down to 780 eV, thus neglecting
significant contribution to the total width from the p-wave region
between 770 eV and 780 eV.93

F. CO2 (C-edge, 1s → π∗)
To assess the performance of our model for molecular reso-

nant Auger decay, we chose the C-edge core-excited 1s → π∗u (1Πu)
transition in CO2 as a test case. This state has been thoroughly
investigated and has proven to be challenging for precise compu-
tational modeling due to both geometrical effects and the complex
pattern of possible decay channels.94–97 In particular, the Renner–
Teller effect in the core-excited 1Πu state makes the Auger spectra
highly sensitive to the exact excitation energy.98 After the degener-
acy of the 1Πu state is lifted for the bent geometry, two overlapping
resonant states appear, and non-adiabatic quantum-dynamical cal-
culations are required to properly account for possible vibrational
and electronic interferences.

The measured resonant electron Auger spectrum following C
1s → π∗u (1Πu) excitation in CO2 is shown in the uppermost panel
of Fig. 8. Previous theoretical studies utilizing comparisons with
valence photoionization and normal Auger spectra delivered a satis-
factory interpretation of the resonant Auger CO2. The region above
the electron kinetic energy of 270 eV (a binding energy of less than
20 eV) is exclusively due to the participator transitions to CO+

2 states
with one hole in the orbital from the outer valence shell (1π−1g , 1π−1u ,
3σ−1u , or 4σ−1g ). Additional contributions from the participator-like
transitions to states with a single hole in the inner valence shell
(2σ−1u or 3σ−1g ) are located between 250 eV and 255 eV (with the
binding energy of 35–40 eV). The rest of the spectrum, including all
peaks with the electron kinetic energy between 255 eV and 270 eV,

FIG. 8. Experimental94 and computed resonant Auger spectra following carbon-
edge 1s→ π∗u excitation in CO2. Middle and bottom panels show the calculations
with a plane wave and a Coulomb wave, respectively. Theoretical curves are
obtained from the stick spectra by assuming a constant Gaussian broadening of
0.7 eV FWHM. Dark-blue sticks represent participator channels, while magenta
sticks are spectator channels.

can be assigned to the spectator decay, where the final CO+
2 states

have dominant configurations with two holes in the valence shell
and the excited electron in the π∗u orbital.

Table VIII and Fig. 8 show the results of our calculations. Sim-
ilar to the resonant Auger spectrum in Ne, for the model with the
Coulombwave, we applied two different effective charges: Zeff = 3.25
for participator channels and Zeff = 3.6 for spectator channels, which
are derived from Slater rules applied to the isolated C atom with
the assumption that the electron from the outer π∗u orbital does
not contribute to the screening. Our theoretical spectra only partly
reproduce the experimental features. Clearly, our estimates are more
accurate for participator channels than for spectator channels. Our
models correctly identify the highest peak due to the 2Πu(π−1u ) state.
Also the relative intensities and positions of the other participa-
tor channels are reproduced reasonably well. The model with the
Coulomb wave does a better job, as the plane wave overestimates
the intensities of the two 2Σ+

g participator states. Our calculations
fail with regard to the spectator channels. In our model, the onset
of spectator channels appears at around 262 eV (a binding energy
of 28 eV), while that in the measured spectrum is around 268 eV
(a binding energy of 22 eV). As in the Ne case, this error can be
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TABLE VIII. Energies (in eV), total (Γtot) and partial (Γi ) widths (in meV) for the main
channels in the Auger decay of 1s→ π∗ C-edge core-excited CO2 from the present
calculations. Calculations of the widths used either a plane wave or a Coulomb wave
with effective charge Zeff = 3.25 for 1h-type channels and Zeff = 3.6 for 2h1p-type
channels. Calculations of the total width Γtot include channels with an Auger electron
energy down to 250 eV.

Γi (meV)

Energy
Channel (eV) Zeff = 0 Zeff = 3.25/3.6

2Πg(1π−1g ) 276.77 0.4 0.14
2Πu(1π−1u ) 272.60 10.2 7.1
2Σ+

u(3σ−1u ) 272.37 2.6 1.9
2Σ+

g (4σ−1g ) 270.99 9.0 0.3
2Σ+

u(2σ−1u ) 255.06 1.2 0.8
2Σ+

g (3σ−1g ) 254.07 8.9 0.7
2Πu(1π−2g π∗u , 1π−2u π∗u ) 262.23 1.0 0.7
2Πu(1π−2g π∗u , 1π−2u π∗u ) 261.61 0.9 0.5
2Πu(1π−2u π∗u , 1π−2u π∗u ) 260.67 0.5 0.4
2Σ+

g (1π−2g σ∗g ) 259.28 0.4 0.02
2Σ+

g (1π−1g 3σ−1u π∗u ) 258.06 0.8 0.5
2Σ+

u(1π−1g 4σ−1g π∗u , 1π−1u 3σ−1u π∗u ) 258.00 0.7 0.5
2Σ−u (1π−1u 1π−1g σ∗g ) 257.76 0.2 0.1
2Σ+

u(1π−1u 1π−1g σ∗g ) 257.47 0.6 0.4
2Σ−g (1π−1g 3σ−1u π∗u ) 257.47 0.1 0.2
2Σ−g (1π−1g 3σ−1u π∗u ) 257.34 0.1 0.1
2Πu(1π−2g π∗u , 1π−1g 3σ−1u σ∗g ) 257.26 1.0 0.8
2Σ−u (1π−1g 4σ−1g π∗u ) 257.13 0.4 0.3
2Σ−g (1π−1u 4σ−1g π∗u ) 256.48 1.2 0.3
2Σ−g (1π−1u 4σ−1g π∗u ) 256.03 1.2 0.5
2Πu(1π−1g 3σ−1u σ∗g , 1π−1u 4σ−1g σ∗g ) 254.91 0.2 0.2
2Σ+

g (1π−2g σ∗g , 1π−1g 3σ−1u π∗u ) 252.53 2.2 0.1
2Σ+

u(1π−1g 4σ−1g π∗u , 1π−1u 3σ−1u π∗u ) 252.50 0.1 0.1
2Σ+

g (1π−1g 3σ−1u π∗u ) 252.22 0.6 0.03

Γtot 45.0 18.2

traced back to the limited ability of the EOM-IP-CCSD ansätze
to describe the excited states of the 2h1p type. In addition to the
mismatch in the position, the relative intensities of the spectator
channels are also not reproduced well. One would expect that the
spectator channels would show a pattern that closely resembles the
regular Auger spectrum (Fig. 6) but is shifted to higher kinetic
energy by ∼9.7 eV. However, this pattern is not well reproduced by
either the plane wave or the Coulomb-wave model, with both mod-
els possibly significantly underestimating the Auger transitions from
spectator states.

When comparing the spectra obtained with the plane wave and
the Coulomb wave, we observe that the main difference appears for
the 2Σ+

g channels of both the participator and spectator types, which
are reduced by roughly one order of magnitude when employing the
Coulomb wave. The Coulomb wave likely provides an improvement
over the plane wave, as it is known from vibrationally resolved Auger

spectra in the participator region that the intensities of the 2Σ+
g chan-

nels are much lower than of the 2Πu channel.99 At the same time,
employing the Coulomb wave does not seem to affect most spec-
tator channels and their overall contribution to the Auger spectra.
This can be rationalized by the fact that in the region with a high
density of final states with strongly mixed configurations, details due
to the exact shape of the continuum orbital are averaged out. Also,
this behavior for spectator channels is consistent with the results for
the regular Auger spectrum (Fig. 6), where the plane wave and the
Coulomb wave performed nearly the same.

IV. CONCLUSIONS AND OUTLOOK
We have presented numeric results illustrating the perfor-

mance of the extension of the EOM-CCSD formalism28 to the com-
putation of Auger decay rates in atoms andmolecules.We calculated
Auger decay rates using the Feshbach–Fano formalism, with many-
electron EOM-CC states and a continuumorbital describing the out-
going electron approximated by either a plane wave or a Coulomb
wave. Our benchmark calculations for the Ne atom and H2O, CH4,
and CO2 molecules show that, despite their simplicity, these mod-
els for the continuum orbital are able to treat the autoionization
of core-exited and core-ionized states reliably and can be used to
explain experimental spectra. The variant with the plane wave is
particularly easy to apply, as it is parameter-free and affords fast cal-
culations, even with sizable orbital basis sets. This model can be con-
sidered as an extension of statistical approaches100,101 that partially
accounts for the scattering character of the Auger decay and for the
symmetry of the initial and final states. It also provides lowest-order
estimation of partial and total transition rates.When applyingmore-
sophisticated models for the continuum orbitals, calculations with a
pure plane wave can be used for fast initial screening of decay chan-
nels in order to identify those that are important for the given sys-
tem. Furthermore, due to the localized nature of the Auger process,
the higher the partial waves contributing to the decay are, the more
accurate the estimation based on the plane wave approximation is
expected to be.

Plane-wave description of the continuum orbital has its lim-
itations, and our calculations have shown that this model fails to
describe branching ratios between the singlet and triplet channels
resulting from the same orbital occupations. This deficiency is rec-
tified by using a Coulomb wave instead of a plane wave. Appli-
cation of the Coulomb wave requires specification of its effective
charge and the origin. The effective charge can be chosen based on
different criteria; here, we have mostly tested the effective charges
resulting from Slater rules applied to an isolated atom bearing the
core vacancy. In this way, our Coulomb wave model is closely
related to the commonly used one-center approximation with pure
atomic continuum functions. In general, we observed that applica-
tion of the Coulomb wave, even with a simple choice of the effective
charge based on Slater rules, improves the partial decay widths, par-
ticularly for regular Auger decay in cases when both singlet and
triplet channels are possible. At the same time, the results for CO2
do not differ significantly between the plane wave and Coulomb-
wave models. This is mainly because of the larger density of pos-
sible decay channels than in smaller systems such as Ne or H2O
and the overall effect of averaging when there are multiple closely
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spaced channels contributing to the spectrum. Therefore, we antici-
pate that in more complex molecules, the differences between plane
wave and Coulomb wave will be reduced. This observation might
be helpful in investigations of environment effects on the Auger
lifetime.

Certainly, the present work does not discuss the full com-
plexity of the problem, and there are important issues that remain
to be addressed to improve the predictive power of the method-
ology. First, a more realistic description of the continuum orbital
should be obtained by solving the mean-field problem. A natural
basis set to calculate the continuum orbital would be products of
the Gaussian and plane wave functions, which would keep the cal-
culations of all integrals fully analytic. Second, the importance of
the inter-channel coupling should be explored, and some way to
estimate its contribution in molecules should be proposed. Third,
to improve the description of resonant Auger decay, it is necessary
to include the triple excitation operator in the EOM-CC ansätze.
Full EOM-CCSDT calculations might be limited to rather small
systems; however, approximate models102,103 might be sufficient to
reduce the error in the description of the satellite and spectator chan-
nels. Finally, the complete treatment of Auger electron spectra in
molecules should include the effect of Franck–Condon broadening
and vibrational dynamics.

SUPPLEMENTARY MATERIAL

See the supplementary material for the study of the orbital
basis-set dependence of Auger widths in the Ne atom, convergence
of pseudo-partial wave expansion in CO2, norms of two-body Dyson
functions in the Auger decay of H2O, and optimized geometries of
the studied molecules.
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