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Abstract

Consider the following hat guessing game: n players are placed on n vertices of a graph,
each wearing a hat whose color is arbitrarily chosen from a set of q possible colors. Each
player can see the hat colors of his neighbors, but not his own hat color. All of the players
are asked to guess their own hat colors simultaneously, according to a predetermined
guessing strategy and the hat colors they see, where no communication between them is
allowed. Given a graph G, its hat guessing number HG(G) is the largest integer q such
that there exists a guessing strategy guaranteeing at least one correct guess for any hat
assignment of q possible colors.

In 2008, Butler et al. asked whether the hat guessing number of the complete bipar-
tite graph Kn,n is at least some fixed positive (fractional) power of n. We answer this
question affirmatively, showing that for sufficiently large n, the complete r-partite graph

Kn,...,n satisfies HG(Kn,...,n) = Ω(n
r−1
r
−o(1)). Our guessing strategy is based on a prob-

abilistic construction and other combinatorial ideas, and can be extended to show that
HG( ~Cn,...,n) = Ω(n

1
r
−o(1)), where ~Cn,...,n is the blow-up of a directed r-cycle, and where

for directed graphs each player sees only the hat colors of his outneighbors.
Additionally, we consider related problems like the relation between the hat guessing

number and other graph parameters, and the linear hat guessing number, where the
players are only allowed to use affine linear guessing strategies. Several nonexistence
results are obtained by using well-known combinatorial tools, including the Lovász Local
Lemma and the Combinatorial Nullstellensatz. Among other results, it is shown that
under certain conditions, the linear hat guessing number of Kn,n is at most 3, exhibiting

a huge gap from the Ω(n
1
2
−o(1)) (nonlinear) hat guessing number of this graph.

1 Introduction

Hat guessing problems are interesting recreational mathematical puzzles that have attracted a
lot of attention throughout the years. A classical variant [17, 34] involves n ≥ 2 players, each
wearing a hat in q ≥ 2 possible colors assigned to it by an adversary. Each player sees the
hat colors of all the other players, but not his own, and based on this information he makes
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a guess on his own hat color. The goal of the players is to ensure that at least one player
will make a correct guess, regardless of the hat assignment by the adversary. The players are
allowed to communicate and pick a guessing strategy only before the hats are assigned, and no
communication is allowed afterwards. Once all the players made their guesses, the adversary
verifies whether there was a player who guessed correctly, and if so, we say that the players
win.

With the above rules in mind, the puzzle asks what is the maximum number of hat colors
q for which the players have a winning guessing strategy. Perhaps surprisingly, the answer
to this question is q = n. Indeed, number the players and the hat colors with the numbers
0, 1 . . . , n− 1, and let player i guess that his color is the unique color for which the sum of all
the hat colors (including his hat color) modulo n is i. It is not hard to verify that exactly one
of the players guesses correctly, regardless of the coloring assigned by the adversary. A more
general statement on this problem for arbitrary n, q, observed by Feige [17], claims that the
players can always ensure that at least bn/qc of them guess correctly, and that this is tight.

A natural generalization of the above puzzle asks the same question but assumes that each
player can only see some subset of the other players’ hat colors. This generalization, which
is the problem considered in this paper, was first presented by Butler et al. [9] and further
investigated in a line of other works [19, 20, 33]. A formal definition of the problem is as
follows. Let G be a simple graph on n vertices {v1, . . . , vn}, and let Q be a finite set of q colors.
The n vertices of the graph are identified with the n players, where each is assigned arbitrarily
with a hat colored with one of the colors in Q. A player can only see the hat colors of his
neighbors, i.e., player i sees the hat color of player j if and only if vi is connected to vj in G.
After all of the players agreed on a guessing strategy, they are asked to guess their own hat
colors simultaneously, and no communication of any sort is allowed at this point. The goal of
the players is to ensure that at least one player guesses his hat color correctly.

The hat guessing problem is completely defined by the graph G which is called the sight
graph. Therefore, for a given graph G, its hat guessing number HG(G), as defined by Farnik
[16], is the largest positive integer q such that there exists a winning guessing strategy for the
players. If HG(G) ≥ q, G is also called q-solvable by Gadouleau and Georgiou [20].

In general, the sight graph G may be directed; a directed edge vi → vj represents that player
i can see the hat color of player j. In the sequel we do not distinguish between the vertices
and the players. The color of a vertex and its guessing strategy refer to the hat color of the
corresponding player and his guessing strategy.

This paper focuses on the graph parameter HG(G), and it provides improved upper and
lower bounds on HG(G) for several graph families. In the literature there are only a few graphs
whose hat guessing numbers have been determined precisely. Below we list all of them. As
mentioned earlier, for the complete graph Kn we have HG(Kn) = n [17]. Butler et al. [9]
showed that all trees are not 3-solvable, implying HG(T ) = 2 for any tree T . Lastly, Szczechla
[33] recently showed that a cycle of length n is 3-solvable if and only if n = 4 or is a multiple
of 3, and that all cycles are not 4-solvable.

Next we state our main results, while we delay some of the needed definitions to Section 3.
The various variants and models of hat guessing problems are reviewed in Section 2. Note that
all asymptotics are in n and we omit all floor and ceiling signs whenever these are not crucial.

1.1 Complete multipartite graphs and digraphs

Let H be a subgraph of a graph G; it is clear that HG(H) ≤ HG(G). Furthermore, since
complete graphs have large hat guessing numbers [17] it follows that graphs which contain large
cliques as subgraphs also have large hat guessing numbers. It is thus an interesting question to
ask whether the clique number of G, which is the number of vertices in a maximum complete
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subgraph in G, determines its hat guessing number. In other words, how large can HG(G) be if
its clique number is bounded from above by a constant. In [9] it was shown that the complete
bipartite graph Kq−1,qqq−1 is q-solvable, implying that for large n, HG(Kn,n) = Ω(log log n),
while the clique number is clearly 2. The value of HG(Kn,n) was further considered in [20],
where it was shown that HG(Km,n) ≤ min{m+ 1, n+ 1} and HG(Kq−1,(q−1)q−1) ≥ q, implying
that Ω(log n) = HG(Kn,n) ≤ n+1. Following these results it is natural to consider the question
below, which is originally posed in [9].

Question 1.1. Does there exist a constant α > 0 independent of n, such that HG(Kn,n) ≥ nα

for sufficiently large n?

We answer this question affirmatively in the following generalized sense.

Theorem 1.2. For integers r ≥ 2, q ≥ 2, let Km,...,m,n be the complete r-partite graph in which
there are r−1 vertex parts of size m and one vertex part of size n. Then there exists a constant

c not depending on q such that for m = (2q ln q)
1

r−1 and n = cr(q ln q)
r

r−1 ,

HG(Km,...,m,n) ≥ q,

which implies that HG(Kn,...,n) ≥ n
r−1
r
−o(1), where Kn,...,n is the complete r-partite graph of

equal part size n.

In particular, by combining [20] and Theorem 1.2 we have that Ω(n
1
2
−o(1)) = HG(Kn,n) ≤

n+1. The determination of the exact value of HG(Kn,n) is left as an interesting open question.
In [20] the hat guessing number of directed graphs, which is somewhat less understood

than that of undirected graphs, was considered. Specifically, [20] asked whether there exists
an oriented graph with hat guessing number greater than 4, where an oriented graph is a
directed graph such that none of its pairs of vertices {u, v} is connected by two symmetric
directed edges u → v and v → u. Recently, Gadouleau [19] provided a positive answer to this
question, where he showed that for any g ≥ 3 and sufficiently large q, there exists a q-solvable
oriented graph with girth g and q(1+o(1))(g−1) ln g vertices. In Theorem 1.3 below, we provide
another construction of a q-solvable oriented graph with girth g and q(1+o(1))g vertices, which
for g ≥ 4 is a slight improvement over [19] on the number of vertices needed in a graph with
these properties.

For r ≥ 3, let ~Cr be the directed cycle on r vertices v1 → v2 · · · → vr → v1. The directed
graph ~Cn1,...,nr is obtained by replacing each vertex vi of ~Cr with a set Vi of ni vertices, such

that for any u ∈ Vi, w ∈ Vj, u→ w if and only if i 6= j and vi → vj. In other words, ~Cn1,...,nr is

obtained by blowing up each directed edge of ~Cr to a complete directed bipartite graph which
preserves the direction of the original edge. We call graphs of this type complete r-partite
directed cycles. With the above notation we have the following Theorem.

Theorem 1.3. For integers r ≥ 3, q ≥ 2 and ni = (r − 1) ln(2q ln q)(4 ln q)r−iqr+1−i for 1 ≤
i ≤ r, it holds that

HG( ~Cn1,...,nr) ≥ q,

which implies that HG( ~Cn,...,n) = Ω(n
1
r
−o(1)), where ~Cn,...,n is the complete r-partite directed

cycle of equal part size n.

1.2 Hat guessing number and other graph parameters

In order to improve the understanding of HG(G), it is natural to try to relate it to other graph
parameters of G, see e.g., [16, 19]. The maximum/minimum degree and the degeneracy are
among the most basic parameters of a graph. Therefore, we would like to understand how these
parameters affect the hat guessing number, by answering the following questions.
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Problem 1.4. Do there exist functions fi : N→ N, 1 ≤ i ≤ 3 such that

(i) if the maximum degree of G is ∆, then HG(G) ≤ f1(∆);

(ii) if G is d-degenerate, then HG(G) ≤ f2(d);

(iii) if the minimum degree of G is δ, then HG(G) ≥ f3(δ), and f3(δ) tends to infinity when δ
tends to infinity.

Currently, only f1 is known to exist, i.e., the hat guessing number is bounded from above by
a function of the maximum degree of the graph. This result, as stated in the following theorem,
is folklore [16], and is a straightforward application of the Lovász Local Lemma.

Theorem 1.5 (Folklore). Let G be a graph with maximum degree ∆, then HG(G) < e∆.

By considering the hat guessing numbers of complete graphs and cycles one might conjecture
that f1 could be as small as f1(∆) = ∆ + 1. Similarly, by considering the known upper bounds
on the hat guessing numbers of trees and complete bipartite graphs, one may suspect that f2
could also be as small as f2(d) = d+ 1. However, as opposed to f1 it is not even clear whether
f2 actually exists. Theorem 1.6 and Theorem 1.8 below, can be viewed as attempts toward
providing an answer to Problem 1.4 (ii). Although Theorem 1.6 does not directly connect
between the degeneracy and the hat guessing number, it shows that using the Lovász Local
Lemma one can obtain an upper bound on the hat guessing number, provided that the graph
satisfies an additional property. On the other hand, Theorem 1.8 does connect between these
two graph parameters, since Corollary 1.9 which follows from it, shows that f2(1) ≤ 2.

Theorem 1.6. Let k, d, q be integers and G be a graph such that

(i) the induced subgraph of G on all vertices of degree larger than k is not q-solvable;

(ii) each vertex in the induced subgraph of G on all vertices of degree at most k has at most
d vertices of distance at most 2 from it.

Then HG(G) < edqk.

Observe that d ≤ k2 always holds under the assumptions of Theorem 1.6. Hence, we get
the following corollary as a special case.

Corollary 1.7. Let k, q be integers and G be a graph whose induced subgraph on the vertices
of degree larger than k is not q-solvable. Then HG(G) < ek2qk.

Theorem 1.8. Let G be a graph containing a vertex v of degree one. If q ≥ 3 and G is
q-solvable, then G \ {v} is also q-solvable.

As a simple corollary of Theorem 1.8 and the fact that any tree contains a degree-1 vertex,
we get the following result which was originally proved in [9], see Corollary 9 there.

Corollary 1.9 ([9]). Trees are not 3-solvable.
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1.3 Linear hat guessing numbers

If q, the number of possible hat colors, is a prime power, then the guessing strategies of the
vertices can be viewed as multivariate polynomials over the finite field Fq, where we identify Q
with Fq. In such a scenario we would like to understand how the hat guessing number depends
on the complexity of the multivariate polynomials being used. In particular, how it is affected
if one restricts the degree of the multivariate polynomials to be bounded from above by some
constant. The most simple and yet nontrivial case to be considered is when the multivariate
polynomials are linear. A guessing strategy of G is called linear if the guessing function of each
vertex is an affine function of the colors of its neighbors. Furthermore, the linear hat guessing
number HGlin(G) is the largest prime power q for which the graph G is q-solvable by a linear
guessing strategy. We say that G is linearly q-solvable if there exists a linear guessing strategy
for G over Fq.

We are not aware of any paper which specifically considers linear guessing strategies for this
hat guessing problem, therefore known results are scarce. It is easy to verify that HGlin(Kq) = q
[17], and it is known that HGlin(C4) = 3 [20, 33].

It is worth noting that if p < q are two integers, then G is q-solvable implies that G is also
p-solvable. However, this does not follows automatically in the case of linear solvability, i.e., if
G is linearly q-solvable it does not necessarily imply that it is also linearly p-solvable (assuming
p and q are prime powers). Clearly this follows if q is a power of p, and therefore Fq contains Fp
as a subfield, but this implication does not follow generally. In fact it is of interest to construct
a graph which is linearly q-solvable, but is not linearly p-solvable for p < q.

Since we are concerned with algebraic aspects of the hat guessing problem, it is with no
surprise that we use algebraic methods to derive our results, most notably the Combinatorial
Nullstellensatz [2]. We present negative results (upper bonds) on the linear hat guessing num-
bers of several graph families, including cycles, complete bipartite graphs, degenerate graphs
and graphs with bounded minimum rank, to be defined below. These results are proved in
Section 6.

Our first result on the linear solvability of graphs provides the exact value of the linear hat
guessing number of cycles. As already mentioned, it is known that HGlin(K3) = HGlin(C4) = 3,
and we show that longer cycles are not linearly 3-solvable.

Theorem 1.10. For any integer n ≥ 5, HGlin(Cn) ≤ 2.

Combined with the result of Szczechla [33], cycles are the first known examples of graphs
for which non-linear guessing strategies outperform linear ones. More precisely, Cn is 3-solvable
if and only if n = 4 or is a multiple of 3, while for n > 4 it is only linearly 2-solvable.

The cycles provide a moderate separation between linear and non-linear guessing strategies,
however a much more significant separation can be shown in the case of complete bipartite
graphs. Theorem 1.2 shows that for sufficiently large n, the hat guessing number of Kn,n is at

least n
1
2
−o(1). On the other hand, linear guessing strategies are significantly less powerful here,

as described in the next theorem.

Theorem 1.11. Kn,n is not linearly q-solvable for any proper prime power q.

The proof of Theorem 1.11 relies on a result of Alon and Tarsi [6] (see Lemma 6.5 below),
which is only known to hold for finite fields of a proper prime power order, but is conjectured in
[6] to hold for any prime power q ≥ 4. If indeed the conjecture holds, then it would imply that
Theorem 1.11 holds for any prime power q ≥ 4. Note that this cannot be further improved,
since C4 = K2,2 is linearly 3-solvable. For more details, see Subsection 6.2.

The next two results relate linear solvability to other graph parameters, namely, degeneracy
and minimum rank. In Question 1.4 we ask whether the hat guessing number is bounded from
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above by the degeneracy of the graph. Here we resolve this question for the linear solvability.
Notice that the bound below is tight for Kq since it is (q − 1)-degenerate and HGlin(Kq) = q.

Theorem 1.12. For any d-degenerate graph G, HGlin(G) ≤ d+ 1.

An n × n matrix M over Fq fits a graph G with n vertices if Mi,i 6= 0 for 1 ≤ i ≤ n and
Mi,j = Mj,i = 0 if vi and vj are not connected in G, i.e., {vi, vj} 6∈ E(G). The minimum rank
of a graph G denoted by mr(G), is defined to be the minimum integer r for which there exists a
matrix M over some finite field which fits G and rank(M) = r. This parameter of a graph was
initially introduced by Haemers [22, 23] as an upper bound for the Shannon capacity of a graph
[31]. Notice that the minimum rank was originally defined over any field, not necessarily finite,
however we use the above definition. The last result connects linear solvability and minimum
rank, where loosely speaking, it claims that large minimum rank implies small linear solvability.

Theorem 1.13. Let G be a graph with n vertices, then HGlin(G) ≤ n−mr(G) + 1.

Theorem 1.13 is tight for any prime power q, as mr(Kq) = 1 and HGlin(Kq) = q. Notice
that in general it is not practical to apply the above bound since there is no known efficient
algorithm which computes the minimum rank of a graph over a given field and in fact this
problem is known to be NP-hard [28].

1.4 Organization

The rest of the paper is organized as follows. In Section 2 we briefly review other versions of
hat guessing games. Necessary definitions and notations are given in Section 3. Theorems 1.2
and 1.3 are proved in Section 4. In Section 5 we present the proofs of Theorems 1.5 and 1.6.
In Section 6 we consider linear hat guessing numbers and prove Theorems 1.10, 1.11, 1.12 and
1.13.

2 Related work

In the literature, there are several versions of hat guessing games. The most famous (maybe
also the earliest) version was introduced by Ebert [12] and advertised by Robinson [30] in New
York Times as a recreational mathematical game. In that version the graph G is a clique, each
player gets either a red or a blue hat with equal probability, and is asked to guess or just pass.
The players win if at least one player guesses correctly and no one guesses wrong, otherwise
they lose. The goal is to design a guessing strategy maximizing the probability of winning.
Krzywkowski [25] considered a variation of the above game, where the players are allowed to
guess sequentially. Winkler [34] investigated another modification in which the players cannot
pass and the objective is to guarantee as many correct guesses as possible, assuming the worst-
case hat coloring. Feige [17] and Aggarwal et al. [1] generalized Winkler’s problem to q colors.
The version considered in this work was introduced by Butler et al. [9], where instead of being a
clique, the sight graph can be an arbitrary (directed) graph. This version has been investigated
further by Gadouleau and Georgiou [20], Szczechla [33] and Gadouleau [19]. The reader is
referred to the theses of Farnik [16] and Krzywkowski [26] for extensive reviews on different hat
guessing games.

Hat guessing problems have attracted increasing attention and found many applications and
connections to several seemingly unrelated research areas, such as coding theory [13], auctions
[1], network coding [29, 21] and finite dynamical systems [19].

The phenomena, exhibited in Theorem 1.10 and Theorem 1.11, that nonlinear encoding
functions (operations) can outperform linear ones is known to exist in information theory and
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communication complexity, however explicit examples for it are rather sporadic. We list two of
them. In the context of index coding [7], Lubetzky and Stav [27] showed that nonlinear encoding
functions can significantly outperform the optimal linear encoding function. Recently, Alon,
Efremenko and Sudakov [4] showed that testing equality among bit strings over communication
graphs can be done much more efficiently using nonlinear functions than by restricting to linear
ones.

3 Preliminaries

Throughout the paper G is a graph with the vertex set V (G) = {v1, . . . , vn} and the edge set
E(G). For a set S ⊆ V (G), the induced subgraph of G on S is the graph with vertex set S
and all edges of E(G) with both endpoints in S. G is said to be d-degenerate if there exists an
ordering vi1 , . . . , vin of V (G), such that for 2 ≤ j ≤ n, vij is connected to at most d vertices
among vi1 , . . . , vij−1

. For two distinct vertices u, v ∈ V (G), the distance between u, v is the
length of a shortest path connecting them and ∞ if there does not exist such a path. The girth
of a directed graph is the length of its the shortest directed cycle and ∞ if it does not contain
any directed cycle. A directed graph is called oriented if its girth is at least 3.

For a positive integer q let [q] = {1, . . . , q}, and we view the set of possible colors as Q = [q].
When we consider linear guessing strategies, we assume that q is a prime power and Q is the
finite field Fq.

The set of colors assigned to the vertices of G is represented by a vector x of length n,
x = (x1, . . . , xn) ∈ [q]n, where xi is the color assigned to vi. For a subset S ⊆ V (G) of vertices,
χ(S) denotes the colors assigned to the vertices in S; that is,

χ(S) = x|S = (xi : vi ∈ S) ∈ [q]|S|,

is the restriction of x to coordinates i with vi ∈ S. Moreover, if the coloring x ∈ [q]n and the
guessing strategies are understood from the context, we write φ(S) = 1 if at least one of the
vertices in S guesses correctly, otherwise we write φ(S) = 0. The notation χ(·) and φ(·) are
frequently used to simplify the proofs.

The guessing strategy of vi is a function fi, whose variables are the colors assigned to the
neighbors of vi. Consequently, we can write fi = fi(x) = fi(xi1 , . . . , xidi ), where vi1 , . . . , vidi are
the neighbors of vi. One can easily see that a vertex vi guesses its color correctly if and only
if xi − fi = 0, and f := (f1, . . . , fn) forms a proper guessing strategy for G if and only if the
function

F (x) =
n∏
i=1

(xi − fi) (1)

vanishes on Qn, where for Q = [q], fi is an R-valued function with di variables, and for a prime
power q and Q = Fq, fi is an Fq-valued function with di variables.

3.1 The Hamming ball condition for bipartite graphs

For a positive integer m and x, y ∈ [q]m, the Hamming distance between x, y is the number of
coordinates in which they differ, i.e.,

d(x, y) = |{i ∈ [m] : xi 6= yi}|.

For a vector a ∈ [q]m and an integer r, the Hamming ball Br(a) of radius r and center a is the
set of vectors of [q]m that are of Hamming distance at most r from a, i.e.,

Br(a) = {x ∈ [q]m : d(x, a) ≤ r}.

7



In the proofs we will make use of the following simple but useful observation. For any a ∈ [q]m

and x ∈ Bm−1(a), x and a agree on at least one coordinate, i.e., there exists an i such that
ai = xi.

Next we design a guessing strategy for complete bipartite graphs based on this observation.
Consider the complete bipartite graph Km,n with left part VL = {u1, . . . , um} and right part
VR = {v1, . . . , vn}. The following lemma, which is a special case of a more general result
introduced in [20], provides a sufficient condition for the solvability of complete bipartite graphs.

Lemma 3.1 (The Hamming ball condition, see Section 2, [20]). Km,n is q-solvable if there is a
guessing strategy for the vertices of VR which satisfies the following property. For any coloring
χ(VR) = y ∈ [q]n of the right part, the set

Cy := {x ∈ [q]m : given χ(VR) = y, if χ(VL) = x then φ(VR) = 0},

is contained in a Hamming ball Bm−1(a
y) for some ay ∈ [q]m.

Proof. Assume that there exists a guessing strategy for VR which satisfies the above property.
Next, we design a guessing strategy for VL. If χ(VR) = y, then ui (which is the ith vertex of
VL) guesses its color to be ayi . If φ(VR) = 1 we are done, otherwise φ(VR) = 0 and χ(VL) ∈ Cy ⊆
Bm−1(a

y). Therefore at least one vertex in VL must guess correctly as d(χ(VL), ay) ≤ m−1.

In order to apply Lemma 3.1 we should identify sufficient conditions for which a set of
vectors of [q]m is contained in a Hamming ball of radius m − 1. Intuitively, if the set is small
enough then it is clear that it should be contained in a Hamming ball of small radius. For
example, any set x1, . . . , xm of m vectors in [q]m is contained in a Hamming ball of radius
m− 1, since xi ∈ Bm−1

(
(x11, . . . , x

m
m)
)

for every 1 ≤ i ≤ m, where xii is the ith coordinate of xi.
This useful observation is stated as the following lemma.

Lemma 3.2. Any set of at most m vectors in [q]m is contained in a Hamming ball of radius
m− 1.

One can apply a probabilistic argument to improve the result of Lemma 3.2 for m� q.

Lemma 3.3. Any set C ⊆ [q]m of at most em/q vectors is contained in a Hamming ball of radius
m− 1.

Proof. Pick a ∈ [q]m to be the center of the Hamming ball uniformly at random. Since for any
x ∈ C, Pr[d(a, x) = m] = (1− 1

q
)m, we get by the union bound

Pr[∃ x ∈ C, s.t. d(a, x) = m] ≤ |C|(1− 1

q
)m < |C|e−

m
q ≤ 1,

which implies that with positive probability there exists a vector a ∈ [q]m such that C ⊆
Bm−1(a).

The main idea in the proofs of Theorem 1.2 and Theorem 1.3 can be explained briefly as
follows. Consider the bipartite graph Km,n, where our goal is to show that HG(Km,n) ≥ q. Let
the vertices of VR pick their guessing strategies fvi : [q]n → [q], 1 ≤ i ≤ n independently and
uniformly at random. For a fixed coloring χ(VR) = y ∈ [q]n of the right part, the probability
that no vertex of VR guesses correctly given the left part has coloring χ(VL) = x, satisfies

Pr[φ(VR) = 0] = Pr[d
(
y,
(
fv1(x), . . . , fvn(x)

))
= n] = (1− 1

q
)n.

Then by linearity of expectation
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E[|Cy|] = qm(1− 1

q
)n < qme−

n
q ≤ 1

for n ≥ mq ln q, where Cy is defined in Lemma 3.1. Therefore, if n is large enough then with
high probability |Cy| is small enough and by Lemma 3.2 or Lemma 3.3 it is contained in a
Hamming ball of radius m− 1. Finally, by Lemma 3.1 the graph is q-solvable.

In order to make sure that |Cy| is small for any coloring χ(VR) = y, next we introduce the
concept of saturated matrices.

3.2 Matrices and guessing strategies

Given a guessing strategy for the vertices of VR, we represent it by a matrix as follows. Let A
be an n × qm q-ary matrix, whose rows and columns are indexed by the n vertices of VR and
the qm different possible colorings of VL, respectively. Ai,x, the entry of A in row vi ∈ VR and
column x ∈ [q]m, is the guess of vi given the coloring of the left part is χ(VL) = x .

Next we introduce a matrix property which is sufficient for the condition of Lemma 3.1 to
hold. An n × l q-ary matrix M is called t-saturated if for any set T ⊆ [l] of t columns, there
exists at least one row r such that the restriction of M to row r and columns in T is onto [q],
i.e.,

{Mr,i : i ∈ T} = [q].

Notice that t-saturated matrices exist only if t ≥ q. In the literature, the rows of a t-saturated
matrix is known as a (l, q, t)-family [10] and in particular, for t = q such a family is called a
t-perfect hash family [18]. Since in this paper the guessing strategies are frequently represented
in the matrix form, for convenience we simply view these families as matrices. In information
theory the columns of a t-saturated matrix were used to construct the zero-error list-decoding
code for the q/(q−1) channel with list size t−1 [10, 14]. The construction of saturated matrices
and their applications were studied extensively (see e.g., [8, 10, 18, 24]).

The following lemma shows the existence of saturated matrices. In the next section these
matrices will be used to construct guessing strategies for complete bipartite graphs.

Lemma 3.4 ([10, 18]). Let n, l, q be integers, then

(i) an n× l q-ary q-saturated matrix (q-perfect hash family) exists for

l ≤ 2
−q
q−1 (

1

1− q!
qq

)
n

q−1 .

(ii) for t ≥ q ln q, an n× l q-ary t-saturated matrix ((l, q, t)-family) exists for

l ≤ 2
−t
t−1 (

1

q
e

t
q )

n
t−1 .

Notice that Lemma 3.4 (i) was originally proved in [18] and Lemma 3.4 (ii) was stated in
Proposition 2 of [10], but with no proof. For completeness we present the proof of this lemma
in Appendix A.

4 Complete multipartite graphs and digraphs

In this section we prove Theorem 1.2 and Theorem 1.3. We first prove the results for bipartite
graphs, and then generalize them to multipartite graphs.

9



4.1 Complete bipartite graphs

Consider the complete bipartite graph Km,n with vertex parts VL = {u1, . . . , um} and VR =
{v1, . . . , vn}. Our goal is to design a guessing strategy for the vertices of VR which satisfies the
condition of Lemma 3.1. The following lemma shows that t-saturated matrices are sufficient
for this purpose.

Lemma 4.1. If there exists an n × qm q-ary (m + 1)-saturated matrix A, then the complete
bipartite graph Km,n is q-solvable.

Proof. Given an n× qm q-ary (m + 1)-saturated matrix A, index its rows and columns by the
vertices of VR and the qm possible colorings of VL, respectively. The guess of vi given coloring
χ(VL) = x is Ai,x. Next, recall that for a coloring χ(VR) = y we define

Cy := {x ∈ [q]m : given χ(VR) = y, if χ(VL) = x then φ(VR) = 0}.

We have the following claim.

Claim 4.2. For any coloring y ∈ [q]n assigned to VR, |Cy| ≤ m.

Assume the claim is correct, then by Lemma 3.2 Cy is contained in a Hamming ball of radius
m− 1 centered at some ay ∈ [q]m, and by Lemma 3.1 Km,n is q-solvable.

Proof of Claim 4.2. Assume to the contrary that there exists y ∈ [q]n with |Cy| ≥ m + 1.
Since A is (m+ 1)-saturated, there exists a row i of A, indexed by a vertex vi ∈ VR, such that
{Ai,x : x ∈ Cy} = [q]. Therefore, vertex vi guesses its color correctly for at least one of the
colorings in Cy, which contradicts the definition of Cy.

By combining Lemma 3.4 and Lemma 4.1 we have the following proposition.

Proposition 4.3. (i) There exists a constant c1 not depending on q such that

HG(Kq−1,c1eqq1.5 ln q) ≥ q.

(ii) There exists a constant c2 not depending on q such that

HG(K2q ln q,c2q2(ln q)2) ≥ q.

Proof. The first statement applies Lemma 3.4 (i) and Lemma 4.1 with n = c1e
qq1.5 log q, l =

qq−1 and m = q− 1 for some constant c1. For the second statement one applies Lemma 3.4 (ii)
and Lemma 4.1 with n = c2q

2(ln q)2, l = qm,m = 2q ln q and t = m + 1 for some constant c2.
We omit the computations.

For large enough q, Proposition 4.3 (i) improves on the known result HG(Kq−1,(q−1)q−1) ≥ q

[20]. For large enough n, Proposition 4.3 (ii) implies that asymptotically HG(Kn,n) ≥ n
1
2
−o(1),

which provides a positive answer to Question 1.1. As a natural extension of this result, it is
interesting to study the following question.

Question 4.4. Proposition 4.3 (ii) implies that for f(q) = Θ(q ln q) we have HG(Kf(q),q2+o(1)) ≥
q. Can this be improved? Specifically, can one show that for some function g(q) = o(q ln q) and
constant c ≥ 1, HG(Kg(q),qc) ≥ q? Does this hold for g(q) = Θ(q)?

10



4.2 Complete multipartite graphs

Similarly to Proposition 4.3, Theorem 1.2 is proved by applying Lemma 3.4 and Lemma 4.1
together with some additional combinatorial ideas. We say that a graph G on n vertices is
partially q-solvable with respect to a coloring set C ⊆ [q]n if there is a guessing strategy such
that at least one vertex of G guesses correctly, given the coloring is restricted to be one of the
colorings in C. For example, G is q-solvable if and only if it is partially q-solvable with respect
to C = [q]n.

Given a set C ⊆ [q]rm and y ∈ [q]m we define Suffix(y) = {x ∈ [q](r−1)m : (x, y) ∈ C}. Using
this notation with have the following lemma.

Lemma 4.5. For integers q,m, r ≥ 1, the complete r-partite graph Km,...,m with m vertices in
each part, is partially q-solvable with respect to any coloring set C ⊆ [q]rm of size at most mr.

Proof. We apply induction on r. For r = 1, we have the empty graph on m vertices v1, . . . , vm.
Since C is of size at most m it is contained in a Hamming ball of radius m− 1, say, Bm−1(a) for
some a ∈ [q]m. Clearly, if vi guesses ai for 1 ≤ i ≤ m, then at least one vertex guesses correctly,
and the graph is partially q-solvable with respect to C.

Next assume the statement is correct for r− 1 and we prove it for r. Consider the complete
r-partite graph Km,...,m and let C ⊆ [q]rm be a set of colorings of size at most mr. Let VR
be one of the r parts of vertices, and let VL be the remaining r − 1 parts. Since |C| ≤ mr,
there are at most m y’s in [q]m with |Suffix(y)| > mr−1. Denote this set of y’s by Y . Clearly,
since |Y| ≤ m it is contained in a Hamming ball of radius m − 1 centered at some a. Notice
that for y ∈ [q]m\Y , |Suffix(y)| ≤ mr−1, and that the induced subgraph on VL is a complete
(r − 1)-partite graph. Thus by the induction hypothesis it is partially q-solvable with respect
to any Suffix(y) with y ∈ [q]m\Y . Next we define the guessing strategy for the r-partite graph.
For 1 ≤ i ≤ m, the ith vertex of VR guesses its color to be ai. The vertices of VL use the
following strategy. If VR is colored by a coloring y ∈ Y , then each vertex guesses arbitrarily.
Otherwise, if y /∈ Y then the vertices of VL use the strategy for the (r − 1)-partite graph with
respect to the colorings Suffix(y). It is easy to verify that such a strategy ensures that at least
one vertex guesses correctly, and the result follows.

Combining the ideas introduced in the proofs of Lemma 4.1 and Lemma 4.5, we have the
following result.

Proposition 4.6. If there exists an n× q(r−1)m q-ary t-saturated matrix A with t ≤ mr−1, then
the complete r-partite graph Km,...,m,n, in which there are r − 1 vertex parts of size m and one
vertex part with size n, is q-solvable.

Proof. Split the vertices into two parts, say, VL and VR, such that VL consists of the r−1 vertex
parts of size m and VR is the remaining part of size n. Index the rows and columns of A by
the vertices in VR and the q(r−1)m possible colorings of VL, respectively. As before, we let the
vertices in VR guess according to the t-saturated matrix A, i.e., given the coloring χ(VL) = x,
the ith vertex of VR guesses Ai,x. Similarly to Claim 4.2, the property of t-saturated matrices
guarantees that for any coloring y of VR, the set

Cy := {x ∈ [q](r−1)m : given χ(VR) = y, if χ(VL) = x then φ(VR) = 0}

is of size at most t − 1. It remains to design an appropriate guessing strategy for the vertices
in VL. Observe that since t ≤ mr−1, Lemma 4.5 implies that KVL , the induced subgraph on VL
(which is a complete (r − 1)-partite graph) is partially q-solvable with respect to Cy. Thus the
vertices of VL upon seeing the coloring y of VR, they guess according to a strategy for which KVL

is partially q-solvable with respect to Cy ⊆ [q](r−1)m. By combining the two guessing strategies
for VL and VR, one can conclude that at least one vertex must guess its color correctly.
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Next we prove Theorem 1.2.

Proof of Theorem 1.2. By applying Lemma 3.4 (ii) with n = c(q ln q)
r

r−1 , l = q(r−1)m,m =

(2q ln q)
1

r−1 and t = 2q ln q for some constant c, one obtains an n × q(r−1)m t-saturated matrix
with t = mr−1. It thus follows from Proposition 4.6 that HG(Km,...,m,n) ≥ q.

4.3 Complete multipartite directed cycles

In this section we prove Theorem 1.3. The proof relies also on saturated matrices. Recall that
in the proof for (undirected) complete bipartite graphs, one part of vertices guesses according to
a saturated matrix, whereas the second part guesses according to the Hamming ball condition.
The proof for complete r-partite directed cycles follows along the same lines as follows. Each
of the first r − 1 vertex parts guesses according to a different saturated matrix, and the rth
part guesses according to the Hamming ball condition.

Recall the definition of ~Cn1,...,nr introduced in Subsection 1.1. Let us first present the proof
of Theorem 1.3 for r = 3.

Proposition 4.7. If there exist an n1 × qn2 q-ary t1-saturated matrix A1 and an n2 × qn3 t2-
saturated matrix A2 such that t1t2 ≤ en3/q, then the complete 3-partite directed cycle ~Cn1,n2,n3

is q-solvable.

Proof. For i = 1, 2, 3 let Vi be the ith vertex part of ~Cn1,n2,n3 of size ni. Denote the colors
assigned to the vertex parts V1, V2, V3 by vectors x ∈ [q]n1 , y ∈ [q]n2 , z ∈ [q]n3 , respectively.
The vertices in V1 and V2 guess theirs colors according to the saturated matrices A1 and A2

respectively, as described in the proof of Lemma 4.1. Next we describe the guessing strategy
for V3. We will show that given the coloring of V1 and V2 there are at most t1t2 colorings of V3
for which all the vertices of V1 and V2 guess incorrectly. Since by assumption t1t2 ≤ en3/q then
by Lemma 3.3 these vectors are contained in a Hamming ball of radius n3−1, centered at some
a. Clearly, if upon seeing the coloring of V1, the ith vertex of V3 guesses ai, i.e., the vertices in
V3 collectively guess the vector a, then at least one vertex of V3 makes a correct guess and the
result follows.

For x ∈ [q]n1 , define

Cx := {y ∈ [q]n2 : given χ(V1) = x, if χ(V2) = y then φ(V1) = 0},

and for y ∈ [q]n2 , define

Cy := {z ∈ [q]n3 : given χ(V2) = y, if χ(V3) = z then φ(V2) = 0}.

Suppose that for some colorings χ(V1) = x, χ(V2) = y, χ(V3) = z, all the vertices of V1 ∪ V2
guess incorrectly, then by definition y ∈ Cx and z ∈ Cy. Hence we have

z ∈ ∪y∈CxCy.

Since A1 and A2 are t1 and t2-saturated matrices, respectively, then |Cx| < t1 for x ∈ [q]n1 ,
|Cy| < t2 for y ∈ [q]n2 and | ∪y∈Cx Cy| < t1t2, which proves the result.

The following more general result is proved using a similar argument.

Proposition 4.8. If there exist r − 1 matrices A1, . . . , Ar−1 such that

(i) for each 1 ≤ i ≤ r − 1, Ai is an ni × qni+1 q-ary ti-saturated matrix;

(ii)
∏r−1

i=1 ti ≤ enr/q.
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Then the complete r-partite directed cycle ~Cn1,...,nr is q-solvable.

Proof. The proof is very similar to that of Proposition 4.7, and is roughly sketched as follows.
For 1 ≤ i ≤ r, let xi ∈ [q]ni be the colors assigned to the vertices of Vi. For 1 ≤ i ≤ r − 1
the vertices in Vi guess their colors according to Ai, as described in the proof of Lemma 4.1.
Similar to the proof of Proposition 4.7, it suffices to show that for any given set of colorings
of V1, . . . , Vr−1, the set of colorings of Vr for which all the vertices in ∪r−1i=1Vi guess incorrectly,
must be contained in some Hamming ball of radius nr − 1 in [q]nr .

To this end, for 1 ≤ i ≤ r − 1 and xi ∈ [q]ni , define

Cxi := {y ∈ [q]ni+1 : given χ(Vi) = xi, if χ(Vi+1) = y then φ(Vi) = 0}.

Suppose that there exist colorings χ(Vi) = xi for 1 ≤ i ≤ r such that all the vertices in ∪r−1i=1Vi
guess incorrectly. By the definition of Cxi it holds that for each 1 ≤ i ≤ r− 1, xi+1 ∈ Cxi , which
implies that

xr ∈ ∪y2∈Cx1 ∪y3∈Cy2 · · · ∪yr−1∈Cyr−2
Cyr−1 , (2)

where x1 ∈ [q]n1 , y2 ∈ [q]n2 , . . . , yr−1 ∈ [q]r−1. Since for 1 ≤ i ≤ r − 1, Ai is ti-saturated, we
have that

|Cx1 | < t1, |Cy2 | < t2, . . . , |Cyr−1 | < tr−1,

and that the size of the union in (2) is at most
∏r−1

i=1 ti < enr/q. Thus, by Lemma 3.3 these
vectors are contained in some Hamming ball of radius nr − 1 in [q]nr , as required.

Next we present the proof of Theorem 1.3.

Proof of Theorem 1.3. We construct saturated matrices A1, . . . , Ar−1 as required in Propo-
sition 4.8 by invoking Lemma 3.4 (ii) as follows. For 1 ≤ i ≤ r − 1, set ti = 2q ln q, then there
exists an ni × qni+1 q-ary ti-saturated matrix with ni = ni+1(4q ln q). It remains to pick the
value of nr satisfying Proposition 4.8 (ii). Since

∏r−1
i=1 ti = (2q ln q)r−1 = e(r−1) ln(2q ln q), one can

set nr = (r − 1)q ln(2q ln q).
To conclude, for t1 = · · · = tr−1 = 2q ln q and

ni = nr(4q ln q)r−i = (r − 1) ln(2q ln q)(4 ln q)r−iqr+1−i

for 1 ≤ i ≤ r, there exist matrices A1, . . . , Ar−1 satisfying both conditions of Lemma 4.8.
Consequently, it holds that HG( ~Cn1,...,nr) ≥ q.

5 Hat guessing number and other graph parameters

In this section, we present the proofs of Theorem 1.5 and Theorem 1.6, whereas the proof of
Theorem 1.8 is postponed to Appendix B. Although Theorem 1.5 is a folklore [16], we include
its proof for completeness. Both proofs make use of the Lovász Local Lemma [15], which states
the following.

Lemma 5.1 (Lovász Local Lemma, Shearer’s version [32]). Let A1, . . . , An be events in an
arbitrary probability space. Suppose that each event Ai is mutually independent of a set of all
other events Aj but at most d, and that Pr[Ai] ≤ p for all 1 ≤ i ≤ n. If epd ≤ 1, then
Pr[
∧n
i=1Ai] > 0.
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Proof of Theorem 1.5. Assume G has n vertices v1, . . . , vn and let us assign colors of [q]
to each vertex in G independently and uniformly at random. Given a guessing strategy, let
Ai, 1 ≤ i ≤ n be the event that vi guesses correctly. To prove the theorem it suffices to show
that Pr[

∧n
i=1Ai] > 0 for q ≥ e∆. It is easy to verify that for any guessing strategy Pr[Ai] = 1

q
.

For each i ∈ [n], let Ni be the set of neighbors of vi in G. Next, we have the following claim.

Claim 5.2. For each i ∈ [n], Ai is mutually independent of {Aj : j ∈ [n] \ {i}, vj 6∈ Ni}.

The proof of the theorem follows easily from the above claim as follows. Since G has
maximum degree ∆, by Claim 5.2 any event Ai is mutually independent of the Aj’s j 6= i but
at most ∆ of them. Therefore, by Lemma 5.1 Pr[

∧n
i=1Ai] > 0 for q ≥ e∆; that is, with positive

probability no vertex guesses correctly.

Proof of Claim 5.2. For each i ∈ [n], let Mi = {j ∈ [n] \ {i} : vj 6∈ Ni}. Let M ⊆ Mi be
an arbitrary subset. Observe that for given χ(Ni), the event Ai is independent of the event∧
j∈M Aj. Then

Pr[Ai ∧ (
∧
j∈M

Aj)] =
∑

y∈[q]|Ni|

Pr[Ai ∧ (
∧
j∈M

Aj)|χ(Ni) = y] Pr[χ(Ni) = y]

=
∑

y∈[q]|Ni|

Pr[Ai|χ(Ni) = y] Pr[
∧
j∈M

Aj|χ(Ni) = y] Pr[χ(Ni) = y]

=
1

q

∑
y∈[q]|Ni|

Pr[
∧
j∈M

Aj|χ(Ni) = y] Pr[χ(Ni) = y]

= Pr[Ai] Pr[
∧
j∈M

Aj].

as desired.

The proof of Theorem 1.6 is yet another application of the Lovász Local Lemma.

Proof of Theorem 1.6. To prove the theorem we show that G is not edqk-solvable. Let V≤k
denote the collection of vertices with degree at most k and let V>k denote the remaining set of
vertices. We have the following claim.

Claim 5.3. With the above notation, there exists an assignment of colors to vertices in V≤k
with colors in [edqk], so that all vertices in V≤k guess incorrectly for any possible coloring of the
vertices in V>k with colors in [q].

Assuming the correctness of the claim, the theorem follows immediately. Indeed, color the
vertices of V≤k with the coloring χ(V≤k) = x≤k guaranteed by the claim. Since the induced
subgraph on V>k is not q-solvable, there exists a coloring χ(V>k) = x>k with colors in [q] which
makes all the vertices in V>k guess incorrectly given that χ(V≤k) = x≤k. Therefore, x≤k and
x>k form a coloring of the vertices of G for which they all guess incorrectly.

Proof of Claim 5.3. Without loss of generality, let V≤k = {v1, . . . , vm}, and for vi ∈ V≤k let Ni,≤k
and Ni,>k be the sets of neighbors of vi in V≤k and V>k, respectively. Assign independently and
uniformly at random to each vertex in V≤k and V>k a hat color from [edqk] and [q], respectively.
For 1 ≤ i ≤ m, let Ai be the event that vi receives a hat color χ(vi) ∈ [edqk] such that there
exists a hat coloring of Ni,>k for which vi guesses its color correctly. Let fi be the guessing
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strategy of vi, then

Pr[Ai] =
∑

y∈[edqk]|Ni,≤k|

Pr[Ai|χ(Ni,≤k) = y] Pr[χ(Ni,≤k) = y]

=
∑

y∈[edqk]|Ni,≤k|

Pr[χ(vi) ∈ {fi
(
χ(Ni,≤k) = y, χ(Ni,>k) = x

)
: x ∈ [q]|Ni,>k|}] 1

(edqk)|Ni,≤k|

=
∑

y∈[edqk]|Ni,≤k|

|{fi
(
χ(Ni,≤k) = y, χ(Ni,>k) = x

)
: x ∈ [q]|Ni,>k|}|

edqk
1

(edqk)|Ni,≤k|

≤
∑

y∈[edqk]|Ni,≤k|

qk

edqk
1

(edqk)|Ni,≤k|

=
1

ed
.

Fix 1 ≤ i ≤ m and let Mi = {j ∈ [m] : vj is of distance at least 3 from vi}. We will
show that Ai is mutually independent of the events {Aj : j ∈ Mi}. Let M ⊆ Mi be an
arbitrary subset, then we have the following two observations. (i) For any y ∈ [edqk]|Ni,≤k|,
since Ni,≤k ∩ Nj,≤k = ∅ for any j ∈ M ⊆ Mi, the event {χ(Ni,≤k) = y} is independent of the
event

∧
j∈MAj. (ii) Given the coloring χ(Ni,≤k) = y, the event Ai is independent of the event∧

j∈MAj, since in this case Ai happens if and only if

χ(vi) ∈ {fi
(
χ(Ni,≤k) = y, χ(Ni,>k) = x

)
: x ∈ [q]|Ni,>k|}.

Then

Pr[Ai|
∧
j∈M

Aj)] =
∑

y∈[edqk]|Ni,≤k|

Pr[Ai|
(
χ(Ni,≤k) = y

)
∧
( ∧
j∈M

Aj
)
] Pr[χ(Ni,≤k) = y|

∧
j∈M

Aj]

=
∑

y∈[edqk]|Ni,≤k|

Pr[Ai|
(
χ(Ni,≤k) = y

)
∧
( ∧
j∈M

Aj
)
] Pr[χ(Ni,≤k = y]

=
∑

y∈[edqk]|Ni,≤k|

Pr[Ai|χ(Ni,≤k) = y] Pr[χ(Ni,≤k) = y]

= Pr[Ai],

where the second and the third equalities follow from (i) and (ii) respectively.
The claim follows by applying Lemma 5.1 with p = 1

ed
.

6 Linear hat guessing numbers

In this section we consider the case where the players restrict their guessing strategies to affine
functions of the hat colors assigned to their neighbors, where we always assume that the number
of possible hat colors is a prime power. In what follows we present upper bounds on the linear
hat guessing number for various graph families, e.g., cycles, degenerate graphs and graphs
with bounded minimum rank. In particular, in Theorem 1.10 and Theorem 1.11 we show that
nonlinear guessing strategies can (significantly) outperform linear ones.

Our main tool in this section is the Combinatorial Nullstellensatz [2] given next.

Lemma 6.1 (Combinatorial Nullstellensatz, see Theorem 1.2, [2]). Let F be an arbitrary field,
and let f = f(x1, . . . , xn) be a polynomial in F[x1, . . . , xn]. Suppose the degree deg(f) of f is
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∑n
i=1 ti, where each ti is a nonnegative integer, and suppose the coefficient of

∏n
i=1 x

ti
i in f is

nonzero. Then, if S1, . . . , Sn are subsets of F with |Si| > ti, there are s1 ∈ S1, s2 ∈ S2, . . . , sn ∈
Sn so that

f(s1, . . . , sn) 6= 0.

As before, let G be a graph on n vertices and let x ∈ Fnq be the coloring assigned to its
vertices. A linear guessing strategy for vertex vi is an affine function of the form fi(x) =∑

j∈Ni
ai,jxj + bi, where Ni ⊆ [n] is the set of indices of the neighbors of vi, and ai,j, bi ∈ Fq.

Namely, vi guesses its color to be
∑

j∈Ni
ai,jxj + bi. The adjacency matrix AG of G is an n× n

binary matrix such that for 1 ≤ i ≤ n, AGi,i = 0; for 1 ≤ i 6= j ≤ n, AGi,j = 1 if vi, vj are connected,
and AGi,j = 0 otherwise. Any linear guessing strategy has a natural matrix representation which
is closely related to AG as follows. For 1 ≤ i ≤ n, let Ai = (Ai1, . . . , A

i
n) ∈ Fnq be the vector

satisfying Aii = 1, Aij = −ai,j for j ∈ Ni, and Aij = 0 for j ∈ [n] \ ({i} ∪Ni). Then, vi guesses
correctly if and only if 〈Ai, x〉 = bi, where 〈·〉 is the standard inner product between vectors.
Let b = (b1, . . . , bn)t and A be the n × n matrix whose ith row is the vector Ai for 1 ≤ i ≤ n.
The pair (A, b) is called the matrix representation of the linear guessing strategy. The above
observation is summarized as the following lemma.

Lemma 6.2. Any linear guessing strategy for G on the finite field Fq can be represented by a
pair (A, b), where A ∈ Fn×nq and b = (b1, . . . , bn)t ∈ Fnq , such that

(i) Ai,i = 1 for 1 ≤ i ≤ n;

(ii) Ai,j = 0 if AGi,j = 0 and 1 ≤ i 6= j ≤ n;

(iii) each vertex vi guesses that its color satisfies the equation 〈Ai, x〉 = bi, where Ai is the ith
row of A.

6.1 Cycles

We begin with a result showing that C4 is linearly 3-solvable. Although this result was already
shown in [20, 33], we would like to present its proof as a toy example of a graph whose hat
guessing number is attained by a linear guessing strategy.

Example 6.3. Label the vertices of C4 successively by v1, . . . , v4, and consider the linear guess-
ing strategy represented by the pair (A, b), where

A =


1 1 0 1
2 1 1 0
0 2 1 1
2 0 2 1

 ∈ F4×4
3 , and b = 0 ∈ F4

3.

We claim that for any x ∈ F4
3, there exist at least one i ∈ [4] such that 〈Ai, x〉 = 0, i.e., vi

guesses correctly. Indeed, notice that A3 = A1 + A2 and A4 = A1 − A2, and if 〈A1, x〉 6= 0 and
〈A2, x〉 6= 0, then either 〈A1, x〉 + 〈A2, x〉 = 0 (and v3 guesses correctly) or 〈A1, x〉 = 〈A2, x〉
(and v4 guesses correctly).

We proceed to prove Theorem 1.10 which claims that C3 and C4 are the only cycles which
are linearly 3-solvable. For the proof we need the following lemma.

Lemma 6.4. For n ≥ 3 if we view Cn as a directed graph with 2n directed edges, then deleting
any directed edge from it will make the resulting graph, denoted by C−n (which has 2n−1 directed
edges), not 3-solvable.

16



Proof of Theorem 1.10. Since it was shown in [33] that any cycle is not 4-solvable, to prove
Theorem 1.10, it suffices to show that for any n ≥ 5, Cn is not linearly 3-solvable. Assume to
the contrary that for some n ≥ 5, Cn is linearly 3-solvable. Label the vertices of Cn successively
by v1, . . . , vn. By Lemma 6.2 the linear guessing strategy can be represented by a pair (A, b),
where A has the following structure

A=

v1 v2 v3 · · · · · · vn−1 vn
v1 1 ∗ ∗
v2 ∗ 1 ∗
v3 ∗ 1 ∗
...

. . . . . . . . .
...

. . . . . . . . .

vn−1 ∗ 1 ∗
vn ∗ ∗ 1

and the following claims hold:

(1) the blank cells are filled with zeros;

(2) the symbols ∗ are not equal to zero;

(3) rank(A) = n− 2 and every n− 2 rows of A are linearly independent.

Indeed, (1) follows from Lemma 6.2 (ii) and the adjacency matrix of Cn. (2) holds since if we
view Cn as a directed graph with 2n directed edges, it is not hard to see that having a ∗ equal
to zero is equivalent to deleting the corresponding directed edge, which by Lemma 6.4 implies
that the graph is not even 3-solvable. It remains to verify (3). To show that the first n − 2
rows of A are linearly independent, it suffices to consider the (n− 2)× (n− 2) submatrix of A
formed by rows 1 to n− 2 and columns 2 to n− 1. It is a lower triangular matrix with nonzero
entries on its diagonal, hence it is invertible. By similar reasoning, one can show that every
n− 2 rows of A are linearly independent.

Next by contradiction we show that rank(A) ≤ n − 2. It is obvious that rank(A) 6= n,
since otherwise A is invertible and there exists an x ∈ Fn3 with d(Ax, b) = n, i.e., no vertex
guesses correctly. If rank(A) = n−1, then assume without loss of generality that the first n−1
rows of A are linearly independent, and write An =

∑n−1
i=1 λiA

i, with λi ∈ F3 not all equal to
zero since An 6= 0. Set Si = F3 \ {bi} for i = 1, . . . , n, and let j ∈ [n − 1] with λj 6= 0. For
i = 1, . . . , n− 1, i 6= j let γi ∈ Si be an arbitrary element, and let x, y ∈ Fn3 be two vectors that
satisfy for i = 1, . . . , n− 1,

〈Ai, x〉 =

{
γi i 6= j

w1 i = j
and 〈Ai, y〉 =

{
γi i 6= j

w2 i = j
,

where Sj = {w1, w2}. It is easy to verify that either d(Ax, b) = n or d(Ay, b) = n (possibly
both), i.e., there is a hat assignment for which no vertex guesses correctly. Hence the rank of
A is n− 2 and any set of n− 2 rows are linearly independent. In particular, the rows An−1, An

can be written as

An−1 =
n−2∑
i=1

λiA
i, An =

n−2∑
i=1

µiA
i,

with λi, µi 6= 0 for any i, since every set of n− 2 rows of A are linearly independent.
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Let A′ be the submatrix of A formed by its first n− 2 rows. For 1 ≤ i ≤ n− 2, define the
linear form zi = 〈Ai, x〉, and by linearity

〈An−1, x〉 =
n−2∑
i=1

λizi, 〈An, x〉 =
n−2∑
i=1

µizi.

Observe that since A′ is of full rank then the mapping x 7→ A′x, x ∈ Fn3 is onto Fn−23 and in
particular, every (z1, . . . , zn−2) ∈ S1× · · · × Sn−2 is contained in its image. By Lemma 6.2 (iii)
and (1) the polynomial

n∏
i=1

(〈Ai, x〉 − bi) =
n−2∏
i=1

(zi − bi)(
n−2∑
i=1

λizi − bn−1)(
n−2∑
i=1

µizi − bn)

vanishes on Fn3 . In particular,

h(z1, . . . , zn−2) := (
n−2∑
i=1

λizi − bn−1)(
n−2∑
i=1

µizi − bn)

vanishes on S1×· · ·×Sn−2. Since deg(h) = 2 and |Si| ≥ 2, by the Combinatorial Nullstellensatz
it is not hard to see that the coefficients of the cross terms zizj, 1 ≤ i 6= j ≤ n− 2 must be all
zero. In particular, since n− 2 ≥ 3 then the coefficients of z1z2, z2z3, and z1z3 satisfy

λ1µ2 + λ2µ1 = 0,

λ2µ3 + λ3µ2 = 0,

λ1µ3 + λ3µ1 = 0.

Recall that none of the λi’s and µi’s is equal to zero, hence

λ1
λ2

= −µ1

µ2

,

λ2
λ3

= −µ2

µ3

,

λ3
λ1

= −µ3

µ1

.

Multiplying all the left hand sides and all the right hand sides of the above equations we get
1 = −1, a contradiction.

To conclude the proof of the theorem, it remains to prove Lemma 6.4.

Proof of Lemma 6.4. Label the n vertices of C−n successively by v1, . . . , vn. As before, for
1 ≤ i ≤ n, let xi and fi be the hat color and the guessing strategy of vi, respectively. Without
loss of generality, assume that v1 → vn is the deleted directed edge, hence v1 cannot see the hat
color assigned to vn, however vn can see the hat color assigned to v1. Therefore, one can write
f1 = f1(x2), fi = fi(xi−1, xi+1) for 2 ≤ i ≤ n− 1 and fn = fn(xn−1, x1). Our goal is to find an
assignment of hat colors x = (x1, . . . , xn) ∈ [3]n for which all the vertices guess incorrectly, i.e.,
fi 6= xi for each 1 ≤ i ≤ n. We will pick the colors xi, i = 1, . . . , n successively starting from
x1. Set x1 to be a color in [3] such that

|{c ∈ [3] : f1(c) = x1}| ≤ 1.
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It is easy to verify that there are in fact at least two possible choices for x1. Assuming that
colors x1, . . . , xi−1 were already assigned, assign the color xi as follows. By the (i − 1)th hat
assignment,

|{c ∈ [3] : fi−1(xi−2, c) = xi−1}| ≤ 1 hence |{c ∈ [3] : fi−1(xi−2, c) 6= xi−1}| ≥ 2.

Let A ⊆ [3] be the set of colors xi for which

|{c ∈ [3] : fi(xi−1, c) = xi}| ≤ 1.

Given xi−1 one can check that |A| ≥ 2. Set xi to be any color in the intersection

A ∩ {c ∈ [3] : fi−1(xi−2, c) 6= xi−1},

which is nonempty since these are two subsets of [3], each of size at least 2. Lastly, we set the
color xn as follows. By the (n− 1)th hat color assignment,

|{c ∈ [3] : fn−1(xn−2, c) = xn−1}| ≤ 1 hence |{c ∈ [3] : fn−1(xn−2, c) 6= xn−1}| ≥ 2.

Clearly we have
|{c ∈ [3] : fn(xn−1, x1) 6= c}| = 2.

Set xn to be any color in the nontrivial intersection

{c ∈ [3] : fn−1(xn−2, c) 6= xn−1} ∩ {c ∈ [3] : fn(xn−1, x1) 6= c}.

It is easy to verify that by the above color assignments all the vertices make incorrect guesses.

6.2 Complete bipartite graphs

In this subsection we prove Theorem 1.11. We need the following lemma given in [6].

Lemma 6.5 (see Proposition 1, [6]). Let A be a nonsingular n×n matrix over Fq, where q ≥ 4
is a proper prime power with characteristic p. Let S1, . . . , Sn ⊆ Fq be arbitrary subsets, each of
cardinality p, and let s = (s1, . . . , sn) be an arbitrary vector of Fnq . Then there exists a vector
x = (x1, . . . , xn) ∈ S1 × · · · × Sn such that d(Ax, s) = n.

To prove Theorem 1.11, we use the following simple consequence of Lemma 6.5.

Lemma 6.6. For positive integers m ≤ n, let A′ be an m×n matrix over Fq with full row rank,
where q ≥ 4 is a proper prime power with characteristic p. Let S1, . . . , Sn ⊆ Fq be arbitrary
subsets, each of cardinality p, and let s = (s1, . . . , sm) be an arbitrary vector of Fmq . Then there
exists a vector x = (x1, . . . , xn) ∈ S1 × · · · × Sn such that d(A′x, s) = m.

Proof. Complete A′ to a nonsingular n×n matrix A and choose sn−m+1, . . . , sn ∈ Fq arbitrarily.
Then the result follows easily from Lemma 6.5.

Proof of Theorem 1.11. Assume that q is a power of the prime number p. Let VL and VR
be the left and right vertex parts of the graph, respectively. Let χ(VL) = x = (x1, x2, . . . , xn)
and χ(VR) = y = (y1, y2, . . . , yn), where x, y ∈ Fnq . By Lemma 6.2, the linear guessing strategy
of Kn,n can be represented by the following 2× 2 block matrix

A =

(
In B
C In

)
, and the vector (b, c),
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where In is the n× n identity matrix, B,C are n× n matrices, and b, c ∈ Fnq .
Kn,n is not linearly q-solvable if and only if there exist color assignments x, y ∈ Fnq such that

d
(
A ·
(
x
y

)
, (b, c)t

)
= n,

or equivalently for i = 1, . . . , n

xi + 〈Bi, y〉 6= bi, yi + 〈C i, x〉 6= ci, (3)

where Bi and C i are the ith rows of B and C, respectively. Define 2n linear forms zi in the
variables xi, yi as follows

zi =

{
xi + 〈Bi, y〉 i = 1, . . . , n

yi−n + 〈C i−n, x〉 i = n+ 1, . . . , 2n,
(4)

and note that {z1, . . . , zn} and {zn+1, . . . , z2n} are two sets of linearly independent forms. Com-
plete the first n forms to a basis z1, z2, . . . , zn, zn+1, . . . , zn+k of these 2n forms, where we assume
without loss of generality that the first n+k forms among z1, . . . , z2n form such a basis. Notice
that possibly k = 0. The remaining n − k forms zi for i ∈ {n + k + 1, . . . , 2n} are linearly
independent, and each of them is a linear combination of the first n + k forms. Let A′ be the
(n−k)×(n+k) coefficient matrix of these n−k forms, i.e., A′·(z1, . . . , zn+k)t = (zn+k+1, . . . , z2n).
Applying Lemma 6.6 with A′, si = ck+i for i = 1, . . . , n− k, and Sj being an arbitrary p-subset
of Fq \ {bj} for j = 1, . . . , n and of Fq \ {cj−n} for j = n+ 1, . . . , n+ k (such Sj’s do exist since
q is a proper prime power of p), it follows that there exist z1, . . . , zn+k ∈ Fq such that zj 6= bj
for 1 ≤ j ≤ n, zj 6= cj−n for n+ 1 ≤ j ≤ n+ k and

d
(
A′ · (z1, . . . , zn+k)t, (ck+1, . . . , cn)t

)
= n− k. (5)

The result follows directly from (3), (4) and (5).

6.3 Degenerate graphs

Proof of Theorem 1.12. Let G be a graph on n vertices and let v1, . . . , vn be an ordering of
its vertices such that for each 2 ≤ i ≤ n, vi is connected to at most d vertices among v1, . . . , vi−1.
We prove the theorem by contradiction. It suffices to show that G is not linearly q-solvable for
any prime power q ≥ d + 2. For 1 ≤ i ≤ n, let xi ∈ Fq and the affine function fi be the hat
color and the guessing strategy of vi, respectively. By (1),

F (x) :=
n∏
i=1

(xi − fi)

vanishes on Fnq . For 1 ≤ i, j ≤ n, let pi = xi−fi and write xj ∈ pi if the monomial xj appears in
pi with a nonzero coefficient. Next, we define successively n subsets Pn, . . . , P1 ⊆ {p1, . . . , pn}
as follows. Let Pn = {pj : xn ∈ pj}, and for i = n− 1, . . . , 1,

Pi = {pj 6∈ ∪nk=i+1Pk : xi ∈ pj}.

Notice that some of the Pi’s might be the empty set, and ∪ni=1Pi = {p1, . . . , pn}. Furthermore,
by the d-degeneracy of G, |Pi| ≤ d+ 1 for any i. Rewrite F as

F (x) =
n∏
i=1

∏
p∈Pi

p(x),

20



and consider its monomial m(x) := x
|Pn|
n x

|Pn−1|
n−1 · · · x

|P1|
1 . Obviously, degm(x) =

∑n
i=1 |Pi| =

n = degF . Moreover, the coefficient of m(x) must be nonzero, since the coefficient of x
|Pi|
i in∏

p∈Pi
p(x) is nonzero, and m(x) is formed only by successively multiplying the monomials x

|Pi|
i

in
∏

p∈Pi
p(x) for i = n, . . . , 1. Therefore, by the Combinatorial Nullstellensatz F (x) does not

vanish on Fnq since q ≥ d+ 2.

6.4 Linear solvability and min-rank

Proof of Theorem 1.13. Similar to the proof of Theorem 1.12, it suffices to show that G
is not linearly q-solvable for any prime power q ≥ n − mr(G) + 2. Assume the opposite. By
Lemma 6.2 let the matrix A ∈ Fn×nq and the vector b ∈ Fnq represent the linear guessing strategy
of G, where vertex vi guesses 〈Ai, x〉 = bi, and Ai is the ith row of A. It is clear from Lemma
6.2 (i), (ii) that A fits G. Suppose rank(A) = r, then by definition mr(A) ≤ r.

Without loss of generality, assume that the first r rows of A are linearly independent, then
for j ∈ {r+ 1, . . . , n} write Aj =

∑r
i=1 λijA

i, and by linearity 〈Aj, x〉 =
∑r

i=1 λij〈Ai, x〉. Let A′

be the submatrix of A formed by its first r rows. Since A′ is of full row rank, A′x is onto Frq as
x ranges over Fnq .

For i = 1, . . . , n, let zi = 〈Ai, x〉 be a nonzero linear form, since Ai 6= 0. By Lemma 6.2 (iii)
and (1)

n∏
i=1

(〈Ai, x〉 − bi) =
r∏
i=1

(zi − bi)
n∏

j=r+1

(
r∑
i=1

λijzi − bj)

vanishes on Fnq . Denote

f(z1, . . . , zr) :=
n∏

j=r+1

(
r∑
i=1

λijzi − bj),

and let Si = Fq \ {bi} for 1 ≤ i ≤ r, then f vanishes on every (z1, . . . , zr) ∈ S1 × · · · × Sr. For
r + 1 ≤ j ≤ n, since Aj 6= 0 then λ1j, . . . , λrj are not all zero. Set j∗ to be the smallest index
i such that λij 6= 0, and notice that the coefficient of the monomial

∏n
j=r+1 zj∗ in f(z1, . . . , zr)

is nonzero. Finally, since deg f = n − r, |S1| = · · · = |Sr| = q − 1, we have that n − r ≤
n − mr(A) < q − 1 = |Si|, and by the Combinatorial Nullstellensatz f cannot vanish on
S1 × · · · × Sr, a contradiction.

Note added in proof: After posting the paper in the arXiv we learned from Oleg Pikhurko
that Ostap Chervak [11] proved independently some of our results including Theorem 1.2 for
r = 2 and Theorem 1.3 with similar parameters. We thank Oleg for pointing this out.
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A Proof of Lemma 3.4

The proof is a standard application of the alteration method, (see e.g. Chapter 3 of [5]).
Construct an n × 2l q-ary matrix M by picking each entry independently and uniformly at
random from [q]. We say that S, a subset of t columns of M , is a bad t-tuple if there exists no
row whose restriction to S is onto [q], i.e., for any r ∈ [n]

r(S) := {Mr,s : s ∈ S} 6= [q],

where Mr,s is the entry of M in row r and column s. For part (i), let S be a subset of size q,
then for any r
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Pr[r(S) 6= [q]] = 1− q!

qq
, hence Pr[S is bad] = (1− q!

qq
)n.

Therefore the expected number of bad q-tuples is bounded from above by (2l)q(1 − q!
qq

)n, and
there exists a matrix with at most this many bad q-tuples. Delete one column from each bad
q-tuple of the matrix. Clearly, if (2l)q(1− q!

qq
)n ≤ l then the resulting matrix is q-saturated with

at least l columns, as desired.
The proof of part (ii) is similar. Let S be a fixed subset of t ≥ q columns of M , then for

any r ∈ [n]

Pr[r(S) 6= [q]] = Pr[∃ a ∈ [q], s.t. a 6∈ r(S)] ≤ q(1− 1

q
)t.

Note that the bound for the probability of a bad t-tuple is different from the one given in the
proof of part (i). Thus,

Pr[S is bad] ≤ (q(1− 1

q
)t)n = qn(1− 1

q
)tn,

and the expected number of bad q-tuples is bounded from above by (2l)tqn(1− 1
q
)tn. The rest

of the proof is identical to the proof of part (i), and therefore is omitted.

B Proof of Theorem 1.8

Proof of Theorem 1.8. Assume G has n vertices v1, . . . , vn, with deg(v1) = 1 and v2 is the
only neighbor of v1. Let the set of q colors be [q]. For 1 ≤ i ≤ n, let fi : R|Ni| → R be the
function which represents the guessing strategy of vi, where Ni is the set of neighbors of vi in
G. By (1)

F (x) =
n∏
i=1

(
xi − fi(x)

)
vanishes on [q]n. By our assumption on v1, F (x) can be written as

F (x) =
(
x1 − f1(x2)

)(
x2 − f2(x1, xi1 , . . . , xid)

)
H(x2, . . . , xn),

where I := {i1, . . . , id} is the set of indices for which vi1 , . . . , vid are the neighbors of v2 in
G \ {v1} and H(x2, . . . , xn) =

∏n
i=3

(
xi − fi(x)

)
does not depend on x1. The result will follow

by constructing a guessing strategy f ′2(xi1 , . . . , xid) for v2 in the graph G \ {v1} such that

F ′(x2, . . . , xn) =
(
x2 − f ′2(xi1 , . . . , xid)

)
H(x2, . . . , xn) = 0 (6)

for any (x2, . . . , xn) ∈ [q]n−1.
For a function f : Rn → R, let Z(f) = {x ∈ Rn : f(x) = 0} be its zero set, and denote

A = {(a, 0, . . . , 0) : a ∈ [q]}. If [q]n−1 ⊆ Z(H) then there is nothing to prove, since for any
function f ′2 (6) holds. Otherwise, for any (a2, . . . , an) ∈ [q]n−1\Z(H) the set A+(0, a2, . . . , an) =
{(a, a2, . . . , an) : a ∈ [q]} satisfies(

A+ (0, a2, . . . , an)
)
⊆ ∪2

i=1Z(xi − fi).

Indeed, since F (x) vanishes on [q]n then
(
A+(0, a2, . . . , an)

)
⊆ ∪2

i=1Z(xi−fi)∪Z(H). We claim
that

(
A + (0, a2, . . . , an)

)
∩ Z(H) = ∅. Otherwise, if (a1, a2, . . . , an) ∈ Z(H) for some a1 ∈ [q]

then H(a2, . . . , an) = 0, which is a contradiction. Observe also that for any set A+(0, a2, . . . , an)
the following holds
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(
A+ (0, a2, . . . , an)

)
∩ Z(x1 − f1) =

(
f1(a2), a2, . . . , an

)
,

hence if (a2, . . . , an) 6∈ Z(H) then

|
(
A+ (0, a2, . . . , an)

)
∩ Z(x2 − f2)| ≥ q − 1. (7)

Consider the set C = [q]n−1\Z(H). A guessing strategy f ′2 which satisfies C ⊆ Z(x2 − f ′2) is
sufficient for (6) to hold, since then Z(x2 − f ′2) ∪ Z(H) = [q]n−1. The value of f ′2(xi1 , . . . , xid)
at the point (ai1 , . . . , aid) is defined as follows.

(i) If there exists (a2, . . . , an) ∈ C such that (a2, . . . , an)|I = (ai1 , . . . , aid), set f ′2(ai1 , . . . , aid) =
a2;

(ii) Otherwise, set f ′2(ai1 , . . . , aid) ∈ [q] arbitrarily.

It remains to verify that (1) f ′2 is a well-defined function; (2) it satisfies Z(x2−f ′2)∪Z(H) =
[q]n−1. For (1) assume by contradiction that it is not well-defined, and C contains two vectors
(a2, a3 . . . , an), (a′2, a

′
3, . . . , a

′
n) ∈ [q]n−1 satisfying ai = a′i for i ∈ I and a2 6= a′2. Let

Λ = {a ∈ [q] : (a, a2, . . . , an) ∈
(
A+ (0, a2, . . . , an)

)
∩ Z(x2 − f2)}

and
Λ′ = {a ∈ [q] : (a, a′2, . . . , a

′
n) ∈

(
A+ (0, a′2, . . . , a

′
n)
)
∩ Z(x2 − f2)}.

By (7) Λ,Λ′ ⊆ [q] are of size at least q − 1, therefore Λ ∩ Λ′ 6= ∅. Let a1 ∈ Λ ∩ Λ′ ⊆
[q] be an arbitrary element. By definition, Z(x2 − f2) contains both (a1, a2, a3, . . . , an) and
(a1, a

′
2, a
′
3, . . . , a

′
n), which implies a2 = f2(a1, ai1 , . . . , aid) = f2(a1, a

′
i1
, . . . , a′id) = a′2, which

is a contradiction and hence f ′2 is well-defined. For (2) if (a2, . . . , an) ∈ C, (i) implies that
a2 = f ′2(ai1 , . . . , aid), or equivalently, (a2, . . . , an) ∈ Z(x2 − f ′2), as desired. We conclude that
(6) holds and the polynomials f ′2, H form a proper guessing strategy for the graph G\{v1}.

It would be interesting to extend the proof scheme to more general cases, say, 2-degenerate
graphs.
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