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Abstract

Systems of interacting particles, or agents, have wide applications in many disciplines,
including Physics, Chemistry, Biology and Economics. These systems are governed by
interaction laws, which are often unknown: estimating them from observation data is a
fundamental task that can provide meaningful insights and accurate predictions of the be-
haviour of the agents. In this paper, we consider the inverse problem of learning interaction
laws given data from multiple trajectories, in a nonparametric fashion, when the interaction
kernels depend on pairwise distances. We establish a condition for learnability of interac-
tion kernels, and construct an estimator based on the minimization of a suitably regularized
least squares functional, that is guaranteed to converge, in a suitable L? space, at the op-
timal min-max rate for 1-dimensional nonparametric regression. We propose an efficient
learning algorithm to construct such estimator, which can be implemented in parallel for
multiple trajectories and is therefore well-suited for the high dimensional, big data regime.
Numerical simulations on a variety examples, including opinion dynamics, predator-prey
and swarm dynamics and heterogeneous particle dynamics, suggest that the learnability
condition is satisfied in models used in practice, and the rate of convergence of our estima-
tor is consistent with the theory. These simulations also suggest that our estimators are
robust to noise in the observations, and can produce accurate predictions of trajectories in
large time intervals, even when they are learned from observations in short time intervals.

Keywords: Interacting particle systems; inverse problems; Monte Carlo sampling; regu-
larized least squares; nonparametric statistics.
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1. Introduction

Systems of interacting particles and agents arise in a wide variety of disciplines including
interacting particle systems in Physics (see D’Orsogna et al. (2006); Vicsek et al. (1995);
Chuang et al. (2007); Bellomo et al. (2017)), predator-swarm systems in Biology (see Hemel-
rijk and Hildenbrandt (2011); Toner and Tu (1995)) , and opinions on interacting networks
in social science (see Olfati-Saber and Murray (2004); Mostch and Tadmor (2014); Ke et al.
(2002)). The interacting system is often modeled by a system of ODEs where the form of
the equations is given and the interaction kernel in those equation is constructed based on a
priori information, experience, and data. Inference of these interaction kernels, ideally even
when little or no a priori information is given, is useful for modeling and predictions, and
yet it is a fundamental challenge. In the past, due to the limited amount of data, the esti-
mation of interaction kernels often relied on strong a priori assumptions, which reduced the
problem to estimating a small number of scalar parameters indexing a small, given family
of possible kernels. The increased collection and availability of data, computational power,
and data storage, makes it interesting to develop techniques for the automatic discovery
of interaction laws from data, under minimal assumptions on the form of such laws. We
consider the following inverse problem: given trajectory data of a particle/agent system,
collected from different experiment trials, how to discover the interaction law? We use tools
from statistical and machine learning to propose a learning algorithm guided by rigorous
analysis to estimate the interaction kernels, and accurately predict the dynamics of the
system using the estimated interaction kernels.

Many governing laws of complex dynamical processes are presented in the form of (ordi-
nary or partial) differential equations. The problem of learning differential equations from
data, including those arising from systems of interacting agents, has attracted continuous
attention of researchers from various disciplines. Pioneering work of learning interaction
kernels in system of interacting agents can be found in the work of Lukeman et al. (2010);
Katz et al. (2011); Wang et al. (2018), where the true kernels are assumed to lie in the span
of a predetermined set of template functions and parametric regression techniques are used
to recover the kernels either from real or the synthetic trajectory data. In Bongini et al.
(2017), the authors considered learning interaction kernels from data collected from a single
trajectory in a nonparametric fashion, and a recovery guarantee is proved in the limit of
the number of agents going to infinity. For nonlinear coupled dynamical systems, symbolic
regression techniques have been employed to reveal governing laws in various systems from
experiment trajectory data sets without a priori knowledge of the underlying dynamics (see
Bongard and Lipson (2007); Schmidt and Lipson (2009)). Recently, the problem of learning
high dimensional nonlinear differential equations from the synthetic trajectory data, where
the dynamics are governed by a few numbers of active terms in a prescribed large dictionary,
has received significant attention. Sparse regression approaches include SINDy (Brunton
et al. (2016); Rudy et al. (2017); Brunton et al. (2017); Boninsegna et al. (2018)), LASSO
(Schaeffer et al. (2013); Han et al. (2015); Kang et al. (2019)), threshold sparse Bayesian
regression (Zhang and Lin (2018)), have been shown to enable effective identification of
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the active terms in the underlying ODEs or PDEs, given the trajectory data. In some
cases, recovery guarantees have been established under suitable assumptions on the noise
in the observation and randomness of data (Tran and Ward (2017); Schaeffer et al. (2018)).
There are also approaches using deep learning techniques to learn ODEs (see Raissi et al.
(2018); Rudy et al. (2019)) and PDEs (see Raissi (2018); Raissi and Karniadakis (2018);
Long et al. (2017)) from the synthetic trajectory/solution data sets or other types of obser-
vations (e.g. of boundary values). In the Statistics community, parameter estimation for
differential equations from trajectory data has been studied, among others, in Varah (1982);
Brunel (2008); Liang and Wu (2008); Cao et al. (2011); Ramsay et al. (2007), and references
therein. The form of the differential equations is given, and the unknown is the (possibly
high-dimensional) parameter 6. Approaches include the trajectory matching method, that
chooses 0 so as to maximize agreement with trajectory data; the gradient matching method
that seeks 0 to fit the right-hand side of the ODEs to the velocities of the trajectory data;
and the parameter cascading method that combines the virtues of these two methods, while
avoiding the heavy computational overhead of the trajectory matching method and is ap-
plicable to partial/indirect observations which the gradient matching method currently can
not handle. A review of the parameter estimation problem in systems of ODEs may be
found in Ramsay and Hooker (2018). The identifiability of @ in general systems of nonlin-
ear ODEs from trajectory data is challenging and a topic of current research. It is often
assumed that the parameters are identifiable from the trajectory data, i.e, different 8 would
yield different trajectories during the observation period. There is no easy way to check this
assumption from data, and characterizations of identifiability exist for some special cases
(e.g., see Dattner and Klaassen (2015) for systems of ODEs with a linear dependence on
(known functions of) the parameters. We refer the interested reader to Miao et al. (2011)
and references therein for a comprehensive survey of this topic.

In this paper, we restrict our attention to learning governing laws in first order particle-
/agent-based systems with pairwise interactions, whose magnitudes only depend on pairwise
interactions and mutual distances. We consider an N-agent system with K types of agents in
the Euclidean space RY; we denote by {Cj}£_, the partition of the set of indices {1,...,N}
of the agents corresponding to their type. The agents evolve according to the system of
ODE:s :

N
: 1 .
ai(t) =) Ne, Pk, (12 () —i@)|) (@0 (t) —®i(t) i =1,--- N (1.1)
=1 kv
where @;(t) := Za;(t);k; is the index of the type of agent i, i.e. i € Cg; N, is the number

of agents of type C&/' The interaction kernel P4k, - Ry — R governs how agents in
type Cy, influence agents in type Cki,; in particular, note that it is indexed by the ordered
pair (K;, K): this is natural, for example in modeling prey-predator interactions. In this
system of ODEs, the velocity of each agent is obtained by superimposing the interactions
with all the other agents, with each interaction being in the direction to the other agent,
weighted by the interaction kernel evaluated at the distance to the other agent. We will
let 74 = [|&y — 3|, 747 == g — ;. We assume that the interaction kernels ¢y, ¢, are the
only unknown factors in (1.1); in particular, the sets C’s are known. The notation used is
summarized in Table 1.
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Variable \ Definition
x;(t) € RY state vector (position, opinion, etc.) of agent ¢ at time ¢
|-l Euclidean norm in R?
T (t), T (t) € RY wi/(t) — :Bi(t), T (t) —x; (t)
riv (t), ri (t) € RT riir () = [[riw (D1, i (8) = [l7iar (£)]]
N number of agents
K number of types
Ng number of agents in type k
K; type of agent ¢
Cy the set of indices of the agents of type k
P interaction kernel for the influence of agents of type k on agents of type k’

Table 1: Notation for first-order models

We let X (t) := (x;(t))Y, in the state space R be the vector describing the state of

the system; we let ¢ := (qﬁkk/)kl{;f/{:l denote the interaction kernels, and fs(X) € R be
the vectorization of the right hand side of (1.1), which can then be rewritten in the form

X (1) = £4(X (1). (1.2)

The observational data X yraj 110 := (X ™ (1)), x (tl)}lL;éVil , consist of the positions
and velocities of all agents, observed at time 0 = t; < < ;SL = T, along multiple
trajectories, indexed by m, started from different initial conditions {X (m) (0) %:1, which
we assumed to be i.i.d. samples from a probability measure p on the state space R¥. For
simplicity of notation, we consider the case where the times t; are equi-spaced, but minor
and straightforward modifications yield the general case.

The goal is to estimate the interaction kernels (gﬁkk/)kK”I,{:lyl from X'tyaj ar,u, and predict
the dynamics given a new initial condition drawn from pg. The case of K =1 and M =1
has been considered in Bongini et al. (2017) in the mean field regime (N — 00); here we
consider the case when the number of agents IV, as well as the number L of observations
per trajectory are fixed, and the number of observed trajectories M — oo, in the more
general case of agents of multiple types, for some instances of which the mean-field theory
is fraught with difficulties. No ergodicity requirement on the dynamical system is made,
and the time horizon T in which the observations are made if fixed and may be small.

Inspired by the work in Bongini et al. (2017), in our recent work we introduced a risk
functional Lu et al. (2019) that exploits the structure of the system (1.1), and minimize it
over a hypothesis function class Hjs, to obtain estimators of the true kernels ¢:

oML )
Enle) =7 > X" - fXM @)
m=1,l=1 (13)
D3y, : = argmin E ()
pEH M

where ¢ = (cpkk/)f}f,(zl € Hu, f, denotes the right hand side of (1.2) with the interaction
kernels ¢, and ||-||g is chosen to equalize the contributions across types accounting for
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Figure 1: Overview of the learning approach for homogeneous systems. Left: training
data. Middle: {v;}: indicator functions. Right: the blue lines represent the velocity field
generated by the true kernel ¢. The red lines represent the velocity field generated by the
estimator.

possibly different Nj’s:
N
1
2 2
X5 = Z Ne [ (1.4)
i=1 " ki

The weights play a role in balancing the risk functional across different types of agents,
and it is particularly important in cases where types have dramatically different cardinal-
ities. For example, in a predator-swarm system with a large number of preys but only a
small number of predators, the unweighted error functional would pay most attention to
learning the interaction kernels corresponding to the preys, mostly disregarding the learning
of the interaction kernels corresponding to predators, leading to inferior performance in the
prediction of the trajectories of the system.

Notation \ Definition
M number of trajectories
L number of time instances in [0, 7
1o initial conditions sampled from g
X traj, M, uo empirical observations
X1l S wg Ml
Eml() empirical error functional
¢ = (bpr), K, K =1,--- | K true interaction kernels
Hick the hypothesis spaces for ¢pi/
{wkk/,p};likl’ basis for Hpis
H =D Hpr, kK =1,--- | K the hypothesis spaces for ¢
%Z((pkk/),k,klil,“~ K p € H with prr € Hirr
Ve argming,c4,Enr ()

Table 2: Notation used in learning approach

A key question addressed in this paper can be informally summarized as:

(Q) For which choice of the hypothesis spaces {Hys} does $M’%M — ¢ for M — oo?
For such choices, in which norm does the convergence hold, and what is the rate of
convergence?
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Our learning problem is closely related to a classical nonparametric regression problem
considered by the statistics and machine learning community: given samples {(z;, g(z;) +
€)M, with the (zi,€;)’s drawn ii.d from an unknown joint distribution p defined on
the sample space, and the noise term satisfies E[e;] = 0, the goal is to learn an unknown
function g : RP — R with prior assumptions on its regularity (e.g, g is s-Holder). A common
approach (see Cucker and Smale (2002); Gyorfi et al. (2002)) is to choose an hypothesis
class Fys depending on the sample size and the regularity of g, and then define gy r,, as
the minimizer of the empirical risk functional

M
~ : 1
GM,F, ‘= argmin — E (9(zi) + € — f(zi))2-
feFum i=1

If welet z = X,e =0 and g = f4(X) in the regression setting above, our trajectory
data is of the type needed for regression. However, our data are correlated in time due to the
underlying dynamics. Even if we ignore the the lack of independence (e.g., consider L = 1),
the application of the existing regression approaches to learning fg(X) : RIN 5 RN with

noisy observations would lead at best to the optimal min-max rate O(M _%N), showing the
effect of the curse of dimensionality of the state space. This significantly restricts their
usability as soon as, say, dN > 16. While sparsity can provably help ameliorate the curse of
dimensionality by the use of well-chosen dictionaries, and so could nonlinear constructions
such as neural networks, in practice choices of dictionaries and architectures may not be
obvious, and perhaps in some cases even possible (see e.g. empirical results of applying
SINDy and simple neural networks in Appendix 7).

We proceed in a different direction: we take the structure of the system of equations (1.1)
into account, as well as its symmetries (over permutations of agents of each type, and over
translations) and move our regression target to the interaction kernels ¢ = (gbkk/)f}c{(:l 1> to
take advantage of the fact that each interaction kernel ¢y is a function of one variable bnly,
being defined on R*. This becomes an inverse problem. The observed variables for each
interaction kernel ¢ are the pairwise distances {Tz‘z"}z‘eck,z"eckn and even in the case of
L = 1, their samples are correlated (e.g. across indices, r;; and 7, as well as in time). For
L > 1 the nonlinear forward map of the dynamical system creates complicated dependences.
This is in contrast with the i.i.d assumption on the samples of observation variables in a
classical regression setting. Furthermore, the values of ¢ at the observed variables are not
measured directly, but rather linear combinations thereof (the r.h.s. of the system of ODEs)
are observed. Constraining upon such observations leads to a system of equations, that is
typically underdetermined given the trajectory data (see analysis in section 2.1). This may
cause severe ill-posedness in our inverse problem.

Finally, we remark that in this work we consider the regime where either the velocity is
observed, or % is sufficiently small. In our numerical section 3.1, we consistently use finite
differences to obtain accurate estimates of the velocity data from position data (with the
velocities being unobserved). While the learning theory framework is valid as long as we
have accurate velocity data, in the theory part, for simplicity, we assume the velocity data
are observed. In Lu et al. (2020) stochastic interacting particle systems are considered, for
which the velocity is unobserved (in fact, it does not exist in the classical sense), and the

error due to the approximation of velocities is analyzed.
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1.1 Contribution and Main results

The main focus of this work is to provide a theoretical foundation for the nonparametric
learning of the interaction kernel in agent-based systems from multiple trajectories. This
work is built on the recent works Bongini et al. (2017); Lu et al. (2019), where the problem
was introduced, in various regimes of observations. The numerical experiments in Lu et al.
(2019) demonstrated the effectiveness of the proposed approach on a wide variety of agent-
based systems, with initial theoretical results for the special case K =1 (i.e., homogeneous
systems). The new contributions of this work are: (i) the theoretical framework is gener-
alized, with full details, to cover the more general and widely used heterogeneous systems
(with K different types of agents), including a new analysis of learnability and consistency
for multiple kernels. Our results confirm (at least, as far as upper bounds go) that the
problem of learning multi-type interaction kernels requires stronger assumptions (in terms
of a multi-type coercivity condition) and larger sample size; (ii) we add numerical valida-
tion of the learning theory on three representative heterogeneous systems that are used in
practice, that provide empirical evidence of the learnability of kernels, of the consistency of
the estimator, of the near-optimal convergence rate of our estimators, and of the decay rate
of trajectories prediction errors; (iii) we also test the robustness of the learning approach
with respect to multiple type of noise in the observations

We leverage classical nonparametric regression techniques (e.g. Fan and Gijbels (1996);
Cucker and Smale (2002); Binev et al. (2005); Gyorfi et al. (2002)), by using the coercivity
condition to ensure well-conditioned learnability of the interaction kernels, and by intro-
ducing a dynamics-adapted probability measure pQLﬂ on the pairwise distance space. We
use L? (p:%) as the function space for learning; the performance of the estimator $M,7-L o 1S
evaluated by studying its convergence in probability and in expectation as the number of
observed trajectories M increases, by providing bounds on

Pag Ul bnt a0 (17 = Sl p2gony > €} and Byl dar (1) — S()rllp2pn] . (15)

where both the probability and expectation are taken with respect to pg, the distribu-
tion of the initial conditions of the observed trajectories. Under the coercivity condition,
the estimators {¢nr 2, }37_; obtained in (1.3) are strongly consistent and converge at an
optimal min-max rate to the true kernels ¢ in terms of M, as if we were in the in-principle-
easier (both in terms of dimension and observed quantities) 1-dimensional nonparametric
regression setting with noisy observations. We therefore avoid the curse of dimensionality
of the state space. Furthermore, in the case of L = 1 and that pg is satisfies a suitable
exchangeability condition and is Gaussian, we prove that the coercivity condition holds,
and show that even the constants in the error bound can be independent of N, making
the bounds essentially dimension-free. Numerical simulations suggest that the coercivity
condition holds for even larger classes of interaction kernels and initial distributions, and
for different values of L as long as p% is not degenerate (see Li et al. (2019) for a recent
investigation of the coercivity condition).

We exhibit an efficient algorithm to compute the estimators based on the regularized
least-squares problem (1.3), and demonstrate the learnability of interaction kernels on var-
ious systems, including opinion dynamics, predator-swarm dynamics and heterogeneous
particle dynamics. Our theory results holds for rather general hypothesis function spaces,
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with a wide variety of choices. In our numerical section we shall use local basis functions
consisting of piece-wise polynomials due to their simplicity and ease of efficient computation.
The numerical results are consistent with the convergence rate from the learning theory and
demonstrate its applicability. In particular, the convergence rate has no dependency on the
dimension of the state space of the system, and therefore avoids the curse of dimensionality
and makes these estimators well-suited for the high dimensional data regime. The numerical
results also suggest that our estimators are robust to noise and predict the true dynamics
faithfully, in particular, the collective behaviour of agents, in a large time interval, even
though they are learned from trajectory data collected in a very short time interval.

1.2 Discussion and future work

The regime we considered in this manuscript is that the data is collected from M inde-
pendent short trajectories, and the convergence rate of our estimators is with respect to
M. In such a regime, we require neither that the system to be ergodic nor the trajectory
to be long, nor the number of observations along a trajectory to be large. It is different
from regime where the data is collected from a long trajectory of an ergodic system. There
is of course a natural connection between these two regimes, though, when the system is
ergodic. In that case we may view the long trajectory as many short trajectories starting
from initial conditions sampled from the invariant measure, immediately obtaining similar
results using our framework. We need the proper initial distributions such that the coer-
civity condition holds true and therefore the inverse problem is well-posed. In fact, many
types of distributions, particularly the common distributions such as Gaussian or uniform
distribution, satisfy the coercivity condition, and therefore ensure the identifiability of the
interaction kernel. Our regime is of interest in many applications either when the model is
not ergodic, or when the invariant measure is unavailable, or when observation naturally
come in the form of multiple, relatively short trajectories.

Another important issue in our learning problem is the effective sample size (ESS) of the
data, particularly the ESS with respect to the regression measure p%. We have explored this
issue in Lu et al. (2019), as well as in the case of stochastic interacting particle systems in Lu
et al. (2020). For non-ergodic systems (which are the focus of this manuscript), our results
in Lu et al. (2019) (see e.g. Fig.516) suggest that the ESS does not necessarily increase in L
because the Lz(p%) error does not always decrease in M L. For ergodic stochastic systems,
we obtain in Lu et al. (2020) optimal convergence rate in M L, as suggested by the ergodic
theory that the ESS is proportional to M L.

The learning theory and algorithm developed in this paper could be extended to an even
larger variety of agent-based systems, including second-order systems, stochastic interacting
agent systems, and discrete-time systems with non-smooth interaction kernels; these cases
require different analyses, and will be explored in separate works.

1.3 Notation

Throughout this paper, we use bold letters to denote the vectors or vector-valued functions.
Let K be a compact (or precompact) set of Euclidean space; Lebesgue measure will be
assumed unless otherwise specified. We define the following function spaces
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e L>°(K): the space of bounded scalar valued functions on K with the infinity norm

[9llcc = esssup [g(x)];
zell

o LO(K) = @iy 1 L=(K) with || £]lec = maxy u || fir oo, ¥VF € LZ(K);
e C(K) : the closed subspace of L>°(K) consisting of continuous functions;
o C.(K) : the set of functions in C(K) with compact support;

e CF(K) for k € N,0 < a < 1: the space of k times continuously differentiable
functions whose k-th derivative is Holder continuous of order «.. In the special case of
k=0and a =1, g € C»(K) is called Lipschitz function space, and denote by Lip(K).

The Lipschitz seminorm of g € Lip(K) is defined as Lip[g] := sup,, %.
We use || - ||oo as the default norm to define the compactness of sets in L>(K) and its

subspaces. The prior on the interaction kernels ¢ is that ¢ belong to a compact set of
Lip(K) := @kK’;f,(:M Lip(K). The regularity condition is presented either by specifying a
compact set in a function class (e.g, C**(K)) or by quantifying the rate of approximation
by a chosen sequence of linear spaces. We will restrict the estimators to a function space
that we call the hypothesis space; H will be a subset of L°(K), where we show that the
minimizer of (1.3) exists. We will focus on the compact (finite- or infinite-dimensional)
subset of L*(K) in the theoretical analysis, however in the numerical implementation we
will use finite-dimensional linear spaces. While these linear subspaces are not compact,
it is shown that the minimizers over the whole space behave essentially in the same way
as the minimizers over compact sets of linear subspaces (e.g., see Theorem 11.3 in Gyorfi
et al. (2002)). We shall therefore assume the compactness of the hypothesis space in the
theoretical analysis, following the spirit of Cucker and Smale (2002); Binev et al. (2005);
DeVore et al. (2004).

1.4 Relevant background on interacting agent systems

The interacting agent systems considered in this paper follow the equations of motion (1.1).
These equations may be derived from physical laws for particle dynamics in gradient form:
we can think of each agent as a particle and for type-k agents, there is an associated potential
energy function depending only on the pairwise distance between agents:

U(X(t):=> [ > 2]1\,k<1>kk(m(t))+ > leicbk@,(ri,-/(t)) (1.6)

1€Cy \VeCy V' ZC,

with ¢pe, (r) = (I);ﬁku (r)/r. The evolution of agents in each type is driven by the mini-
mization of this potential energy function. This relationship justifies the appearance of the
. KK . . .
functions {¢pp (r)r}, w—q in (1.5) and in our main results.
In the special case of K = 1, the system is said to be homogeneous. It is one of
the simplest models of interacting agents, yet it can yield complex, emergent dynamics
(Kolokolnikov et al. (2013)). A prototypical example is opinion dynamics in social sciences,
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where the interaction kernel could be an increasing or decreasing positive function, model-
ing, respectively, heterophilious and homophilous opinion interactions (Mostch and Tadmor
(2014)), or particle systems in Physics where all particles are identical (e.g. a monoatomic
metal). In the case of K > 2, the system is said to be heterogeneous. Prototypical examples
include interacting particle systems with different particle types (e.g. composite materi-
als with multiple atomic types) and predator-prey systems, where the interaction kernels
may be negative for small r, inducing the repulsion, and positive for large r, inducing the
attraction.

There has been a line of research fitting real data in systems of form (1.1) across various
disciplines. We refer readers the application in chemistry using Lennard Jones potential to
Cisneros et al. (2016), application in the exploratory data analysis for animal movement to
Lukeman et al. (2010); Brillinger et al. (2011, 2012). When K = 1 and the interaction kernel
is an indicator function, the corresponding system is the well-known Hegselmann-Krause
Model ( also called flocking model in some literatures of computational social science),we
refer readers to De et al. (2014); Abebe et al. (2018) for details. Recently, the systems have
also been applied to learn the celestial dynamics from Jet Propulsion Lab’s data Zhong et al.
(2020b,a), or learning the cell dynamics from microscopy videos (personal communication)

We consider ¢ € L*°([0, R]) with the radius R representing the maximum range of
interaction between agents. We further assume that ¢ lies in the admissible set

Krs = {¢ = (prr)jmes: err € CON([0,R]), @rwlloo + Lip[prw] < S} (1.7)

for some S > 0. For ¢ € K g, the system (1.1) is well-posed for any given initial condition
(i.e. there is a unique solution, that can be extended to all times) and it is expected
to converge for t — oo to configurations of points whose mutual distances are close to
local minimizers of the potential energy function in (1.6), corresponding to steady states of
evolution. We refer to Kolokolnikov et al. (2013); Chen (2014) for the qualitative analysis
of this type of systems.

1.5 Outline and organization

The remainder of the paper is organized as follows. In section 2, we present the learning
theory that establishes a theoretical framework for analyzing the performance of the pro-
posed learning algorithm. We then discuss the numerical implementation of the learning
algorithm in section 3 and 4.1, and its performance in various numerical examples in section
4. Section 5 presents some theoretical results for the coercivity condition, a key condition
for achieving the optimal convergence rate of interaction kernels. Finally, we present the
proof of the main Theorems in the Appendix.

2. Learning theory
2.1 Measures and function spaces adapted to the dynamics

To measure the accuracy of the estimators, we introduce a probability measure, dependent
on the distribution of the initial condition pg and the underlying dynamical system, and
then define the function space for learning. We start with a heuristic argument. In the case
K =1, the interaction kernel ¢ depends only on one variable, but it is observed through

10
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a collection of non-independent linear measurements with values &;, the Lh.s. of (1.1),
at locations 7;; = ||@;y — x;||, with coefficients r;; := x;y — x;. One could attempt to
recover {¢(r;)}i i from the equations of #;’s by solving the corresponding linear system.
Unfortunately, this linear system is usually underdetermined as dN (number of known
quantities) < w (number of unknowns) and in general one will not be able to recover
the values of ¢ at locations {r;i}; . We take a different route, to leverage observations
through time: we note that the pairwise distances {r;s}; s are “equally” important in a

homogeneous system, and introduce a probability density p:LF on R

p’%’ Z 1o Z 7“ /tl ) (21)

1,1 =11<4’

where the expectation in (2.1) is with respect to the distribution pg of the initial condition.
By the law of large numbers, this density is the limit, as M — oo, of the empirical measure
of pairwise distance

LM

1
pEM (1) ;:W > Z 3, G (2.2)

Iom=144'=1;1<¢’

The measure p% is intrinsic to the dynamical system and independent of the observations.
It can be thought of as an “occupancy” measure, in the sense that for any interval I C R,
p:%(l ) is the probability of seeing a pair of agents at a distance between them equal to a value
in I, averaged over the observation time. It measures how much regions of R, on average
(over the observed times and with respect to the distribution pg of the initial conditions) are
explored by the dynamical system. Highly explored regions are where the learning process
ought to be successful, since these are the areas with enough samples from the dynamics to
enable the reconstruction of the interaction kernel. Therefore, a natural metric to measure
the regression error is the mean square distance in L2(pT) for an estimator ¢ MH, we let

istBas1.0) = [Gas ) =00 Iy = ([ owtrdr = 60 btan)) . (23)

If trajectories were observed continuously in time, we could consider

1
pr(r) = (N)T/ o Z 57"“/(15) (2.4)

zz’ 1,5<3’

The natural generalizations of pZ and pr, defined in (2.1) and (2.4), to the heteroge-

neous case, for each k, k' = 1,..., K, are the probability measures on R, (in discrete and
continuous time respectively)
1 L
L,kk'
k' . -
= 1€C,i'eCyy
it
k! 1 r
HEO =i [ B 3 S (26)
kk’ Jt=0 . .,
i€C,i Eck/
i

11
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where Ny = NpNy when k # k' and Ny = (]\;’“) when k& = k/. The error of an estimator
¢rr will be measured by ||dwi (+) - —Prrr (+) - ||L2(pL’kk/) as in (2.3). For simplicity of notation,
T

we write
KK KK
L L.kE' kk' 2, L,kk'
pt = o™ p @ A L) = @ L), (2.7)
kk'=1,1 kk'=1,1 kk'=1,1

with H‘pH 2(,L Ekk/ ”‘Pkk’H L kK for any ¢ € LQ( )
L*(p7)

Well-posedness and properties of measures

The probability measures { pL k!

thanks to the following lemma:

} k=11 and their continuous counterpart are well-defined,

Lemma 1 Suppose ¢ € Kprs (see the admissible set defined in(1.7)). Then for each
(k, k"), the measures p%’kk/ and pkF' | defined in (2.5) and (2.6), are regular Borel probability
measures on Ry. They are absolutely continuous with respect to the Lebesgue measure on
R provided that pg is absolutely continuous with respect to the Lebesque measure on RV,

We emphasize that the measures p%’kkl and p?"“, are both averaged-in-time measures of
the pairwise distances, and they have the same properties. The only difference is that they
correspond to discrete-time and continuous-time observations, respectively. In the following,
we analyze only the discrete-time observation case using p;’kk,, and all the arguments can
be extended directly to the continuous-time observation case using p?’“’.

/

The measures p?k/ and pr_%kk are compactly supported provided that pg is:

Proposition 2 Suppose the distribution pg of the initial condition is compactly supported
Then there exists Ry > 0, such that for each (k,k'), the support of the measure p (cmd
therefore p;’kkl), is contained in [0, Ro| with Ry = 2Cy+2K||¢p||cc RT where Cy only depends
on supp(tio)-

The proofs of these results are postponed to sec.6.2.

2.2 Learnability: a coercivity condition

A fundamental question is the well-posedness of the inverse problem of learning the interac-
tion kernels. Since the least square estimator always exists for compact sets in L>([0, R]),
learnability is equivalent to the convergence of the estimators to the true interaction kernels
as the sample size increases (i.e. M — oo0) and as the compact sets contain better and
better approximations to the true kernels ¢. To ensure such a convergence, one would
naturally wish: (i) that the true kernel ¢ is the unique minimizer of the expectation of the
error functional (by the law of large numbers)

M—o0

L
Exlp) = lim Enrlp Z o 1 (t) = £ (X (0))3] (2.8)

12
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(ii) that the error of the estimator, say dA), is small once Soo(qg) is small since € (¢) = 0.
Note that £ () is a quadratic functional of ¢ — ¢; by Jensen’s inequality, we have

Exo(®) <K |l@() - =) L2 (my -

If we bound € (¢) from below by ||¢() - —¢(-)~||%2(p%), we can conclude (i) and (ii) above.
This suggests the following coercivity condition:

Definition 3 (Coercivity condition for first-order systems) Consider the dynamical
system defined in (1.1) at time instants 0 = t; < to < --- < tr, = T, with random initial
condition distributed according to the probability measure g on RHY. We say that it satisfies
the coercivity condition on a hypothesis space H with a constant cr, n 3 if

1L B, [||f¢<X<tz>>H§]

inf
PeH\ (0} le() - 72

CLNH ‘= > 0. (2.9)

A similar definition holds for continuous observations on the time interval [0,T], upon
replacing the sum over observations with an integral over [0,T].

The coercivity condition plays a key role in the learning of the kernel. It ensures learn-
ability by ensuring the uniqueness of minimizer of the expectation of the error functional,
and by guaranteeing convergence of estimator. To see this, apply the coercivity inequality
to ¢ — ¢ and suppose ¢ — ¢ lies in ‘H, we obtain

et [0) - —B0)2app) < Enclp): (2.10)

From the facts that €..(¢) > 0 for any ¢ and that €,,(¢) = 0, we conclude that the true
kernel ¢ is the unique minimizer of the £ (¢). Furthermore, the coercivity condition en-
ables us to control the error of the estimator by the discrepancy between the error functional
and its expectation (see Proposition 18), therefore guaranteeing convergence of the estima-
tor. Finally, the coercivity constant controls the condition number of the inverse problem,
guaranteeing numerical stability. We study the consistency and rate of convergence in the
next section.

2.3 Consistency and rate of convergence

We start from a concentration estimate, in which the coercivity condition plays a funda-
mental role.

Theorem 4 Suppose that ¢ € Krg. Let Hy C L*([0, R]) be a compact (with respect to
the co-norm) convez set bounded above by So > S. Assume that the coercivity condition
(2.9) holds true on Hyr. Then for any € > 0, the estimate

CL,N,’HMH&SM,'H,M(') ' _d)() : ||i2(p%) < 24‘0&%{]” HSO() : _¢() : Hiz(p%) + 2¢ (211)

holds true with probability at least 1—6, provided that M > 15255 /2 K2 (log(N (Ha, wo et

CL,N,H €
log(5)), where N'(Ha, wo,r2RT) 18 the covering number of Hay with respect to the co-norm.

13
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If we choose a family of compact convex hypothesis space H s that contain better and
better approximations to the true interaction kernels ¢; then the concentration estimate
(2.11) yields the following consistency result:

Theorem 5 (Consistency of estimators) Suppose that {Hn}37_, € L*([0,R]) is a
family of compact convexr subsets such that

. M—o0
f _ M=o
st I f — &l

Suppose UprHas is compact in L*([0, R]) and the coercivity condition holds true on UpnrH s
Then

J\/}i_rfloo ||$M,?—LM(') =) - HLQ(p%) = 0 with probability one.

Given data collected from M trajectories, we would like to choose the best #H s to
maximize the accuracy of the estimator. Theorem 4 highlights two competing issues. On
one hand, we would like the hypothesis space H s to be large so that the bias inf e, [|¢(-)-
—¢(-) - HiQ(P%) (or infyep | — @||%) is small. On the other hand, we would like Hjs to

be small so that the covering number N (H yy, m) is small. This is the classical bias-
variance trade-off in statistical estimation. As is standard in nonparametric regression, the
rate of convergence depends on the regularity condition of the true interaction kernels and
the hypothesis space, as is demonstrated in the following proposition. We show that the
optimal min-max rate of convergence for 1-dimensional regression with noisy observations
is achieved by choosing suitable hypothesis spaces, with dimension dependent on M:

Theorem 6 Let (E;M”}-LJW be a minimizer of the empirical error functional defined in (1.3)
over the hypothesis space Hay.

(a) If we choose Hyr = KR s, assume that the coercivity condition holds true on ICg g, then
there ezists a constant C = C(K, S, R) such that

Euolll@a1,340, () - — () - HLQ(’)%)] = mM h

(b) Assume that {L,}° | is a sequence of linear subspaces of L°([0, R]), such that

dim(L,) < coK*n,, in[f:’ llp — blloc < c1n™® (2.12)
pELn

for some constants cg,c1 > 0,8 > 1. Such a sequence of linear spaces exists, for example,
when ¢ € CF with s = k+ «, it is approzimated by L,,: piecewise polynomials of degree at
least |s — 1], defined on n uniform subintervals of [0, R]. Suppose the coercivity condition
holds true on the set L := U,L,. Define B, to be the central ball of L, with the radius
(c1+S). Then by choosing Hy = By (ar), with n(M) < (IOQ/IM)ﬁ, there exists a constant
C=C(K,S,R,cy,c1) such that

ol Da130, () - =B() - z2(p1]

IN

¢ <logM>25“ . (2.13)

CL,N,C M

14
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We remark that C' increases (polynomially) with K, the number of agent types, con-
sistently with the expectation that the multi-type estimation problem is harder than the
single-type problem. We do not expect, however, the dependency of C' on K to be sharp.
A tighter bound would take into account, for example, how similar the interaction kernels
between different types are. This is an interesting direction of future research.

Proof For part (i), denote H = Kp,g, and recall that for e > 0, the covering number of
7 (with respect to the co-norm) satisfies

N(H,e) < eCr1K* e

where C] is an absolute constant (see e.g. (Cucker and Smale, 2002, Proposition 6)), and
infyep | — @l|% = 0. Then estimate (2.11) gives

2 —c? Me?
€ CLNH L,N,H

Puo{llpraa() - =@() - llp2pn) > €} < N(H, m)e 115252 K4

2 2
8SRPKOC) o LN mMe
< e CLNH 115252 R2 K6 (2 14)

2K6 c2 Me?
Define g(e) = w6—2 L,N,H

LN — 53019z pzicas Which is a decreasing function of e. By direct

calculation, g(e) = 0if e = epy = (%)i, where Cy = m(‘?,,sﬂ. Thus, we obtain
L,N,H
—f N M
- T 930452 4
Pudlloma(-) - —o(:) - ||L2(p%) >e} <€ BUTED € > em
1) € S EM

Integrating over € € (0, +00) gives

C3
CL N

-~ _1
Epolllpnrac() - —o() - L2 (o)) < M1,
where C5 = C(K, S, R) is an absolute constant only depends on K, S and R.

For part (ii), recall that for € > 0, the covering number of B,, by e-balls is bounded
above by (4(c1 + S)/e)COKQ"(see (Cucker and Smale, 2002, Proposition 5)). From estimate
(2.11), we obtain

- —S8 03 Cy 27’1 —C 62
Puo{llpn, () - =b() - lp2(op) > €+ can™ "} < () e

(2.15)
_ 6coK2n log(c3)+2co K2n|log(e)|—ca Me?
- ’

1 192(S+c1)?R2K* L NUpLn
where Cy = m017 C3 = ﬁ7 and Cq4 = m are absolute
constants independent of M. Define
C4
g(€) == conK?log(c3) + 2conk?|log(e)| — EMGZ.

s

_1 . . — _ .
Set n, = (102/11\4)25“7 and consider g(ceps) with ey = (%)%H = n, % as a function of

c. By calculation, g(ceps) is a decreasing function of ¢. We have lim,_,q+ g(ceps) = oo and
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lim, o0 g(cepsr) = —oo. Therefore, there exists a constant ¢; depending only on K, ¢, c3, ¢4
such that g(cseps) = 0. This gives

—c4 nr.2
e 2 Me

Pl () =60) - Iziopy > €} < {1 |

; € < c5€

€ > CreN

Therefore, with Hyy = B, ,

R Cg IOgM QL:T
E N, D . <
woll@rr30, () - —(:) ||L2<p%ﬂ—CL,N,unm( M ) ’

where cg is an absolute constant only depending on K, S, cg, ;. |

The convergence rate 5% coincides with the convergence rate for 1-dimensional re-

gression, where one can observe directly noisy values of the target function at sample
points drawn i.i.d from p%, for the set of functions satisfying the approximation prop-
erty (2.12). It is the optimal min-max rate for functions C*® with s = k 4+ . Obtaining

this optimal rate is satisfactory, because we do not observe the values {¢gx ( H:vg,m) (t;) —
acz(-m) ) lL:’JI\[’i]\l.[,’fl’Kjil wp/—p from the observations of the trajectories of the states. The
only randomness is in the M samples, via the random initial condition. It is perhaps a
shortcoming of our result that there is no dependence on L nor N in our upper bounds,
especially since numerical examples in Lu et al. (2019) suggest that the error does decrease
with L. In the case of K =1 and N large, the results in Bongini et al. (2017) suggest rates
no better than IV _%, i.e. they are cursed by the dimensionality of the space in which the
agents move, albeit recent work by some of the authors of Bongini et al. (2017) suggest
better results, with rates similar to ours but in the case of N — 400 may be possible
(personal communication).

2.4 Accuracy of trajectory prediction

Once an estimator $ L,M# is obtained, a natural question is the accuracy of trajectory
prediction based on the estimated kernel. The next proposition shows that the error in
prediction is (i) bounded trajectory-wise by a continuous-time version of the error functional,
and (ii) bounded on average by the L?(pr) error of the estimator. This further validates the
effectiveness of our error functional and L?(pr)-metric to assess the quality of the estimator.

Proposition 7 Suppose ¢ € ICr,s. Denote by /)E(t) and X (t) the solutions of the systems
with kernels ¢ = ((ﬁkk/)kK’],il and ¢ respectively, starting from the same initial condition.
Then for each trajectory we have

T
sup || X () — X ()3 < 2TeXp(8T2K252)/ 1X (s) — £5(X ()| 3dt ,
t€[0,T] 0

and on average with respect to the initial distribution g

By sup. } I1X () — X (t)|%] < 2T2K2 exp(8T2K282)||p(-) - — ()

Nz
te|

where the measure pr is defined by (2.4).
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Proof Recall that r;y := xy — x; and 7;y := Ty — x;. To simplify the notation, we
introduce the function Fi(z) := ¢(||z||)z, defined on R? for ¢ € L>([0, R]). Since ¢ :=
(akk,)kK}f,il | € Kg,s, we obtain Lip[F@yﬂ < S for each pair (k,k’). For every t € [0,T],
we have

| X (t) ZZ :c, s) — z4(s))ds <tzz / ‘:13Z — Zi(s Hds
j=11ieCj
<or HX(S) - fA(X(s))H ds+2T [ I(s)ds,
0 ¢ S 0
where
K 1 2
16)=| X 3 w7 (B3, (o)) = B, ()
j'=14deC, S
By the triangle inequality, we have I(s) < I1(s) + I2(s), where
2
e -3 Y N = (B ()~ 5 (@ils) — 20(s))| -
j'=14 EC -/ S
2
Lo - |3 Y N = (B Gul) ~ 5 (@ils) - #0(s)))
j'=14 GC -/ S
Estimating by Jensen or Holder inequalities, we obtain
2
) < Z Z Z > 7Llp 3, @i (s) = i (s)ll
Jj=1lieC; =14 GC 7
3]
SKZE Z 5 22 o (6) - o)
j=11ieCj Jjr=14 =
ZmaxLlp 3, DX () = X(s)l3
< KQSQHX(S) - X(S)H?g-
Similarly,
Ix(s) < K max Z Lip*(Fy DX (s) - X(s)3 < K257 X (s) — X (9)]3-

J =1

Combining above inequalities with Gronwall’s inequality yields the first inequality in
the proposition. The second inequality follows by combining the above with Proposition
6.3, which implies

1 [ e - gyoxen|as < 2 600 o0y

L2(pr)
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3. Algorithm
Recall that our goal is to learn the interaction kernels ¢ from the observational data

{2 ), & Y

consisting of the positions and velocities of agents observed at equidistant time instances
0=t <ty <---<tp="Twith M i.i.d initial conditions drawn from a probability measure

po on RV Our estimator ¢ M2 is obtained by minimizing the empirical error functional
. L,M,N 1 N 2
Eule) =3y X g |80 X goese it w) 61
I=1,m=1,i=1 ir=1" K
over all possible ¢ {Sﬁkk/}k w—1 in a suitable hypothesis space H = @k jr=1.1 Mk

In section 2, we analyzed the performance of estimators over compact convex subsets of

([0, R]). However, to compute these estimators numerically, one has to solve a con-
strained quadratic minimization problem, which is computationally demanding. Fortu-
nately, as in the standard nonparametric setting references, such a costly constrained opti-
mization is unnecessary, and one can simply compute the minimizer by least-squares over the
linear finite-dimensional hypothesis spaces because one can prove by standard truncation
arguments that the learning theory is still applicable to the truncation of these estimators
obtained by the unconstrained optimization (see chapter 11 in Gyorfi et al. (2002)). In the
following, we solve the minimization problem by choosing a suitable set of basis functions
for ¢ and compute the minimizer by regularized (i.e. constrained to ) least squares in a
fashion that is amenable to efficient parallel implementation.

3.1 Numerical implementation
3.1.1 CHOICE OF THE HYPOTHESIS SPACES AND THEIR BASIS

We use local basis functions to capture local features of the interaction kernels, such as
the sharp jumps: each hypothesis space Hgp is an ngi-dimensional space spanned by
{¢kk’,p}zgc1/ , a set of piecewise polynomial functions of degree s, with s being the order of

local differentiability of the true kernel. The dimension ngy is chosen to be a scalar multiple

1
of the optimal dimension n, = (10241\4)@ of the hypothesis space, as in Theorem 6. For

simplicity, we set these piecewise polynomials to be supported on a uniform partition of the
interval [0, R], where the radius R is the largest observed pairwise distance.

3.1.2 VELOCITY DATA OF AGENTS

When only the position data are available, the velocity data may be approximated numer-
ically. In our numerical experiments, :b(-m) (t;) is approximated by backward differences:

L) _m)
&™) (1) = Al (f) = ) Z @ () gy <1< 1
E ! tie1 — 1
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The error of the backward difference approximation is of order O(7T'/L), leading to a com-
parable bias in the estimator, as we shall see in 3.2. Hereafter we assume that T/L is
sufficiently small so that the error is negligible relative to the statistical error.

3.1.3 THE NUMERICAL IMPLEMENTATION

With these basis functions, denoting @i/ (r) = Z;Li’cl' aik pPik p(r) € Hpp for some con-

stant coefficients (ags ) =% , we can rewrite the error functional in (3.1) as

p=1’
T O (A R ™ (1)) ) |
Emlp) =777 Z N AT(Z kz@/,plﬁk,@/p)( t))r; . (b)) — ;7 ()|
I=1,m=1,i=1 " K lly=1 'Ky pm1

which is a quadratic functional with respect to the coefficient vector @ of ¢:
LS~ gl gom)
m) m) |2
M Z W3, d—dj " [|3
m=1

Here the vectors @ and d_(Lm) are

(1/Ne )& (1)

aii,1
) (/N )24 (1)
a—= : c Rzk,k,:wkk,’ J(Lm) _ : c RLNd
QKK (1/Ng) 2™ (t1)
AKomicx (1/Ng )2 (1)

K
and the learning matrix \I»'gzl) € RENXXLkw=1™t ig defined as follows: partition the
columns into K? regions with each region indexed by the pair (k, k'), with k, k' = 1,--- , K;
the usual lexicographic partial ordering is placed on these pairs, namely (k1,k]) < (ko2, k%)

iff k1 < ko or k1 = ko and k} < Ki; then in the region of the columns of \Ilg_rtn) corresponding
o (k, k), the entries of the learning matrix are

W) (L, e + p) = Z wkk/,p W) (t) € RY,
3 GC ’
for i € Ck; and 1 < l < L and ﬁkk/ = Z(/ﬁ,k') <(k,k") nklk/

Then we solve the least squares problem argmin 5 E 1 H‘I/(m - d_(m |2 by the
a
normal equation

1 & (m) 1 & (m)
———

Amm
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where the trajectory-wise regression matrices are

m m m 1 m m
PN Tl L qmyT glm),

(m)

1

"o ﬁ(

Note that the matrices AgT ) and b(qT ) for different trajectories may be computed in
parallel. The size of the matrices Agtn) is (3w k) X (D k), and there is no need to
read and store all the data at once, thereby dramatically reducing memory usage. These are
the main reasons why we solve the normal equations instead of the linear system directly
associated to the least squares problem; the disadvantage of this approach is that the
condition number of A,,_T is the square of the condition number of the matrix of the linear
system, and in situations where the latter is large, passing to the normal equations is not
advised. We summarize the learning algorithm in the following table.

Algorithm 1 Learning interaction kernels from observations
Input: Data {X ) (t)) lffll;ivil and the interval [0, R]!.

1: Use the backward finite difference method to compute the velocity data (if not given)
to obtain {X (&), X "™ (1)1 M

I=1,m=1

2: For each pair (k,k'), partition the interval [0, R] into Z:& uniform sub-intervals and
nkk/

construct the piecewise polynomial functions of degree s, {tpi p} po » over the partition.

3: Assemble (in parallel) the normal equation as in (3.2)

ApaG =byn

4: Solve for a
= Al b (3.3)

where A}L\LH is the pseudo-inverse of Ap; 3 = \I/LH\II M4 and EM’H = \IILHJ M-
Output: The estimator ¢ = (Z;ikf akk’,pz;zjkk’,p)i{’k/:y

The total computational cost of constructing estimators, given P CPU’s, is O(M LNT%an—i—

2
n3). This becomes O((LNTZd + C)M'"251) when n is chosen optimally according to our
Theorem and ¢ is at least Lipschitz (corresponding to the index of regularity s > 1 in the
theorem.

3.2 Well-conditioning from coercivity

We could choose different bases of H to construct the regression matrix Ay 3 in (3.2);
although the minimizer in H is of course independent of the choice of basis, the condition
number of Ay, 74 does depend on the choice of basis, affecting the numerical performance.
The question is, how do we choose the basis functions so that the matrix Az, a7 4 is well-
conditioned? We show that if the basis is orthonormal in L2(p%), the coercivity constant

LR is assumed know; if not, we could estimate it using Ruax, M := Max; i/ | m ||w2(-m) (t) — mi,m(tl)H.
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provides a lower bound on the smallest singular value of Ay, s 4, therefore providing control
on the condition number of Ay, ar 3.
To simplify the notation, we introduce a bilinear functional (-,-) on H x H

1 LN 1 N 1 N 1
fonah =7 3 7B |{ X o1 e 0,3 e (et )

l,i=1 =1 i'=1 )

(3.4)

for any @1 = (1,1 )i k> and @2 = (p2,kk )ik € H. For each pair (k, k') with 1 < k, k' < K,
let {rar15 5 Yrk' ny,, } De a basis of Hypr C L°([0, R]) such that

i () oy = B I8 ploe < S5, (35)
For each ¢yys p,,, € Hirr, we denote by "pkk’mkk/ its canonical embedding in H. Adopting
the usual lexicographic partial ordering on pairs (k, k'), we reorder the basis {1, , % kklvnkk’}

to be {1,b1+ﬁkk,, R 7¢nkk’+ﬁkk’}’ where ngp = Z(kl,k’l)<(k,k’)nk1ki' Set n = th/ Nk =
dim(#H); then for any function ¢ € ‘H, we can write ¢ = E;zl aptp,. We have:

Proposition 8 Define Ax = (((1/’pa1/)p/>>)pp, € R™™. Then the coercivity constant of
H = span{1,bp}g:1 is the smallest singular value of Ax 3¢, i.e.

O-min(Aoo,’H) = CL,NH

with cp, N3 defined in (2.9). Moreover, for large M, the smallest singular value of Apra
Umin(AM,H) > O‘9CL,N,’H

2 M
with probability at least 1 — 2n exp(— CL’]\{’Z{L TG
——n

with ¢y = K*R2S2 + 1.
200n2e2+ 0 T ) 1 o+

Proof Due to properties (3.5), the set of functions {,};_; C H is orthonormal in the
sense (9,,(-)+ ¥y (1)) p2(pry = ppr- Then for any ¢ = > o1 Gppp € H,

n n 1 L
@ Aot = (X 0y 3 ) = 5 B | Iy, (X
p=1 =1

p=1
> owin(Asa0) [l = owin(Asa) |0 - 132n) -

Thus, the coercivity constant cy, y 3 is Omin (A M,?-t), since this lower bound is in fact realized
by the eigenvector corresponding to the singular value owyin(Ans3¢)-

From the definition of Ap g in (3.2) and the fact that Aoy = ]E[Ag_T)], we have
limar—oo At = Asozt by the Law of Large Numbers. Using the matrix Bernstein in-
equality (Theorem 6.1.1 in Tropp (2015)) to control the smallest singular value of Az,
we obtain that o, (Anr9) is bounded below by 0.9¢r, v 3¢ with the desired probability. B

Proposition 8 also implies that the O(T'/L) error in the finite difference approximations
leads to a bias of order O(T'/L) in the estimator (with high probability). This can be
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derived from equation (3.2): the error in the finite difference approximation leads to a

bias of order O(7'/L) on the vector b,(,zl ), which is whence passed to the estimator linearly,
as A]*V}Hﬁ Z%Izl bgT ). With high probability, the bias is of the same order as the finite
difference error since the smallest singular value of the regression matrix Az 3¢ is bounded
below by the coercivity constant.

From Proposition 8 we see that, for each hypothesis space Hyys, it is important to
choose a basis that is well-conditioned in L?(pk), instead of in L*°([0, R]), for otherwise
the matrix A, 3 in the normal equations may be ill-conditioned or even singular. This
issue can deteriorate in practice when the unknown p:% is replaced by the empirical measure

LM . . . . . . "
ppr . It is therefore advisable to either use piecewise polynomials on a partition of the
L,M . . o .
support of p;" or use the pseudo-inverse to avoid the artificial singularity.

4. Numerical examples

We report in this section the learning results of three widely used examples of first-order
interacting agent systems: opinion dynamics from social sciences, predator-swarm dynamics
from Biology and a heterogeneous particle system inspired by particle Physics. Numerical
results demonstrate that our learning algorithm can produce an accurate estimation of
the true interaction kernels from observations made in a very short time, and can predict
the dynamics, and even collective behaviour of agents, in a larger time interval. We also
demonstrate numerically that as the number of observed trajectories M increases, the errors
in the estimation of the interaction kernel and in the predicted trajectories decay at rates
agreeing with the theory in Section 2. The theoretical results along with the numerical
validation shows that our estimators are statistically optimal and computationally efficient.

4.1 Numerical setup

We begin by specifying in detail the setup for the numerical simulations in the examples
that follow. We use a large number M oL of independent trajectories, not to be used else-
where, to obtain an accurate approximation of the unknown probability measure p% in (2.1).
In what follows, to keep the notation from becoming cumbersome, we denote by pi% this
empirical approximation. We run the dynamics over the observation time [t1,t1] with M
different initial conditions (drawn from the dynamics-specific probability measure pg), and
the observations consist of the state vector, with no velocity information, at L equidistant
time samples in the time interval [¢1,¢7]. All ODE systems are evolved using odel5s in
MATLAB® with a relative tolerance at 107> and absolute tolerance at 1076,

In the numerical experiments, we shall use piecewise constant or piecewise linear func-
tions to estimate the interaction kernels and then use the estimators to predict the dynamics.
In order to reduce the stiffness of the differential equations with estimated interaction ker-
nels, we choose a fine grid to linearly interpolate the estimator (and exterpolate it with a
constant). This results in Lipschitz continuous estimators.

We report the relative L2(p%) error of our estimators. In the spirit of Theorem 7,
we also report the error on trajectories X (¢) and /)Z(t) generated by the system with the
true interaction kernel and with the learned interaction kernel, respectively, on both the
training time interval [t;,?7] and on a future time interval [¢1,¢f], with both the same initial
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conditions as those used for training, and on new initial conditions (sampled according to
o), where the max-in-time trajectory prediction error over time interval [Ty, T7] is defined
as

= sup (4.1)

H HTM([TO,Tl]) te[To,T1]
The trajectory error will be estimated using M trajectories (we report the mean of the
error). We run a total of 10 independent learning trials and compute the mean of the
corresponding estimators, their errors, and the trajectory errors just discussed.

Finally, for each example, we also consider the case of noisy observations of the positions.
With noise added in the position, the finite difference method used to estimate the velocities
will amplify the noise: the error in the estimated velocity will scale as ngi'iiile) (Wagner
et al. (2015)). This issue is treated in the topic of numerical differentiation of noisy data and
several approaches have been developed, include the total variation regularization approach
(Chartrand (2011)) used in Brunton et al. (2016); Zhang and Lin (2018), high order finite
difference method used in Tran and Ward (2017), global and local smoothing techniques (see
Knowles and Renka (2014); Wagner et al. (2015); Cleveland and Devlin (1988)) used in Wu
and Xiu (2019); Kang et al. (2019), but no technique robust enough to work across a wide
variety of examples seems to exist. We have tried to use these techniques in our examples:
a combination of position data smoothing techniques and total variation regularization
approach worked well in the opinion dynamics but no technique worked well in the Predator-
Swarm Dynamics and particle dynamics, likely due to the large Lipschitz constant of the
response functions in these two systems. We leave the development of robust techniques,
and their theoretical analysis, of this important problem to future work. Here we investigate
the effect of noise in learning interaction kernels from an empirical perspective: we consider
the simpler setting where we assume the velocities are observed, but both position and
velocities are corrupted by noise. In the case of additive noise, the observations are

LX) + 1110 X (0)) + g N

while in the case of multiplicative noise they are

{(X™ (&) - (1 +m10m)s X(m)(tl)) 1+ 772ylvm)}lL=’J¥,m=1’

where in both cases 111, and 72, are i.i.d. samples from Unif.([-c, 0]).
For each example, 6 plots display and summarized our numerical results:

e in the first plot, we compare the estimated interaction kernels (after smoothing) to
the true interaction kernel(s) , for different values of M, with mean and standard
deviation computed over a number of learning trials. In the background we compare
p:% (computed on M oL trajectories, as described above) and p%’M (generated from
the observed data consisting of M trajectories).

e The second plot compares the true trajectories (evolved using the true interaction
law(s)) and predicted trajectories (evolved using the learned interaction law(s) from
a small number M of trajectories) over two different set of initial conditions — one
taken from the training data, and one new, randomly generated from pg. It also
includes the comparison between the true trajectories and the trajectories generated
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with the learned interaction kernels, but for a different system with the number of
agents Npew = 4NN, over one set of randomly chosen initial conditions.

e The third plot displays the convergence rate of mean trajectory error with respect to
M, both on the training time interval and the future time interval, in which we also
compare them with the convergence rate of estimated interaction kernels (those used
to produce the predicted trajectories).

e The fourth plot displays the coercivity constant over the hypothesis spaces used in
the experiments (see Algorithm 2) and the convergence rate of interaction kernels
with and without the observation of true velocities. To validate the applicability of
the main Theorems, we report the relative L? (pr_%) errors of the piecewise polynomial
estimators (without smoothing), just as in the main Theorem 6.

e The fifth plot compares the estimators learned from the noisy observations with the
true kernels, and their performance in trajectory prediction.

e The last plot shows the convergence rate of our estimators and their smoothed ones
when the observations are contaminated by noises.

Algorithm 2 Estimation of the coercivity constant over the hypothesis space H

Input: A set of basis functions {pp}; | CH
1: Generate the position data {X ™ (tl)}lL:’]szl with M = 10°.
2: Use the data in step 1 to compute an empirical measure Z)%.
3: Apply the Gram-Schmidt process on the {cpp}gzl to get a new set of basis functions
{Pp}p—1 that satisfy
(@p()- ‘Aap’(')'>L2(jg:Lr) = Opp'

4: Use the data in step 1 and {¢pp};_; to assemble the matrix Ay 3 (see equation 3.2)
and compute its minimal eigenvalue.
Output: o.in(Ar ).

4.2 Opinion dynamics

One successful application of first order systems is opinion dynamics in social sciences (see
Krause (2000); Blodel et al. (2009); Mostch and Tadmor (2014); Brugna and Toscani (2015);
Couzin et al. (2005) and references therein). The interaction function ¢ models how the
opinions of pairs of people influence each other. We consider a homogeneous case with
interaction kernel defined as

0.4, 0<r< % —0.05,

—0.3 cos(107(r — % +0.05)) + 0.7, % —0.05<r< % +0.05,
o(r) =1 1, % +0.05 < r < 0.95,

0.5 cos(10m(r — 0.95)) + 0.5, 0.95 < r < 1.05

0, 1.05<r
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This kernel ¢ is compactly supported and Lipschitz continuous with Lipschitz constant
5m. It models heterophilious opinion interactions (see Mostch and Tadmor (2014)) in a
homogeneous group of people: each agent is more influenced by its further neighbours than
by its closest neighbours. It is shown in Mostch and Tadmor (2014) that heterophilious
dynamics enhances consensus: the opinions of agents merge into clusters, with the number of
clusters significantly smaller than the number of agents, perhaps contradicting the intuition
that would suggest that the tendency to bond more with those who are different rather
than with those who are similar would break connections and prevent clusters of consensus.

Suppose the prior information is that ¢ is Lipschitz and compactly supported on [0, 10]
(so R = 10). Let H,, be the function space consisting of piecewise constant functions on
uniform partitions of [0,10] with n intervals. It is well-known in approximation theory (see
the survey DeVore and Lucier (1992)) that inf,ey,, [|¢ — ¢lloo < Lip[@]n~!, therefore the
conditions in Theorem 6 are Satisﬁ?d with s = 1. Our theory suggests that a 1Choice of
dimension n proportional to (logLM)ﬁ will yield an optimal convergence rate M ™3 up to a

logarithmic factor. We choose n = 60(@%)%' Table 3 summarizes the system and learning

parameters.

d| N | My | L | [ti;tr;ty] Ho deg(v) n
10| 10° |51 0;05:20] | (0.8)) | 0 | 60(2L)3

Table 3: (OD) Parameters for the system

Figure 2 shows that as the number of trajectories increases, we obtain more faith-
ful approximations to the true interaction kernel, including near the locations with large
derivatives and the support of ¢. The estimators also perform well near 0, notwithstanding
that information of ¢(0) is lost due to the structure of the equations, that have terms of
the form ¢(0)0 = 0.

We then use the learned interaction kernels (Z) to predict the dynamics, and summa-
rize the results in Figure 3. Even with M = 16, our estimator produces very accurate
approximations of the true trajectories. Figure 12 displays the accuracy of trajectory pre-
dictions. As M increases, the mean trajectory prediction errors decay at the same rate as
the convergence rate of the interaction kernel, not only in the training time interval [0, 0.5]
(consistently with Theorem 7), but also in the future time interval [0.5,20] (suggesting the
bounds in Theorem 7 may be sometimes overly pessimistic).

To verify the learnability of the interaction kernel, we estimate the coercivity constant
on the hypothesis spaces used in the experiments: we partition [0, 10] into n uniform subin-
tervals and choose a set of basis functions consisting of the indicator functions, and then
use Algorithm 2. We display the estimated coercivity constant of H,, for different values
of n in Figure 5(a). These numerical results suggest that the coercivity constant, over
L2([0,10], pL), is around 0.08, close to the conjectured lower bound 0.09 based on Theorem
9. We impute this small difference to the finite sample approximation.
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Figure 2: (Opinion Dynamics) Comparison between true and estimated interaction kernels
with different values of M, together with histograms (shaded regions) for p% and pé’M. In
black: the true interaction kernel. In blue: the piecewise constant estimator smoothed by
the linear interpolation. From left-top to right-bottom: learning from M = 2% 27 210 213
trajectories. The standard deviation bars on the estimated interaction kernels become
smaller and barely visible. The estimators converge to the true interaction kernel, as also
indicated by the relative errors: (1.5 +0.08) - 1071, (6 & 0.5) - 1072, (2.5 £ 0.03) - 1072 and
(8.94+0.1)-1073.
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Figure 3: (Opinion Dynamics) X (t) (Left column) and X (¢) (Right column) obtained with
the true kernel ¢ and the estimated interaction kernel (;AS from M = 16 trajectories, for an
initial condition in the training data (Top row) and an initial condition randomly chosen
(Middle row). The black dashed vertical line at ¢ = 0.5 divides the “training” interval
[0,0.5] from the “prediction” interval [0.5, 20]. Bottom row: X (¢) and X (t) obtained with
¢ and QAS, for dynamics with larger Ny = 4N, over one set of initial conditions. We achieve
small error in all cases, in particular predicting the number and location of clusters for large
time. The mean of max-in-time trajectory errors over 10 learning trials can be found in
Figure 12.

27



Lu, MAGGIONI AND TANG
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Figure 4: (Opinion Dynamics) Mean errors in trajectory prediction over 10 learning trails
using estimated interaction kernels obtained with different values of M: for initial conditions
in the training set (Training ICs), randomly drawn from py (Random ICs), and for a system
with 4N agents (Large N). Left: Errors over the training time interval [0,0.5]. Right: Errors
over the prediction time interval [0.5,20]. Right upper corner inside the left figure: the
convergence rate of the relative L2(,0:Lp) errors of smoothed estimated interaction kernels.
The mean trajectory errors decay at a rate close to the convergence rate of interaction
kernels, in agreement with Theorem 7.
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Figure 5: (Opinion Dynamics). Left: The approximate coercivity constant on H,, that
consists of piecewise constant functions over n uniform partitions of [0, 10], obtained from
data of 10° trajectories. Right: Given true velocities, the convergence rate of the estimators
is 0.29, close to the theoretical optimal min-max rate 1/3 (shown in the black dot line).
Otherwise, for unobserved velocities, the curve of the learning error flattens due to the
approximation error of velocities by the finite difference method.
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Figure 6: (Opinion Dynamics) Interaction kernel learned with Unif.([—0, 0]) additive noise,
for ¢ = 0.15, in the observed positions and observed velocities; here M = 128, with all the
other parameters as in Table 3.

Figure 5(b) shows that the convergence rate of the interaction kernel is M3, close
to the theoretical optimal rate M~1/3 in Theorem 6 up to a logarithmic factor. An in-
teresting phenomenon is that smoothed learned interaction kernel exhibits a convergence
rate of M 045 (see upper-right corners of plots in Figure 12). We explain this phenomenon
as follows: the gridded interpolation smoothing techniques make our piecewise constant
estimators match well with the true kernel, which is almost piecewise constant, and given
the lack of noise, it succeeds in reducing the error in the estimator and yielding an almost
parametric convergence rate.

4.3 Predator-Swarm dynamics

There has been a growing literature on modelling interactions between animals of multiple
types for the study of animal motion, see Escobedo et al. (2014); Parrish and Edelstein-
Keshet (1999); Cohn and Kumar (2009); Nowak (2006); Fryxell et al. (2007). We consider
a first-order Predator-Swarm system, modelling interactions between a group of preys and
a single predator. The prey-prey interactions have both short-range repulsion to prevent
collisions, and long-range attraction to keep the preys in a flock. The preys attract the
predator and the predator repels the preys. Since there is only one predator, there are no
predator-predator interactions. The intensity of interactions between the single predator
and group of preys can be tuned with parameters, determining dynamics with various
interesting patterns (from confusing the predator with fast preys, to chasing, to catching up
to one prey). We use the set C for the set of preys, and the set Cy for the single predator.

29



Lu, MAGGIONI AND TANG

Coord. 1
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Figure 7: (Opinion Dynamics) One of the observed trajectories before and after being
perturbed by the additive noise. The solid lines represent the true trajectory; the dashed
semi-transparent lines represent the noisy trajectory used as training data (together with
noisy observations of the velocity); the dash dotted lines are the predicted trajectory learned
from the noisy trajectory.
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Figure 8: (Opinion Dynamics). The convergence rates of estimators with different levels
of additive noise drawn from Unif.([—o,0]). The noise causes a flattening of the error,
with large noise making improvements in the error negligible as the number of observa-
tions increases. Left: Rates for estimators without smoothing. Right: Rates for smoothed
estimators.
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We consider the interaction kernels

(;5171(7') =1- T_Q’ ¢1,2(T) = _2T_2a ¢2,l(r) = 3.57’_3, ¢2,2(T) =0.

Since interaction kernels are all singular at » = 0, we truncate them at 7¢unc by con-
necting it with an exponential function of the form aexp(—br) so that it has continuous
derivative on R™. The truncation parameters are summarized in Table 4.

kernels | 7trunc
®1,1 0.4
®1,2 1
®2,1 0.4
$2,2 0

Table 4: (PS) Truncation parameters for the Prey-Predator kernels

d| Ny | Noy Mp% L | [ti;trsty] 140 deg(rx) Nkt
Preys: Unif. disk [0,0.5] 1
5 .1 ) _M_
2|9 1| 10° | 100 | {0;1;20] Predators: Unif. ring [0.8,1] 1 100(10%M)5

Table 5: (PS) System and learning Parameters for the Predator-Swarming system

In the numerical experiments, the initial positions of the preys are sampled from the
uniform distribution on the disk with radius 0.5, and the initial position of the predator
is sampled from the uniform distribution in the ring with radii between 0.8 and 1. The
dynamics mimics the following real situation: preys gather and scatter in a small area;
the predator approaches the preys gradually and begins to chase the preys within a small
distance; although the predator is able to catch up with the swarm as a whole, the individual
prey is able to escape by “confusing” the predator: the preys form a ring with the predator
at the centre. Finally, they form a flocking behaviour, i.e., they all run in the same direction.

In this example, we assume that the prior information is that each interaction kernel
@i is in the 2-Holder space, i.e., its derivative is Lipschitz. Note that the true interaction
kernels are not compactly supported. However, our theory is still applicable to this case:
due to the compact support of 1o and decay of ¢ at co, Grownwall’s inequality implies that,
for a sufficiently large R (depending only on supp(uo), |[@|lc and T'), ¢ and ¢l ) would
produce the same dynamics on [0, 7] for any initial conditions sampled from pg, but now
¢ = @1y gy is in the function space Kp g. Therefore, we can still assume that ¢ is compactly
supported. Here, we choose R = 10 and H,,,, to be the function space that consists of
piecewise linear functions on the uniform partition of [0,10] with n intervals. It is well-known
in approximation theory (e.g. DeVore and Lucier (1992)) that inf ez, [|¥ — @rrr1j0,10]lloc <
Lip[qb;gk,]n_? Therefore the conditions in Theorem 6 are satisfied with s = 2. Our theory

M

suggests that any choice of dimension n that is proportional to (log—M)l/ 5 yields an optimal

convergence rate M —%) up to a logarithmic factor. We choose n = 100(1024]\/[)1/ ° here. The
system and learning parameters for Predator-Swarm dynamics are summarized in Table 5.
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Figure 9: (Predator-Swarm Dynamics) Comparison between true and estimated interaction
kernels with M = 16 (Top) and 1024 (Bottom). In black: the true interaction kernels. In
blue: the learned interaction kernels using piecewise linear functions. When M increases
from 16 to 1024, the standard deviation bars on the estimated interaction kernels become
smaller and less visible. The relative errors in L?(p%) for the interaction kernels are (9 &

2)-1073 and (2.5 £0.05) - 1073,
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Figure 10: (PS) X (t) and X (t) obtained with ¢ and ¢ learned from M = 16 trajectories
respectively: for an initial condition in the training data (Top) and an initial condition
randomly chosen (Middle). The black dot at ¢ = 1 divides the “training” interval [0, 1] from
the “prediction” interval [1, 20]. Bottom: X (¢) and X (t) obtained with ¢ and ¢ learned
from M = 16 trajectories respectively, for dynamics with larger N, = 4N, over a set of
initial conditions. We achieve small errors in all cases, in particular we predict successfully
the flocking time and direction. The means of trajectory errors can be found in Figure 11.

Figure 9 indicates that the estimators match the true interaction kernels extremely well
except for a small bias at locations near 0. We impute this error near 0 to two reasons:
(i) the strong short-range repulsion between agents force the pairwise distances to stay
bounded away from r = 0, yielding a p:% that is nearly singular near 0, so that there are
only a few samples to learn the interaction kernels near 0. We see that as M increases, the
error near 0 is getting smaller, and we expect it to converge to 0. (ii) Information of ¢(0) is
lost due to the structure of the equations, as we mentioned earlier in the previous example,
which may cause the error in the finite difference approximation of velocities to affect the
reconstruction of values near 0.

Figure 10 shows that with a rather small M, the learned interaction kernels not only
produce an accurate approximation of the transient behaviour of the agents over the training
time interval [t1,%r], but also of the flocking behaviour over the large time interval [tr,t¢]
including the time of formation and the direction of a flocking, which is perhaps beyond
expectations.

Figure 11(a) shows that the mean trajectory errors over 10 learning trials decay with M
at a rate 0.32 on the training time interval [0, 1], matching the convergence rate of smoothed
kernels, even in the case of a new system with 4N agents. This agrees with Theorem 7 on
the convergence rate of trajectories over the training time. For the prediction time interval
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Figure 11: (Predator-Swarm Dynamics) Mean errors in trajectory prediction over 10 learn-
ing trials using estimated interaction kernels obtained with different values of M: for initial
conditions in the training set (Training ICs), randomly drawn from o (Random ICs), and
for a system with 4N agents (Large N). Left: Errors over the training time interval [0,1].
Right: Errors over the future time interval [1,20]. Upper right corner of left figure: the
convergence rate of the smoothed learned interaction kernels. The decay rate of the mean
trajectory prediction errors over the training time is faster than that of interaction kernels.
On the prediction time interval, we still achieve good accuracy for trajectories, with a rate
a bit slower than that of interaction kernels.

[1,20], our learned interaction kernels also produced very accurate approximations of true
trajectories in all cases, see Figure 11(b).

Next, we study the learnability of the estimated interaction kernels in this system.
As demonstrated by Proposition 8, the coercivity constant is the minimal eigenvalue of
Ao 3¢, which in our cases is blocked diagonal: one block for learning prey-prey and prey-
predator interactions from velocities of preys, and the other block for learning predator-prey
interaction from velocities of the predator. We display the minimal eigenvalues for each
block in Figure 12(a). We see that the minimal eigenvalue of the prey-prey block matrix
stays around 2- 1072 and the predator-predator matrix stays around 0.7 - 1072 as partitions
get finer. We therefore conjecture that the coercivity constant over L?([0,10], p%) is about
0.7-1072.

When true velocities are observed, we obtain a convergence rate for || (-)-—¢(-)- HLz(p%)

around M35 (log M/M)~4) (see Figure 12(b)), which matches our theoretical results
and is close to the optimal min-max rate M ~2/® for regression with noisy observations up
to a logarithmic factor. If the velocities were not observed, the convergence rate would be
affected. In the right upper corner of Figure 11(a), we see that the convergence rate of the
smoothed estimators is around M ~932 if we use the finite difference method to estimate
the unobserved velocities, leading to an error in the velocities of size O(1072).
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Figure 12: (PS). Left: The coercivity constant on H,, consisting of piecewise linear functions

over n-uniform partitions of the support of p:%, computed from data consisting of M = 10°
—0.35

trajectories.Right: the relative L?(pk) errors decay at a rate about (M)
theoretical optimal min-max rate.
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Figure 13: (Predator-Swarm Dynamics) Interaction kernels learned with Unif.([—o,0])
multiplicative noise, for ¢ = 0.1, in the observed positions and observed welocities; here
M = 16, with all the other parameters as in Table 5.
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Figure 14: (Predator-Swarm Dynamics) One of the observed trajectories before and after
being perturbed by the multiplicative noise drawn from Unif.([—0o,0]) with o = 0.1. The
solid lines represent the true trajectory; the dashed semi-transparent lines represent the
noisy trajectory used as training data (together with noisy observations of the velocity);
the dash dotted lines are the predicted trajectory learned from the noisy trajectory.
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Figure 15: (Predator-Swarm Dynamics). The convergence rates of estimators with different
levels of multiplicative noise drawn from Unif.([—o, 0]). The noise make the learning curve
tend to be flat as its level increases. Left: Rates for estimators without smoothing. Right:
Rates for smoothed estimators.
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4.4 Heterogeneous particle dynamics

We consider here another representative heterogeneous agent dynamics: a particle system
with two types of particles (denoted by « and ) governed by Lennard-Jones type potentials
(a popular choice for example to model atom-atom interactions in molecular dynamics and
materials sciences). The general expression of the Lennard-Jones type potential is

B(r) = P {q ()" - (my]
(p—q)lp\r r

where ¢ is the depth of the potential well, r is the distance between the particles, and 7,
is the distance at which the potential reaches its minimum. At r,,, the potential function
has the value —e. The 7P term, which is the repulsive term, describes Pauli repulsion at
short ranges due to overlapping electron orbitals, and the r~¢ term, which is the attractive
long-range term, describes attraction at long ranges (modeling van der Waals forces, or
dispersion forces). Note that the corresponding Lennard-Jones type kernel ¢(r) = w is
singular at » = 0: we truncate it at ryune by connecting it with an exponential function of
the form aexp(—br'?) so that it is continuous with a continuous derivative on R*.

In our notation for heterogeneous systems, the set C corresponds to a-particles, and Co
corresponds to S-particles. The intensity of interaction(s) between particles can be tuned
with parameters, determining different types of mixture of particles. In the numerical simu-
lations, we consider interaction kernels ¢1 1, ¢1,2, ¢2.1 and ¢2 2 with parameters summarized
in Table 6.

kernels | p | ¢ | € | Tm | Ttrunc
¢11 |4]1]10]08] 0.68
p12 |[8]2]15]05] 04
21 |8]2]15]05] 04
oo |52 5 |1 0.8

Table 6: (LJ) Parameters for the Lennard Jones kernels

d| Ny | Ny | My | L | [ta;tr;ty] Ho deg(Yrrr) Teke!
2 5 | 5 | 10° | 100 | [0;0.05;2] | N(0, Ingx20) 1 300(10%4)%

Table 7: (LJ) Parameters for the system

In the experiments, the particles are drawn i.i.d from standard Gaussian distribution
in R2. In this system, the particle-particle interactions are all short-range repulsions and
long-range attractions. The short-range repulsion force prevents the particles to collide and
long-range attractions keep the particles in the flock. Both the a-particles and B-particles
form the crystal-like clusters. Moreover, the a-3 potential function is the same with the
B-a potential function. Both of them have the smallest r,, and relative large attractive
force (see Table 6) when an a-particle is far from a [S-particle. As a result, the attraction
force between two different types of particles will force them to mix homogeneously.
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Figure 16: (Lennard Jones Dynamics) Comparison between true and estimated interaction
kernels with M = 16 (Top) and M = 512 (Bottom). In black: the true interaction kernels.
In blue: the learned interaction kernels using piecewise linear functions. The learned in-
teraction kernels with M = 16 match the true kernels very well except at the region near
0. For a larger M = 512, the learned interaction kernels match more faithfully to the true
interaction kernels at locations near 0; the standard deviation bars on the estimated inter-
action kernels become smaller and less visible. The relative errors in L?(pk) norm for the

x10' x10'
0.1 0
10.1
0_08—0.05
01 10.08
0.06 lo.06
10.04 0.2 10.04
10.0270-257 10.02
-0.3
0 0
x10" x10"
_4)21 = H
*ém 10.1 0 101
ot
Pl 008 02 10.08
10.06 -0.4+ 10.06
10.04 0.6 10.04
10.02 -0.8 ¢ 10.02
- — 0 0
5 6
1 1
x10 x10
e R IR o, 1
¢ = — @12
L1 y
| 0.080.05 ]| 0.08
Pr T :
10.06 -0.1
©-0.15 1008
10.04 g2 10.04
10.020-25| 10.02
-0.3
. . —'0
6 1 6 1
x10 x10
:gﬂ 0.1 0 :gﬂ 0.1
pi}m T
{,Ar.21 i 00802 ng,?? H0.08
Pr Pr
10.060.4 10.06
10.040.6 10.04
10.020.8 10.02
0 : : 0
6 7 4 5 6

r (pairwise distance)

kernels are (4 +2) - 1072 and (1.2 £ 0.003.5) - 1072,
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Since the system evolves to equilibrium configurations very quickly, we observe the
dynamics up to a time t; which is a fraction of the equilibrium time. Since the particles
only explore a bounded region due to the large-range attraction, p% is essentially supported
on a bounded region (see the histogram background of Figure 16), on which the interaction
kernels are in the 2-Holder space. Therefore, our learning theory is still applicable in this
case. Similar to the learning in Predator-Swarm dynamics, the estimator of each ¢px
belongs to a piecewise linear function space over a uniform partition of n intervals. The
observation and learning parameters are summarized in Table 7. As reported in Figure 16,
with rather small M, the learned interaction kernels ¢ approximate the true interaction
kernels ¢ very well in the regions with large p%, i.e., regions with an abundance of observed
values of pairwise distances to reconstruct the interaction kernels. The reasons for the error
near 0 are similar to those for Predator-Swarm dynamics.

40T
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Figure 17: (Lennard Jones Dynamics) X () and X (¢) obtained with ¢ and & learned with
M = 16 for an initial condition in the training data (Top row) and a new initial condition
random drawn from g (Middle row). The black dot at ¢ = 0.05 divides the training time
interval [0,0.05] from the prediction time interval [0.05, 2]. Bottom row: X (t) and X (t)
obtained with ¢ and ngS learned from M = 16 trajectories respectively, for dynamics with
larger Npew = 4N, over a set of initial conditions. We achieve small errors, in average, in
particular predicting the time and shape of particle aggregation. The means of trajectory
prediction errors are in Figure 18.

Figure 17 shows that the learned interaction kernels not only produce an accurate ap-
proximation of transient behaviour of particles on the training time interval [t1,¢1], but also
the aggregation of particles over a much larger prediction time interval [ty ty].
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Mean Traj Errs over future time [0.1,2]
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Figure 18: (Lennard Jones Dynamics) Mean errors in trajectory prediction over 10 learning
trails using estimated interaction kernels obtained with different values of M: for initial
conditions in the training set (Training ICs), randomly drawn from o (Random ICs), and
for a system with 4N agents (Large N). Left: Errors over the training time interval [0,
0.05]. Right: Errors over the future time interval [0.05, 2].  Upper right corner of left
figure: the convergence rate of kernels (used to predict dynamics). The learning curves of
trajectory prediction errors over the training time interval are almost the same with those
of interaction kernels. On the prediction time interval, we still achieve a good accuracy of
trajectory prediction and just a slightly slower rate for predicting trajectories in all cases.

We summarize the mean trajectory prediction errors over 10 learning trials in Figure 18.
It shows that the convergence rate of the trajectory errors over the training time interval
[0,0.05] is the same with the convergence rate of the kernels. For the prediction time interval
[0.05, 2], our learned interaction kernels still produced very accurate approximations of true
trajectories in all cases, as demonstrated in Figure 18(b).

We then compute the minimal eigenvalue of A, 3, inspired by Proposition 8. In this
case, Ao 2 is block diagonal: one block for learning ¢11 and ¢ 2 from velocities of a-
particles, and the other block for learning ¢21 and ¢22 from velocities of the S-particles.
We display the minimal eigenvalues for each block in Figure 19(a). We see that the minimal
eigenvalue of the type 1 block matrix stay around 8.7 - 1072 and the type 2 block matrix
stay around 8.9 - 1072 as the partitions get finer, suggesting a positive coercivity constant
over L*(pk).

We choose the partition number ng for learning ¢pir according to Theorem 6. Given
true velocities, we obtain a convergence rate for ||[@(-) - —¢(-) - L2 (o) around M=935 (see
right column of Figure 19), which is close to the theoretical optimal min-max rate M —2/5,
The error in finite difference approximation of the velocities affects the convergence rate, as
is demonstrated in the right upper corner of Figure 18(a), where the learning curves tends
to flatten.
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Figure 19: Left: The coercivity constant on H, consisting of piecewise linear functions
over n-uniform partitions of the support of p%, computed from data consisting of M = 10°
trajectories. Right: the relative LQ(p:I;) errors decay at a rate M 3% close to theoretical
optimal min-max rate M ~%4 up to a logarithmic factor (shown in the black dot line) as in
Theorem 6.
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Figure 20: (Lennard Jones Dynamics) Interaction kernels learned with Unif.([—o,o]) ad-
ditive noise, for o = 0.02, in the observed positions and observed velocities; here M = 16,
with all the other parameters as in Table 7.
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Figure 21: (Lennard Jones Dynamics) One of the observed trajectories before and after
being perturbed by the additive noise drawn from Unif.([—0o, 0]) with ¢ = 0.02. The solid
lines represent the true trajectory; the dashed semi-transparent lines represent the noisy
trajectory used as training data (together with noisy observations of the velocity); the dash
dotted lines are the predicted trajectory learned from the noisy trajectory.
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Figure 22: (Lennard Jones Dynamics). The convergence rates of estimators with differ-
ent levels of additive noise drawn from Unif.([—o,0]). Left: Rates for estimators without
smoothing. Right: Rates for smoothed estimators.
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4.5 Summary of the numerical experiments

e Short time observations don’t prevent us from learning the interaction kernels. The
randomness of initial conditions enables the agents to explore large regions of state
space, and in the space of pairwise distance in a short time. The estimated interac-
tion kernels approximate well in the regions where p% is large, i.e. regions with an
abundance pairwise distances to reconstruct the interaction kernels. As the number of
trajectories increases, we obtain more faithful approximations of the true interaction
kernels, agreeing with the consistency Theorem 5. We also see that our estimators,
even learned from a small amount of data sampled from a short period of transient
dynamics, not only can predict the dynamics on the training time interval [t1,¢7] but
also produce accurate predictions of large time behaviour of the system.

e The decay rate of the mean trajectory prediction errors over the training time interval
[t1,tr] in terms of M is the same with the convergence rate of the estimated interaction
kernels (that are used to predict dynamics), agreeing with Theorem 7.

e The coercivity condition holds on hypothesis spaces that consist of piecewise polyno-
mials, for different kernel functions, and various initial distributions including Gaus-
sian and uniform distributions, and for different L. The convergence rates of the
kernels match closely the rate we derived in Theorem 6, which are optimal up to a
logarithmic factor.

e Our estimators are robust to the observational noise up to a certain level and still
produced rather accurate predictions of the true dynamics. The convergence rate of
interaction kernels tends to be flat as the noise level increases, showing our estimators
do not overcome the problem exhibited by other estimators of ODEs and PDEs, and
do not denoise and recover the true interaction kernel even asymptotically. When the
noise is significant, the accuracy of the estimators did not improve as the number of
observed trajectories increased.

5. Discussions on the coercivity condition

The coercivity condition on the hypothesis space H, quantized by the constant ¢y, v 3, plays
a vital role in establishing the optimal convergence rate, as is demonstrated in Theorem
4 and Theorem 6. Proposition 8 provides a way to compute the coercivity constant on a
finite dimensional H numerically: it is the minimal eigenvalue of the matrix that yields
the estimator by choosing an orthonormal basis of L%([0, R], p%). We have performed
extensive numerical experiments to test the coercivity condition for different dynamical
systems. Numerical results suggest that the coercivity condition holds true on rather general
hypothesis space for a large class of kernel functions, and for various initial distributions
including Gaussian and uniform distributions, and for different values of L as long as p:% is
not degenerate.

In the following, we prove the coercivity condition on general compact sets of L2([0, R], p%)
under suitable hypotheses, and even independently of N. This implies that the finite sam-
ple bounds we achieved in Theorem 6 can be dimension free, suggesting that the coercivity
condition may be a fundamental property of the system, even in the mean field limit.
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5.1 Homogeneous systems

In a homogeneous system, it is natural to assume the distribution pg of initial conditions
is exchangeable (i.e., the distribution is invariant under permutation of components). We
prove the coercivity condition for exchangeable Gaussian distributions in the case of L = 1.
We show that ¢y, n3; can be bounded below by a positive constant that is independent of
N for any compact set H in L2([0, R], p%). A key element is connect the coercivity with the
strict positiveness of an integral operator, which follows from a Miintz-Szasz-type Theorem.
We refer to Li et al. (2019) for a further study on the coercivity condition for stochastic
homogeneous systems.

Theorem 9 Consider the system at time t1 = 0 with initial distribution pg being ex-
changeable Gaussian with cov(x;(t1)) — cov(x;(t1), x;(t1)) = Al for a constant X > 0.
Then the coercivity condition holds true on H = L*([0, R], pk) with the coercivity constant

CLNH = 1\]7\,_21. If the hypothesis space H is a compact subset of L*([0, R], pk), then we have
CLNH = N-l (Nfljz[(QNfz) ¢y for its coercivity constant, where cyy > 0 is independent of
N.

Proof With L = 1, the right hand side of the coercivity inequality (2.9) is

N
Euo[Hf@(X(tl))Hi‘] = % ZEMO |: Z Z SO(Hmji(tl)H)SO(Hwki(tl)”)<mji(t1),wki(t1)>
i=1 j=k=1 j#k=1
= N]V_21||<P() : ‘|%2([0,R],p%) —|—R, (5'1)

N .
where R = % Doim1 2tk ik Cijl With

Cuge = E| o(llzss(t0) D laa ()] sa(tr), @)

Because of exchangeability, we have

Ciji = Elo([Y = X|De(|Z2 = X[ (Y - XaZ—X>_

for all (i,7,k), where X,Y, Z are exchangeable Gaussian random variables with cov(X) —

cov(X,Y) = Alg. By Lemma 10 below, Cjjp > cHHcp() . H%2 (0.R]. )" Therefore, R >
UsPr
B 2enllol) 12 o pypny and (o090) = (O + T35 e)lloC) - 13200 0, - ™

The following lemma is a key element in the above proof of the coercivity condition.

Lemma 10 Let X,Y,Z be exchangeable Gaussian random vectors in R% with cov(X) —
cov(X,Y) = My for a constcmt A > 0. Let plT be a probability measure over RT with

Lpd=le=3x where C = %(4)\)g1“(4). Then,

density function Cy 5

E[p(|X = YNe(IX = ZI(X =Y, X = Z)] > cxllo() - 72, (5:2)

for all o(-)- € X, with cx > 0 if X is compact and cx = 0 if X = L([0, R], p+).
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Proof Let (U,V) = (X —Y,X — Z). Note that the covariance matrix of (U,V) is

2I; I
A(Id QId)‘ Then

Elp(X = Y)e(X - Z)(X =Y, X — Z)]

Elp
— [T [ ore(s)sG(r. s)dph(r)dok(s), (5.3)

[UNe(VI)U, V)]

o Jo
where the integral kernel G : RT x RT™ — R is
1 - .
¥} CcATS CATS ’ if d = 1;
G(’I“, 8) = B_ﬁ(T2+S2) 2d (6 © ¢ rs)<§ >d£dn .
Cdfsl f51<§,77>€>‘ i 512 ifd>2
—d
with Cy = <§> ,C\ = )\ and with S| =2 “( 5 being the surface area of the unit sphere.
Define
G 0<L < R;
G(r,s)= | C#) Osms< B (5.4)
0, otherwise.

Note that Gg(r,s) € L([0, R] x [0, R], p% x p}) is real and symmetric, so its associated
integral operator Qg : L*([0, R, pt.) — L*([0, R}, pk.)

Qry(r / Gr(r,s)g(s)dph(s), € [0, R] (5.5)

is symmetric and compact. Following from (5.3), for any ¢(-)- € L%([0, R], p})
Elo(IX = YNe(IX = Z(X =Y, X = Z)] = (Qre() 9()) L2((0,R],p1)- (5.6)
To show the existence of ¢y > 0 in (5.2), we show that Qp is strictly positive. We first

show that (Qrg, 9)r2(j0,r),er) = 0 for any g € L*([0, R], p¥). When d = 1, we have from
Taylor expansion that

1
G(r,s) = e "+ DIG (5.7)
k=0

with ay = 5Cack (1 — (—1)F). When d > 2, using the fact that

00
1 0 crs&n

(€, mers&n = “Hrs)t g )",

rSs 8c>\ k:fl

and the fact that
dédn [ =0 for even k;
— ki ’ ’
br1 = /S1 /Sl<€777> ’51|2 { c (0’1)7 for odd k,
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we obtain again (5.7) with ay = C’dcﬁbkﬂ > 0. Note that for either d = 1 or d > 2, we have
ar > 0 when k is odd and aj, = 0 when k is even. Therefore, for any g € L?([0, R], p+) we

have
o0

a R L2 i
(QrY: 9)12(10,R)p1) = Z /j(/o glryrteT dplT) =

k=1,k odd

Next we show <QR979>L2([07R],p1T) = 0 implies g = 0. Suppose <QR979>L2([0,R],,;1T) = 0: this
means that

g(r)re*wk ‘1 span{1,72, 4 76 ...} C L*([0, R], p}).

But span{1,7%, 74,76 ...} is a dense set in L2([0, R] ,oT) by Miintz-Szdsz Theorem (Borwein

and Erdélyi, 1997, Theorem 6.5), therefore g(r)re” =" = 0 and hence g = 0. This proves
that Qg is strictly positive, which implies that Qg only has positive eigenvalues with 0

as an accumulation point of eigenvalues. Therefore, for ¢(-)- in the compact set X of
L%([0, R, p¥), we have

(Qre() 00 ooy = cxlol) - 2o my oty
where cy > 0 only depends on X. |
The following lemma shows that for any R > 0, the norm of the operator Qg is strictly
less than 1.

Lemma 11 The compact operator Qr : L*([0,R],pk) — L*([0, R], p}) defined in (5.5)
satisfies || Qr| < 1.

Proof Note that ||Qr| < 1 follows directly from the Cauchy-Schwarz inequality:

(Qu(e) Dy = E 10DV )| < E LDV
< \/E (V)] \/E (U] H(’OH%Q([QRLP%)’

for any ¢ € L*([0, R], pk). Suppose ||Qr|| = 1. Since Qg is compact, then there exists an
eigenfunction:

Qrg(r) =g(r), r € [0, R].
g(r), 0<r <R
0, R<r<2R
GR(r,s) for all (r,s) € [0, R] x [0, R]; therefore for r € [0, R],

Now define g(r) = . Note that, from its definition in (5.4), Gag(r, s) =
2R . R )
Q2r4(r) = /0 9(s)Gar(r, s)dpr(s) = /0 9(s)Gar(r, s)dpr(s) = Qry(r).
Therefore, using the fact that ||Qar|| < 1, we have

(Q2r9, Q2Rr9) 12(0,2R) o) = (@RI QRI) L2(j0,R) p1) + (Q2RY; Q2RI) [2((R2R) 1)

112 _ 2
< 91220251 1) = N9lz2 0,71 p1)-
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This means that Q2zg = 0 a.e. on [R,2R]|. However, we now show that Qarg(r) is real
analytic over (0,2R), which leads to a contradiction. To see the analyticity of Qa2rg(r), we
use the power series representation of the kernel Gog(r, s) defined in (5.7), to see that for
s € [0,2R]

Q2R9 / GQRTS ) T( =e 12/\ Z *akr sg ) ﬁﬂdp%w(r)
0 k=1,0dd k!
o

e T Z 1bk+1 ,

k=1,0

1,2
where ¢, = [;7 r*e 23" g(r)dp}(r) and bryy € (0,1). Then |c| < H‘PHB(plT)HTkHL?(plT)-

By computation, HrkHLz(p%) = \/ka(k—i— L)/T(4).  According to Stirling’s formula,

I'(z 4+ 1) ~ V2mz(z/e)* for positive z and k! ~ (k/e)*\/2nk; applying the root test, we
conclude that the convergence radius for the above series on the right is infinity. Therefore,
it is a real analytic function over (0,2R). [ |

Theorem 9 shows a particular case in which the coercivity constant ¢y n 3 is positive
uniformly in N, and therefore coercivity is a property also of the system in the limit as
N — oo, satisfying the mean-field equations. The coercivity condition has been further
discussed in Li et al. (2019), where it is proved for a class of linear and nonlinear stochastic
systems of interacting agents.

5.2 Heterogeneous systems

Intuitively, learning interaction kernels in heterogeneous systems seems more difficult than
in homogeneous systems, as the observed velocities are the superposition of multiple in-
teraction kernels evaluated at different locations. However, the numerical experiments in
subsection 4.1 demonstrate the efficiency of our algorithm in learning multiple interaction
kernels simultaneously from their superpositions. In this section, we generalize the argu-
ments of Theorem 9 to heterogeneous systems. In particular, this requires considering the
coercivity condition on the function space of multiple interaction kernels. For simplicity
of notation, we consider a system with K = 2 types of agents, with C; = {1,..., N} and
Cy={N+1,...,2N}.

Theorem 12 Consider the system at time t1 = 0 with initial distribution po being ex-
changeable Gaussian with cov(x;(t1))—cov(x;(t1), x;(t1)) = Algq for a constant A > 0. Then
the coercivity condition holds true on a hypothesis space H that is compact in L*([0, R], pr),

(1—c4)(N-1)

with constant cr, N3 > e , where CfH < 1.

Proof Since the initial distribution is exchangeable Gaussian and L =1, we have p1 k! =

pk., a probability measure over R with density function Cyrd~—le~ 2" where Cy = 1 (3)\)% I'(%).
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2,2
For Y = (Sokk/)k:Lk’:l c %’

s N-—1 1 N-—-1
B ||£0 (X (0))||5 = WHS@U(') ' ”%2([071?},/)%) + N”SOH(.) ' ”%Q([O’RLP%) Ty R
(5.8)
1 9 N -1 2 N -1
I NHSOM(') N2 0,m0n) + WHSO?z(-) N2 (0,m7,01) + — R
where
N —2
Ry = T(Q%l(')‘v e11()) L2 (0,11 o1y T 2(Qe11 () ©12() ) L2 (0,7),p1) T (Q12(-)" L12()) £2((0,R) 1)

N —2
Ro = T(Q@m(')‘a ©22(:)) £2(0,R) pb) T 2(Qp22 (), 21 (-)) 12 (0, R} 1) T (QP21 (), 021 () ) £2((0,R) L)

and @ is the integral operator defined in (5.5). Suppose H = @k k=11 Hp jr with Hy g C
L*([0, R], pfp). Let
) (QFC) FC) )20 ph)

C = max 9
M ok fEH (FC) FE) D2 o,mpeL)

by Lemma 11, we know ¢4, = maxy C/HW < 1, then we have

lowe () - 72(0,m) o1y = (Qki ()5 00 () ) 12t0,m) 1) + (1 = ) lrrr () 1210, 1,01

(5.9)
Combining (5.9) with (5.8) yields
2 _ (L= dy)(N - 1)
Epo|£0 (X (0) 5 > ——25 (1) 120 mppny + 19220 - 2o, )
1-¢
v (N’“’ (lor2) - s mppty + I221) - Baomsy)
N

+ <<Q¢1,¢1>L2 ([0,R],p%) <Q’¢27¢2>L2([0,R},p%)> (5.10)

where
9011 18012 - and g = <P22 Wy o 19021

Note that @ : L*([0, R], p%-) — L*([0, R], pt.) defined on (5.5) is a compact strictly positive
operator. Therefore (5.10) yields that

Epa 5o X O3 > S =D o)

|
We remark that the inequality (5.10) indicates that cr, 4 could be independent of N

if
(QU1, Y1) L2(j0,R),p1) + (QV2,¥2) 12(0,R) 01y = llo(4) - "2,;2([0,3]7,)%) (5.12)
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where the functions 11 and 19 are defined in (5.11). This would be implied by: for & = 1,2,
the hypothesis spaces Hy 1 and Hy o have a positive angle as subsets of L%([0, R], pt.), so
that for f € Hy1 and g € Hy 2

1£() - +g() - H%Q([O’R]vl’lﬂ > (|If() - H%moﬁ]:ﬂlﬂ +lg(-) - ||%2([0»RLP1T))' (5.13)

For example, if the supports of true interaction kernels ¢, 1 and ¢ o are disjoint for k = 1,2
and this information is available a priori, then we could choose Hj 1 and Hj o consisting
of appropriate functions with disjoint supports. In this case, (5.13) is true with ¢ = 1.
Using arguments as in the case of homogeneous systems, one can then show the coercivity
constant is positive and independent of N.

6. Appendix: proofs

In this section, we provide technical details of our main results. For reader’s convenience
and the sake of a self-contained presentation, we first show that the first order heterogeneous
systems (1.1) are well-posed provided the interaction kernels are in the admissible space.

6.1 Well posedness of first order heterogeneous systems

Proposition 13 Suppose the kernels ¢ = (¢kk/)kKk/:1 lie in the admissible set Kpr g, i.e.,
i € Kr,s. Then the first order heterogenous sysiem (1.1) admits a unique global solution
in [0,T] for every initial datum X (0) € RN and the solution depends continuously on the
wnatial condition.

The proof of the Proposition 13 uses Lemma 14 and the same techniques for proving
the well-posedness of the homogeneous system (see Section 6 in Bongini et al. (2017)).

Lemma 14 For any ¢ € Kr,s, the function
Fig)(@) = (), xR

is Lipschitz continuous on R,

6.2 Proofs of properties of measures

Proof [Proof of Lemma 1]For each (k, k") with 1 < k, k' < K, t and each Borel set A C R,
define )
kk' _ g
0" (t, A) = LN ]Euo. Z La(ri (1)),
ZECk,lIECk/
i’

where 14 is the indicator function of the set A. Clearly, the measure o**’ (t,-) is the average
of the probability distributions of the pairwise distances between type k agents and type &’
agents, and therefore it is a probability distribution, and so is pé’kk = % ZlL: 1 oF' (t1,-)-

To show that ph¥' () = + OT 0¥ (t,-)dt is well-defined and is a probability measure,
it suffices to show that the mapping t € [0,7] — oF¥' (t, A) is lower semi-continuous for
every open set A C R, and is upper semi-continuous for any compact set A. Fix ¢t €
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[0,T]. Due to the continuity of the solution to ODE system (see Proposition 13), we have
HX(tn) — X (t)|| = 0if t,, — t, therefore r;; (t,) converges to ry(t) for each pair (i,7') with
1 < 4,7 < N. Since the indicator function of an open set is lower semi-continuous, whereas
the indicator function of a closed set is upper semi-continuous, the conclusion follows from
the Portmanteau Lemma.

To prove the absolute continuity of p;’kk, and p'jﬂk/ with respect to the Lebesgue measure,
let A C Ry with Lebesgue measure zero. Let Py (X) = 7 : R®™Y - R, ford,i’ =1,..., N,
and denote Fy : R™ — R the forward map such that X; = F;(X(). Observe that
By = P;'(A) in a Lebesgue null set in R for each (7,4'), and that the forward map F;
of the dynamical system is continuous, we have

Epo[La(rav (8))] = o (F (P51 (4))) =0

for each ¢t and each pair (i,j). As a consequence,

LI (4 B
& LNkk/ Z Y Eu[Lalrie(t))] =0

I1=14€Cl,i Gck/
i’

and similarly p%k/ (A) = 0 by Fubini’s Theorem. The previous analysis also implies that, for
any Borel set A,

,o:LF kk/(A) = sup{pL k! (K),K C A, K compact} = 1nf{pL k! (0),A C 0,0 open}.

Lkk' .
Therefore, the measure pT’kk is a regular measure on R. |

Proof [Proof of Proposition 2] By integration of (1.1) we obtain

i (@) < [|z: ()| +/ Z 7|¢>@@/ (rigr (s))|riir (s)ds < [|;(0) ]| + K| @]l oo Bt
Using the fact that pg is compactly supported, we obtain
max [|z;(t)[| < Co + K| ¢l Rt

for some constant Cy depending only on the size of the support of pg. Therefore,

max r;(t) < 2max ||z ()| < Ryp, 0<t<T
1% %

where Ry = 2Cy + 2K ||¢||coRT. The conclusion follows.
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6.3 Proofs of Convergence of Estimators

Throughout this section, we assume that

Assumption 15 H is a compact convex subset of L*([0,R]) and is bounded above by
So > S.

It is easy to see that ‘H can be naturally embedded as a compact set of L2(p%,). Assump-
tion 15 ensures the existence of minimizers to the error functional &€, defined in (1.3). We
shall first estimate discrepancy of this functional, prove the uniqueness of their minimizers,
and then establish uniform estimates on the defect between £,; and €

For ¢t € [0,T] and ¢ € H, we introduce the random variable

2

Ex(e) = || X () — £,(x ). (6.1)

where ||| s is defined in (1.4). From its definition, we have Eoo(¢) = Zle Euo [€ x (1) ()]

Continuity of the error functionals over H

Proposition 16 For @1, ps € ‘H, we have

[Eoc(p1) = Ecolip2)| < KZ[lp1() - =p2() 2oty 1260() - —01() - —p2() 2oty (6-2)
(Exr(p1) = Enrlep2)] < Kla () - —2() - [loo126(-) - —01() - —2() - [low (6.3)

Proof Let 1 = (gir,1) and w2 = (¢rir2). In the following, we use k, k" and £” to index
agent types; recall that Cy is the index set of agents of type k. Using Jensen’s inequality,

1Ex 1) (1) — gX(t)(SO2)’

K
Z Ni Z Z Pk’ 1 — Pk’ 2 Tzz Tzz ) Z

> Q@owr — Prwa — P 2) (i )Tiir)

Nk”

k=1~ i€Cy  k'=1 ‘7 % ECk/ k'"=1 % Gck//
K K K .
<> Z > ||7 > (errrn — ik 2) (riar )T ||| 57—~ > Qorrr — Prrr 1 — Grwr 2) (ra )i |
k=1k'=1k"=1 k 1€Cl i'eCh k i'eCyn
K K K ]
= Z >0 NpNy Z (ks 2 = @ik 1) (T )iy
j=1k'=1k"=1 1€Cy,i'€Cyy

1
Z (207 — ik 1 — Prkr 2)%(rivr ) T2,

NNy
k¥ 1€Cy, i €Cn

K K K
<D Ntwr2() - —rr () - gty 120m0 () - —Qrkr 1 () - —=mhr 20) - Ml ooy

1
< K2llo1() - —p2() - g2 (e 1260) - —01() - =02() - 2t ) (6.4)

e
Il
—
X
Il
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where
KK
it = LN : Z > Ot and pr= P 2
M 1=1ieCpi'eCyy kk'=1,1
i
Therefore
L L
|*25x ) (1) Z x(t)(p2)| < = Z Ext)(p2) — Ex 1) (1))
K2 L ) B
<I 21 le1(-) 2(+) - ||L2 5l0) 12¢(-) - —p1(-) - —p2(-) - ||L2(ﬁ¥)
Z le1(:) - =2 L2 5 Z 126(-) 1(0) - —p2(°) - HLQ )
= K2||901(') c=p2() N2 pny120() - — (') c=2() - g2t (6.5)
< KYp1()) - —p2() - lloall2d() - —p1(-) — 2(°) - lloo (6.6)
< K'R?(|p1 — @allol2¢ — 1 — @2llo0 (6.7)

Taking expectation with respect to 19 on both sides and using (6.5) yields the first inequality.
Since

Mz

€ (1) — Emp2)] SM

L LD
Z xm) (1) (P1) — ch‘fx(m)(tl)(ﬂpz)\
=1 =1

the second inequality in proposition follows by applying (6.6).

m=1

The following lemma can be immediately deduced using (6.2), (6.3), and (6.7).
Lemma 17 For all ¢ € H, we define the defect function

Lu(p) =Exc(p) — Emlyp). (6.8)

Then for 1, @2 € H, the estimate

[Lar(p1) = Lar(p2)| < 2K R?|lp1 — @alloollp1 + 02 — 26|

holds true surely.

Uniqueness of minimizers over compact convex space

Recall the bilinear functional (-,-) introduced in (3.4)

(o1, 02) - z [ X (), £ (X ()5 |.
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for any 1,92 € H. Then the coercivity condition (2.9) can be rephrased as: for all ¢ € H
2
L alleO) Bapn < (9.9)
Proposition 18 Let

&50077.1 = arg min € (p);
wEH

then for all p € H,

Eaclp) — Eccl@ocit) > L anlo() - ~Bon() - sy - (6.9)
As a consequence, the minimizer of €., over H is unique in LQ(p%).

Proof For ¢ € H, we have

Eoc(p) — Ecc(Boort) = (0 — b, 0 — D) = (Poc.t — &, Dot — D)
<<90 - $oo,’Ha U2 + $oo,’H, - 2¢>>
<<‘10 - $oo,7iv P — $oo,7-t>> + 2<<‘10 - $oo,’Ha $oo,’H - ¢>>

Note that by the coercivity condition, (¢ — ggooﬂ, P — (EBOO,H» >crnalle()  —Poonl(:) -
||i2(pL)' Therefore, to prove (6.9), it suffices to show that (¢ — ¢r 002, Poort — @) > 0.
T

To see this, the convexity of H implies tp + (1 — t)$oo,% € M, Vtel0,1]. Fort € (0,1], we
have

8oo(t90 + (1 - t)&i)o,’H) - goo(aoo,’ﬂ) > 0
since ggoo;,q is a minimizer in #, therefore

t(p — Poortrtp + (2 — oo — 20) > 0
S — ooptr 1D+ (2 — 1) oo — 2¢0) > 0.

Since the bilinear functional (-,-) is continuous over H x H (see Proposition 6.3), letting
t — 071, by a continuity argument we have (¢ — Poo 3, 2000024 — 2¢0) > 0.

|
Uniform estimates on defect functions
Lemma 19 Denote the minimizer of €x(-) over H by
QASOO;;.L = argmin € (). (6.10)
peEH
For any ¢ € H, define
,Doo,’H((p) - 800(90) - goo($oofH) ’ 6 11)
Dua(p) = Em(ep) — Ep(doon) - (6.12)
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Foralle >0 and 0 < a < 1, if o1 € H satisfies

Do # (1) — Dar (1)
Doo(p1) + €

< o,

then for all g2 € H such that [|p1 — p2llec < gg-Foga we have

Doo3(p2) — Du(p2)

< 3.
Doo 3 (p2) + €

Proof For ¢ € H, recall the definition (6.8) of the defect function Ly/(¢) = €L 0o() —
En(p). We have

Doo3t(02) = Durae(02)  Eool2) — Eool(Poopt) — (Eni(02) — Enr(Poopt))

Doo,’H(‘PQ) +e€ B Doo,’H(‘PZ) +e€
_ Lulp) = Lu(er) | Lu(pr) - Lt (oo )
Doo#(p2) + € Do 3 (p2) + €

By Lemma 17, we have
Lar(p2) — Lar(p1) < 8SoR*K* |02 — pi|oo < e
Notice that Do 2¢(¢2) > 0 and therefore,

Lu(p1) = Lu(p2) _ N
Doo,’H.(‘PZ) +e N

For the second term, we use Proposition 6.3 and the fact o < 1 to obtain
Eso(P1) — Exo(p2) < 4SoR*K* (|01 — pall0 < €.
This implies that

Doo 3 (1) = Do, (2) = Eco(p1) — Exc(p2) < € < € + Do 1 (2),

which implies that

Doo,?-{,(@l) +e€ <9
Dooa(p2) +€ 7~
But then
Lur(1) = Lur(@ooat) _ Dooulspr) = Daru(1) Dooaulspr) + < %
Doo,’H(‘PQ) + € /Doo,’H(Sol) + € Doo,’H(QOZ) +€ ’
and the conclusion follows by summing the last two estimates. |
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Proposition 20 For alle >0 and 0 < a < 1, we have

D ( )—D ( ) e _cL’Nﬂ_LaQIWe
{ sup oo, H\P MH\P > 304} <N (7‘[,) e 3250KT

P
@EH DOO7H(90) +e€ SSORZI(4

Ho

where the covering number N'(H, ) denotes the minimal number of balls in H, with respect
to the co-norm, with radius § covering H.

Proof For all e >0 and 0 < a < 1, we first show that for any ¢ € H,

PHO

—c azl\le
{Doo,ﬂ(so) —Dunule) o a} < e%
Doo,’H(So) +€ - B

We consider the random variable %Zle (SX(tl)(cp) — SX(tl)(&)\ooﬁ-L)), and let o2 be its
variance. From (6.2) and the coercivity condition (2.9), we obtain that

I
< KYp() -~ oo pt()  [2aony l00) -+ oo () —26() - 1%

K* ~
< (Ennlp) — Bl Broa)0() -+ () —260) -

S SV R2K4 R
< PP BRI £ () ~ Encl o)

L,NH
4

< WSRKT (). (6.13)

CLNH

We also have that almost surely

L
1 ~

Z “:X(tz 8X(tl)(¢oo,7-{,>)| < 8SSR2K4.

l:l

Applying the one-sided Bernstein’s inequality to the random variable

1 & ~
Z gX(tl) SX(tl)(Qboo,’H))»
l:l

we obtain that

a2(Dy, 34 (@)+e)2 M

— - 8S2R2K%a(D €
DM,H(LP) 0{} S e 2(c24 0 (300,7-(.(‘P)+ )) '

{Doo,’H“o)
Ho DOO,?‘L(LP> +e
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Now we estimate

CLNME (Poo,mi(p) +€)° o
B2SFRAKS = o(y2 4 SSELK aDaole) ) "
CI, NHE 2 883R2K404(D00 'H((,D) + 6) 2
L) ) < D .
168(2)R2K6 (U 3 ) = ( OO,'H(QD) +6)

By the estimate (6.13), since 0 < o < 1 and 0 < ¢, < K? it suffices to show

€(Poo,p () +€)
6

which follows from 2Dw 3 ()€ + €2 < (Doo 1 () + €)2.
Given € > 0, consider ¢; such that the disks D; centered at ¢; and with radius
cover H for j=1,--- JN(H, :=%5+). By Lemma 19, we have
8SoR2K

Doo i (p)e+ < (Doo,a () + )7,

ae
8SoR2K4

sup Doet(®) —Duanle) 5 Poontlps) —Dumlei) o
eeD;  Dooml(p)+e  — Dooau(pj) + €

We conclude that, for each j,

Do, _D
{ sup H(p) v (P) > 3a} <p

P
weD; DOO,%(SO) +e

Ho

c a?Me
{Doo,%(%) — Dualp)) o a} <, BSRS
Doo,’H(‘Pj) te B

Since H = U, Dj,

PMO{ sup Doo31() — D (o) > 3a} <y P,m{ sup Doo31() — D () > sa}
wEH DOO,’H((:O) +€ weD; ,Doo,’H(So) +e

cL’N’fHoﬁ]We

325(2J R2K6

QE ) -
' RSy R2KAC
[ |

Proof [of Theorem 4 | Put a = % in Proposition 20. We know that, with probability at

least
L N,H Me

€ T {15252 R2 K6
)6 115252 R2K

1 - N(H

"48 Sy R2 K4 '
we have
Doo(¢) — Dualyp) 1
<3
peH Do) + € 2
and therefore, for all ¢ € H,,
1

1
5 Pooau(p) < Dunle) + Se.
Taking ¢ = $ M+, We have

Doo 2t (Dr131) < 2Dn1 2 (brrae) + €.
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But DM;H($M;H) = 5M<$M,H) - 5M($oo,7-¢) < 0 and hence by Proposition 18 we have
conallorma() - —boon() - HLz £y < Doopt(dria) <
Therefore,
Ia130() - =B () - 152 < 2 D21 () - =Pooru () - 7oy + 2l Poore () - =b() - 172,

<

f
g (€ im0 —0) [z

< (€+¢1,I€1% e —oll5)

CLNH

where the last two inequalities follows from the coercivity condition and by the definition
of Poo,ae. Given 0 < 0 < 1, we let

cL,N,#HMe

€ _ SLNH T
)e 115252 RZK6 >1-6

L-N(H, 48SyR2K*

and the conclusion follows. [ |

Proof [of Theorem 5 | According to the definition of the coercivity constant, we have
CL,NHy = CL,N,uyHy - Lhen by the proof of Theorem 4, we obtain

cL Ny [ D133, () - =DC) 2oy < Poottns (@rr3000) + Eco(Pooey)  (6.14)

For any € > 0, the inequality (6.14) implies that

PMO{CL,NMM’HM|’$M,7-£M(') ’ _d)() ) H%’P(p%) > 6}
< PMO{’DOO,'HM(&SM,'HM) + 500(6500,7{1\/1) > 6}
~ € ~ €
< PMO{DW,HM(¢M7H1M) > 5} + PMO{SOO<¢OO,HM) > 5}

From the proof of Theorem 4, we obtain that

CL,N,H p Me
e 115252R2K6

~ €
PuoADoopn (Drry,) > € <N (Hu, W)

<NUpHw,

€ _CL,N,UMHA{]\/IE
7)6 115252 R2 K6
48S2R2 K4

- CL,N,UA{HA{ Me
< C(UpHpp,€)e”  115252R2KS

where C] is an absolute constant independent of M and C(UpHas,€) is a finite positive
constant due to the compactness of Up;H ps. Therefore,

0 CL’N7M€

Z PNO{DOO 7'LM(¢M7‘L]\/[ 2 Z UM?’LM,E)Gim < Q.
M=1 =1
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On the other hand, the estimate (6.2) yields that

M—o0

Eoo(Pooptyy) < AKISR® inf ||f — Blloc ——25 0.
feHy

Therefore, Puo{goo(ﬁgoo,’u ) > € =0 when M is large enough. So we have

Z PHO{‘SOO((EOO,’HM) > e} <00
M=1

By the Borel-Cantelli Lemma, we have
Puo{ limsup{cr, Nuy @300, () - =B () - ||2L2(pL) > 6}} =0,
M —o0 T
which is equivalent to
.. N 2 _
Puo{ hligfoo{cL,N,UM?-LM||¢M,’HM(') () - ||Lz(p%) < 6}} =1.

The conclusion follows. [ |

7. Appendix: Empirical comparison with SINDy and neural network

Our learning approach exploits the structure of the vector field fy : RN — RN in our
dynamical system, first learns an estimator ¢ and therefore obtains an estimator of fy. In
this section, we used two other approaches to learn f; directly from trajectory data: the first
approach is SINDy (Brunton et al. (2016)), which aims to represent or approximate each
row of f4 as a linear combination of only a small number of elements in a (typically large)
dictionary; the second one is regular neural networks. While there are some theoretical
results for SINDy that, under suitable assumptions on the dynamics and sampling of ob-
servations, guarantee a sample complexity fundamentally dependent of the sparsity level of
the r.h.s. £ in terms of the dictionary (with additional log factors in the dictionary size), it
is not clear which dictionary and which sparsity levels are achievable for interacting particle
systems of the type considered here, both in general (without additional information) nor
even in the simple examples we consider. In fact, it seems that the best sparsity achievable
could be no better than O(N?), unless the special form of the fy is used. This is of course
even worse than the dimension d/N of the state space, as soon as N > d. SINDy also
provides no computational advantages, albeit for very large systems it may be possible to
achieve better computational costs with the use of randomized algorithms. We are no aware
of theoretical results neither on the statistical performance nor the computational cost of
the simple neural networks we tried, and we draw no conclusions from our, admittedly very
limited, experiments with neural networks. In general, given the optimal statistical per-
formance of our approach, and its close-to-optimal computational cost, these experimental
comparisons are mostly for completeness.
We consider a first order homogeneous system of the form

N
X(t) = £5(X (1)), [£5(X (1)))s = % > dllzi(t) — 2o (@)I) (@i () — zi(1)),
=1
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with: (i) the constant kernel ¢(r) =1, and (ii) the cosine kernel ¢(r) = cos(%),0 <r < 1;
other parameters for the experimental setup can be found in Table 8. These interaction
kernels have been chosen so that the function fy to be learned is very regular. We apply
SINDy with a reasonably large dictionary consisting of polynomials monomials? up to order
2, sines and cosines up to order 10 of frequencies {k7/2},% | (Code available in Brunton et al.
(2016)); for neural networks we consider a three-layer FNN (Feed-Forward Neural network)
with [25, 25, 10] hidden units trained using Matlab(©)2019b Neural Network Function Fitting
toolbox. Below, we summarize the results:

e for the constant kernel in (1), all three approaches did a good job in learning f; (see
Table 9) and trajectory prediction (see Table 10). In this case, the vector field f; is
linear and lies in the span of dictionary used in SINDy. However, FNN used much
longer time in learning than other two approaches;

e for the cosine kernel in (2), fy does not lies in the span of the dictionary used in
SINDy. Although the estimators of SINDy and FNN have small errors in terms of
function fitting and trajectory prediction on the training data set, both these errors
generalize very poorly, see Table 11 and Table 12, as well as Figure 23 and Figure 24
for predicted trajectories.

We draw the following conclusion:

e SINDy estimators’ performance, as is well-known, critically depends on the design
and use a dictionary of functions such that the true vector field has a (near-) sparse
representation in such dictionary. One could consider increasing the size of the dictio-
nary used in SINDy, however, the number of basis functions increases exponentially
in the ambient dimension. In 10 dimensions or more (like in our numerical examples)
one cannot even construct such bases on a standard workstation. The only possible
solution would be to carefully design dictionaries for these right-hand sides, and per-
haps these dictionaries would even need to be specific to the underlying interaction
kernel, therefore requiring significant additional information. This is specifically what
we are trying to avoid in this work, but of course we do recognize that there are sit-
uations where such additional information is very much available and could (should!)
be used (e.g. certain physical systems where physical laws are strongly suspected to
be in a certain form). Alternatively, scalable randomized algorithms and adaptive
approximation procedures may enable one to scale to larger dimensions.

e “Regular” neural networks fail on learning f; with good generalization, as they also
do not incorporate underlying physics of the system, e.g., translation invariance, and
invariance under permutations of agents. As a consequence, they do not generalize
to states in regions of state space far from regions in the training data, even if they
are translationally or permutationally near to states in the training set. However, it
is certainly possible that a neural network with a suitable architecture (perhaps also
incorporating time, or a graph structure as in graph neural networks), combined with
a suitably initialized algorithm with a suitable set of parameters will converge to a
satisfactory estimator for a given system, or maybe even for large families of systems,
such as those considered in this paper.
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State dim

Ho

Training time

Future time

deg (1))

10 1

10 | u([0,8])

[0,1]

[1,20]

n
T
0 60( 1o{gwM )3

Table 8: Parameters for the system and our proposed algorithm.

Our algorithm SINDy FNN
M =100, L = 100 [0,1] [1,20] [0,1] [1,20] [0,1] [1,20]
Training ICs 72-1073 [ 51-1072 | 1.5-107° | 5.0-102 | 2.7-10~% | 5.2-1073
Test ICs 75-107% | 51-1073 | 50-107° [ 5.0-107% | 7.8-107% | 5.3-1073
Running time for learning 4.6 - 10 seconds 2 1.9 - 10~ seconds 1.9 - 10® seconds
Table 9: Constant kernel. Relative empirical mean squared error of % on trajectory
L
data sets
Our algorithm SINDy FNN
M =100, L = 100 | [0,1] [1,20] [0,1] [1,20] [0,1] [1,20]
Mean Tramnig 10s | 4.0-1073 | 4.0-1073 | 4.0-1073 | 4.0-10°3 | 4.0-1073 | 4.0-10~°
Meanest 1C5s 40-1073 [ 4.0-1073 [ 40-1073 [ 40-1073 | 45-1073 | 4.5-1073
Running time 8.9 - 10 seconds 4.4 seconds 9.0 - 10 seconds

Table 10: Constant kernel. Empirical mean of Max-in-time trajectory prediction error

Our algorithm SINDy FNN([25 25 10])
M = 200, L = 100 [0,1] [1,20] [0,1] [1,20] | [0,1] [1,20]
Training ICs 6.0-1072 [ 4.6-1072 | 8.1-1072 | 3.3 5.6-1071 [ 3.8
Test ICs 6.3-1072 | 4.8-1072 | 3.3 4.8 6.0 9.7
Running time for learning 1.2 - 10 seconds 2 2.8 - 10 seconds 1.8 - 10% seconds
Table 11: Cosine kernel. Relative empirical mean squared error of % on trajectory

data sets

!The time is calculated by running the software code available in ?. It contains time for computing all
parameters needed in the package and therefore more than the actual fitting time.
2The same package used as in footnote [1].
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Figure 23: Cosine kernel: trajectory prediction using SINDy. X () (Left column)
and X (t) (Right column) obtained with the true kernel ¢ and the SINDy estimator f, from
M = 200 trajectories, for an initial condition in the training data (Top row) and an initial
condition randomly chosen (bottom row). The black dashed vertical line at ¢ = 1 divides
the “training” interval [0, 1] from the “prediction” interval [1, 20]. The mean of max-in-time
trajectory prediction errors over 200 experiments can be found in Table 12.
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Figure 24: Cosine kernel: trajectory prediction using FNN. X (¢) (Left column)
and X (t) (Right column) obtained with the true kernel ¢ and the FNN estimator f'¢ from
M = 200 trajectories, for an initial condition in the training data (Top row) and an initial
condition randomly chosen (bottom row). The black dashed vertical line at ¢t = 1 divides
the “training” interval [0, 1] from the “prediction” interval [1, 20]. The mean of max-in-time
trajectory prediction errors over 200 experiments can be found in Table 12.

Our algorithm SINDy FNNJ[25,25,10]
M =200,L =100 | [0,1] [1,20] [0,1] [1,20] [0,1] [1,20]
MeanTyaining 1Cs 44-107* [ 11-1072 [ 1.2-107% [ 9.0-107" | 7.8-1073 | 9.6- 10!
Meanest 1Cs 50-107% [ 1.2-1072 [ 1.0-107 ' | 1.7 1.0-107 T [ 15
Running time 3.1- 10 seconds 1.3 - 10 seconds 4.0 - 10% seconds

Table 12: Cosine kernel. Empirical mean of Max-in-time trajectory prediction error
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