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Abstract

A residual-based variational multi-scale (VMS) modeling framework is applied to simulate atmospheric flow over complex
environmental terrains. The VMS framework is verified and validated using two test cases using linear finite element (FEM)
and quadratic non-uniform rational B-spline (NURBS) discretizations. First, the flow over the 3D, axisymmetric Gaussian hill
(normally distributed surface) is used to compare the results with FEM and NURBS discretization. Next, the actual terrain
of the Bolund hill is used to demonstrate the efficacy of the framework. Good agreement with published data, coming from
simulations and field measurements, is achieved, with the NURBS discretization showing much better per-degree-of-freedom
accuracy compared with linear FEM. The paper includes a comprehensive review of experimental and numerical methods, and
the corresponding challenges, for complex-terrain flows, which provides a proper context for the developments presented in
this work.
© 2020 Elsevier B.V. Allrights reserved.
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1. Introduction

Wind energy is a growing renewable source of electricity generation as the world combats climate change. How
to deal with complex (mountainous or hilly) terrains is a major knowledge gap in wind energy. In such terrains, the
wind speed and direction are highly variable based on location. Accurate, site specific prediction of environmental
flow over complex terrain is necessary to predict aerodynamic loading, which, in turn, determines the annual energy
production and turbine lifespan [1-4]. Although wind energy is the primary application for the present work,
accurate prediction of local flow fields in complex terrains has numerous other engineering applications. These
include the design of tall buildings, long-span bridges, electrical transmission lines, and antenna towers [2,5,6];
natural building ventilation and pedestrian wind comfort [7]; airport, power plant, and industrial project siting [8];
pollutant dispersion [9—14]; soil erosion for agriculture and forestry [5,15—17]; and ship maneuvering in harbors [18].
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1.1. Review of experimental and numerical approaches for complex-terrain flows

Full scale experimental field studies give the most accurate description of the flow to understand the physical
phenomenon. Some early experimental campaigns from different areas in Scotland in the late 1970s and early
1980s are Askervein Hill [19], Ailsa Craig Island [16], and Blashaval hill [20]. Bradley [5] looked at flow over
Black Mountain, a broad hill with uniform slope in Australia. All these cases studied relatively isolated hills with
relatively gentle slopes of less than 30 degrees and measured wind speed upstream and downstream of the feature
using fixed anemometers. Taylor et al. [21] review and categorize some of the most important field studies from
this era. Sampling concentration of a source dispersed from upstream can also provide insight. Lavery et al. [22]
examined dispersion around Cinder Cone Butte in Idaho. Later, Ryan et al. [23] examined dispersion of a sample
released upstream of Steptoe Butte in Washington state.

Recent field studies include more complex topography. Two coastal examples are Ria de Ferrol in Spain, a narrow
harbor surrounded by hills and valleys instrumented with five ultrasonic anemometers [18] and the cliffs on the
island of Madeira [3]. In the later, the use of a sonic anemometer revealed that some locations under consideration
for a wind turbine were in highly turbulent re-circulation regions with reversed flow. The Askervein hill has long
been the most commonly used field campaign for model validation. However since Askervein has a generally 2-D
geometry and steepness less than 20 degrees, it may not represent a complex enough test case for validation [24].
As an alternative, the Bolund hill experiment [25,26] was conducted for the express purpose of validating complex
terrain models. The topography features a 10 m high cliff facing the incoming wind, resulting in a large region of
separated flow which is difficult for low fidelity modeling techniques to capture. Flow statistics in the Bolund hill
experiment are measured at 10 different mast locations by sonic anemometers. Another recent experiment comes
from the New European Wind Atlas near Perdigdo in Portugal. The terrain consists of two steep parallel ridges
about 1.5km apart, 4km long, and 500 m tall, and instrumented with over 50 meterological towers up to 100 m in
height and several scanning lidars [27].

Although field studies provide the most accurate information, they are expensive and time consuming. A cheaper,
faster alternative that can still provide accurate insights into the underlying physical phenomena are wind tunnel
experiments. Wind tunnel experiments on idealized geometries are simpler than measuring wind profiles in the field,
and more data can be collected. One early experiment often used for validation is the RUSHIL case with 3 hills of
varying steepness [28]. Britter et al. [29] performed a wind tunnel experiment to examine the physical effects that
occur within the boundary layer in the presence of hills. Gaussian (i.e. normally distributed) surfaces are a common
test case for wind tunnel experiments [30]. Another common test case is a terrain with a sinusoidal profile in the
streamwise direction such as the experiment of [31] where turbulent boundary layer flow is measured on slopes
up to 0.5 for two different surface roughness values. Ayotte and Hughes [32] later measured flow over a single
sinusoidal ridge with varying surface roughnesses and slopes. Wind tunnel experiments have also been performed
on scale models of real topography such as the Askervein hill [33] and Bolund hill [34].

While on-site wind measurements can be more accurate, numerical models are frequently used. Modeling can
supplement experiments by filling gaps between measurement locations, allow investigation into effects of changing
parameters, and greatly reduce the cost and time requirement to evaluate a location. Both measurement campaigns
in real topography and idealized surfaces in wind tunnels are useful for validating models for flow over complex
terrain. Early computational models were based on linearized equations of motion. Field experiments of isolated hill
with shallow slopes (e.g. [5,16,19,20]) helped to validate the analytical linear theories such as the one introduced
by Jackson and Hunt [35]. The model of Jackson and Hunt separates the flow into an inner layer, where local
shear stress perturbations from the terrain are significant, and an outer layer where they are not. The model solves a
linearized form of the governing Navier—Stokes equations, and has formed the basis for many subsequent linear flow
models. Such linear models perform better for terrains with gentle slopes (less than 0.2 [36]), with the linearization
of the governing equations contributing to error on stepper terrains [3,37,38].

Fully non-linear, 3D, computational fluid dynamics (CFD) has potential to accurately model more complex terrain
with steep slopes and sharp angles [18,38—40] as it is capable of including effects such as flow separation through
the non-linear terms. CFD on complex terrain began primarily with Reynolds Averaged Navier—Stokes (RANS)
solvers. Early examples of RANS solvers being used for complex terrain cases include Hewer [41] who modeled
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flow over the Blashaval hill, Kim et al. [8] who compared different RANS models for the Cooper’s ridge, Kettles
hill, Askervein hill, and Sirhowy valley cases, and Castro et al. [42] who simulated the Askervein hill case. These
RANS models are typically compared with results of linear flow theory models and in general researchers found
that their RANS computations were better able to predict fluid velocities than linear models when comparing both
models to measured velocities. RANS has also been applied to the kind of idealized geometry that is often tested
in wind tunnel experiments, such as a Gaussian hill [43,44], the geometry from the RUSHIL experiment [45,46],
and a sinusoidal hill [47]. More recently steady-state RANS solvers have been applied to large, more complex
domains, often with reasonable results except locally in areas with large flow separation or re-circulation zones (see
e.g. [3,18,24,38,40,48]). Blocken et al. [18] simulated the Ria de Ferrol, Spain experiment using 3D steady RANS
with k —e model and obtained the simulation results deviating by 10%—20% from measurements depending on grid
quality, resolution and surface roughness parameterization.

Large eddy simulation (LES) is fundamentally superior to RANS in its ability to capture complex features in
turbulent flows over highly complex terrains [2]. The increase in fidelity comes with an increased computational
cost, however, recent advances in computing power have made LES solvers more popular for meso-scale studies
such as validation against wind tunnel experiments. Some examples include the RUSHIL case [28], which was
modeled using LES by [46] and the sinusoidal hill experiment of Gong et al. [31] which was simulated to investigate
various sub-grid scale turbulence closures and stratified flow models [49,50]. Flow over a Gaussian hill was modeled
with by LES by [51]. The Askervein hill case has also been considered using LES [52] and hybrid RANS/LES
techniques [53]. Until recently, 3D steady RANS remained the main CFD approach for large areas of complex
terrain. Blocken et al. [18] attribute this to two reasons, the first being the increased computational cost and the
second being the lack of validation studies and best practice guidelines for cases of complex terrain beyond a
single isolated hill. Additional challenges for LES were highlighted in the blind model comparison for the Bolund
hill [39], where several RANS models predicted velocities and turbulence levels closer to the measured values than
the LES models. LES is nevertheless becoming more popular and following the blind study Chaudhari [46] used
LES to simulate flow over the Bolund hill with relatively good agreement compared to other modeling attempts.
Recently, LES has been successfully applied to larger areas of complex terrain as well, such as the Perdigdo region
of two parallel ridges [54,55] and the Sierra Madre wind turbine site [56]. Correctly defining inlet conditions will
continue to be a challenge for these very complex regions which do not have a well defined inflow region, but
modelers have shown the ability for LES to reproduce at least the main characteristics of the flow even when using
periodic boundary conditions [55]. A history of computational modeling for wind energy assessment provided by
Ayotte [36] highlights the benefits and drawbacks of linear models, RANS models, and LES.

Accurate LES of complex terrain requires turbulent inflow conditions, which is a challenge that has been
address in two main ways: synthetic turbulence generation and precursor simulations. Stevens et al. [57] proposed
a ‘concurrent’ method where data is fed directly into main simulation instead of written to disk. They applied this
technique to a wind turbine array. A pressure gradient to drive the flow is applied only in the precursor part of the
domain. Munters et al. [58] propose a generalization of the precursor method proposed by Stevens et al. [57] that
allows for unsteady mean-flow directions. They find that precursor techniques are preferable to synthetic turbulence
generation especially for atmospheric boundary layer (ABL) flows. Baba-Ahmadi and Tabor [59] propose and
present multiple methods to drive the flow for precursor simulations, based on mapping velocities from a downstream
plane of the simulation back to the inlet. They propose to either make corrections to the mapped velocity, such
as one to keep the flow rate constant, or introduce a body force to drive the flow while using periodic boundary
conditions in the streamwise direction. This latter method was used for a turbulent channel flow precursor simulation
by Helgedagsrud et al. [60] with driving pressure gradient and periodic boundary conditions in the streamwise
direction to simulate buffeting loads on a bridge section. Tabor and Baba-Ahmadi [61] review treatment of inlet
conditions for LES simulations including precursor simulations and synthetic turbulence generation. Lund et al. [62]
and Ferrante and Elghobashi [63] used a ‘recycling’ method where outflow velocity is fed back to the inflow after
making adjustments such as keeping the flow rate constant. Li et al. [7] looked at the effect that different inflow
conditions have and found that using a pre-simulation of the upstream region gave significantly different results
than using an empirical logarithmic law velocity profile.
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1.2. Proposed framework for complex-terrain flows

Any LES simulation requires the choice of an appropriate sub-grid scale (SGS) turbulence model and associated
constants, to determine parameters such as the eddy viscosity, which only models dissipation associated with
turbulent motions. The variational multi-scale (VMS) concept for LES, and its residual-based instantiation called
RBVMS [64], do not rely on eddy-viscosity based modeling of turbulence. The main idea of the VMS formulation,
proposed by Hughes et al. [65] and refined in Hughes et al. [66] and Bazilevs et al. [64], is to use variational
projections in place of the classical filtered equation approach of LES. Avoidance of filters eliminates the difficulties
associated with the use of complex filtered quantities. VMS methods avoid filtering through a priori separation of
scales. Initially, in [66], a turbulent eddy viscosity model was used only in the discretization of the small-scale
equations in order to have dissipation acting only on these small scales. By contrast, in a more recent RBVMS
formulation [64], the small scales are not explicitly discretized. Instead, the unresolved fine-scales are modeled
as functions of the coarse-scale residuals of the Navier—Stokes partial differential equations, and are introduced
directly into the coarse-scale equations. An additional challenge of the LES models, including RBVMS, is the mesh
resolution requirement near the solid surfaces where the turbulent boundary layers form (i.e., the terrain surface in
the present application). This challenge is addressed in [67] by means of the weakly enforced essential (Dirichlet)
boundary condition formulation.

Most RANS and LES simulations use finite volume discretization, whereas the VMS framework relies tradition-
ally on the finite element method (FEM). An alternative approach is the concept of isogeometric analysis (IGA),
proposed in [68]. It has many similarities to the finite element method, but aims to be geometrically exact by
using methods that are common in Computer Aided Design (CAD). The traditional IGA methodology is based on
NURBS (Non-Uniform Rational B-Splines), which are commonly used in CAD software and from which a NURBS
mesh can be created. NURBS basis functions have several advantages over classical FEM functions. One of the
advantages is that NURBS basis functions have p — 1 continuous derivative across the element boundaries for pth
order functions. The higher-order continuity allows to capture the complex flow phenomena more accurately. Once a
coarse NURBS mesh is defined, it can be refined through knot insertion without changing the underlying geometry
it represents, enabling more accurate h-refinement.

The use of NURBS can eliminate some approximation of the problem domain geometry. Many authors working
on atmospheric flow over complex terrains describe a procedure of mesh generation that involves creating a NURBS
surface (generally using a CAD software package) to represent the terrain. For example, Makridis [44] describes
creating a surface to represent the Askervein hill using the NURBS based 3D modeling software Rhino. Rasouli and
Hangan [40] describe a similar process of creating a surface model in a NURBS format. The next step is usually
to discretize this NURBS surface into straight-sided finite elements or finite volumes, thus effectively reducing
the order of geometry approximation to linear. As an alternative, the fluid domain can also be discretized into
volumetric NURBS elements that conform to the original CAD description of the surface, eliminating the need
for lower-order approximation of the terrain surface. NURBS have been shown to perform well for wall-bounded
turbulent flow simulations. For example, [64] found that quadratic NURBS performed significantly better on coarse
meshes (practically matching the first- and second-order statistics from direct numerical simulation) than linear
elements for turbulent channel flow. In the present work, we use NURBS to discretize the domain of complex
topography, which we believe represents a novel contribution to flow modeling over complex terrains.

The numerical framework based on VMS formulation using both FEM and NURBS discretization has been suc-
cessfully applied to a wide variety of complex engineering problems, including wind turbines [69-83], aerodynamics
of bridge cross-section [84,85], fluid mechanics for stratified flows [81,86-88], hydrokinetic turbines [89-92],
bioinspired aerodynamics and FSI [70,71,93-97], flow analysis of turbocharger turbines and other turbomachin-
ery [98-102], flow and thermo-fluid analysis of ground vehicles, tires and brakes [103—108], parachutes [109-111],
patient-specific cardiovascular fluid mechanics and FSI [70,71,112—123], biomedical-device FSI [124-127].

The framework used in this paper does not include effect of thermal stratification, although the Boussinesq
approximation has been previously developed in the VMS framework in [86]. The remainder of this paper is
organized as follows. Section 2 describes the mathematical details of the modeling framework employed. Results
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for the Gaussian hill and Bolund hill simulations are presented in Sections 3 and 4, respectively. Conclusions are
drawn and future research directions are outlined in Section 5.

2. Modeling framework

2.1. Governing equations

The governing equations are the Navier—Stokes equations of incompressible flows composed of the balance of
linear momentum,

0
p<8—‘;+u-Vu—f>—v-a=0, 1)

and mass,
V-u=0. 2

In the above equations, p is the fluid density, u is the fluid velocity, and f is the fluid body force per unit mass.
The fluid Cauchy stress, o, is defined as —pI 4+ 2ue(u), where p is the pressure, I is the identity tensor, u is the
dynamic viscosity, and e(u) = %(Vu + Vu’) is the strain rate tensor. The essential boundary condition (i.e. the
prescribed velocity g) for Eq. (1) is defined on ', part of the domain boundary I’

u=g, 3
and natural boundary condition (i.e. the prescribed traction h) is defined on I, part of the domain boundary I" as
on=h, “

where n is the unit outward normal vector.

Given the trial function space S, the test function space V, and the problem domain (2, the weak form of the
governing equations may be stated as: Find the velocity—pressure pair {u, p} € S such that for all test functions
{w,qt eV,

0
/w',o(—u—l—u-Vu—f)d.Q—l—/e(w):a(u,p)d.()—i—/qV-ud.Q:f w-hdl’, 5
o ot Q Q r,

2.2. The RBVMS framework

Following the VMS methods of [65,66] we additively decompose the solution and test function spaces into
coarse and fine-scale sub-spaces. The coarse-scale is resolved by spatial discretization, and the associated spaces
and variables are indicated by a superscript 4. The fine-scales are those which cannot be represented by the finite
spatial discretization, and the associated spaces and variables are indicated with a prime symbol ().

Following the RBVMS approach in [64], we decompose the solution variables as u = u" +u’ and p = p" + p/,
choose for the test functions to be w = w" and ¢ = ¢" to generate the coarse-scale equations, and model the
unresolved fine-scales as

T
u = ——Zry", ph, (©)
o
p' = —pvsicrc(”), (7
where the coarse-scale residuals of the momentum and continuity differential equations are given by
8uh
ry(u”, ph) =p < o7 +u" - vu' — fL’) —V-o@", ph), and ®)
re@") = v -u. ©)

The above residual-based models for the fine-scales are inferred from the fine-scale equations, which are obtained
by setting w = w’ and g = ¢’. (See [64] for more details.)
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Substituting the above expressions into Eq. (5), the resulting RBVMS formulation may be stated as follows: find
{u", p"} € S", such that V{w", ¢"} € V"

P h
/wh-,o< u +uh~Vuh—fh)dQ+/ e(w”):a(uh,ph)d()—i—/ ¢"v.u'd2 — | w'-nhdr
Q ot Q Q I,

Nel h

+ 2/ TSUPS (llh VW VTCI) - Im (“hv Ph) af?
e=1 Qe

Nel

+ 2/ vaSICV . whrc (llh) dsf?
e=1 s

el

- Z/ zsupsW' - (v (u”, p") - V') 02
e=1 ¢

Nel Y/
Vw!
=30 [ (st (8 1) © (s (4 ) 42 =0 (10)
e=1 foe
Here, {2 is divided into n¢ elements denoted by 2¢. The stabilization parameters in Eq. (10) are given by
4 —1/2
TSUPS = —+uhoGuh+C1v2G:G s (11D
Ar?
and
visic = (rGsups) (12)

where trG is the trace of the element metric tensor G given by

&\ o

G = _E _57 (13)
dax ox

& and x are the element parametric and physical coordinates, respectively, Az is the time-step size, and C is the

constant of the element-wise inverse estimate [128]. For the simulations with linear FEM and with quadratic NURBS

C; = 3. For more details on the stabilization parameters, including some of the newer ones, see [96,129—133].

2.3. Weakly enforced no-slip boundary conditions

Weakly enforced no-slip essential (Dirichlet) boundary conditions are implemented on the terrain surface. The
method, introduced in [67] was shown to relax the grid resolution requirements near the wall while preserving the
overall solution accuracy. In the weak boundary-condition methodology, rather than requiring the solution to exactly
satisfy the Dirichlet boundary conditions (“strong satisfaction”), terms are added to the left-hand side of the VMS
formulation (Eq. (10)) to enforce the Dirichlet boundary conditions weakly as Euler—Lagrange conditions. These
additional terms for a prescribed velocity g on the I, are:

Neb

— Z/ w' . o@", p"ndr
o1 Y PN,
Nep

—Zfb (2pne(w"mn +¢"n) - (u* —g)dr
[ s g

Neb
+ Z/ W (uh —g)drl. (14)



M. Ravensbergen, T.A. Helgedagsrud, Y. Bazilevs et al. / Computer Methods in Applied Mechanics and Engineering 368 (2020) 113182 7

Fig. 1. Isometric view of the Gaussian hill. The vertical coordinate is scaled by a factor of five for visibility, and the image is cropped in
the horizontal direction with respect to the simulation domain.

Here, I'; = {x|u" -n < 0,Vx € I} is the inflow part of I';, and 7p is the stabilization parameter given by

_Clu

o s)

B
where C? is a positive constant computed from an appropriate element-level inverse estimate (for linear FEM and
quadratic NURBS we used C? = 4), and A, is the wall-normal element size that can be computed as

hy, = (m-Gn)'/%. (16)

2.4. Discretization methods

In the present work, comparison is made between linear FEM and quadratic NURBS [68] to discretize Eq. (10) for
the Gaussian Hill example. The second-order accurate, implicit, generalized-« time integration scheme is employed
for time discretization. At each time step, the resulting non-linear system of equations is solved using Newton—
Raphson algorithms. At every non-linear iteration, the linear system of equations is solved using generalized
minimum residual (GMRES) method.

3. Axisymmetric Gaussian hill

We simulate 3D, axisymmetric Gaussian hill (normally distributed surface) given by z = h - exp (—O.S(r/o)z)
where r and z are radial and vertical coordinates, respectively, 2 = 700 m is the height of the hill, and 0 = L/1.1774.
L = 1750m is the hill length defined as the value of r where z = h/2. Values for L and h, are taken from
Prospathopoulos and Politis [43] who simulate the same cases tested here using a RANS solver CRES-flow NS,
with k£ — o turbulence model. Our computational domain spans 23 km in the streamwise direction and spanwise
directions. These dimensions are found necessary to ensure independence of the solution from boundary effects.
The domain height is 5000 m. An isometric view of the Gaussian hill is shown in Fig. 1.

A logarithmic velocity profile,

2
20

U=Ue—In (17
K
is applied at the inlet, where k¥ = 0.41 is von-Karmann constant, zo = 2.29 x 10" m is the roughness length, and
U, = m is the friction velocity, where § = 500 m is the chosen atmospheric boundary layer thickness. The
reference velocity U,.; = 10.9ms™" is chosen such that the velocity at 90 m elevation Ugy = 10ms™'. No-slip
boundary condition is enforced on the terrain surface. Grid convergence analysis is performed using the strongly
enforced no-slip boundary condition which is followed by comparison to the weakly enforced no-slip boundary
condition. No fluid penetration is allowed on the sides and the top of the domain. The outflow boundary uses the

naturally imposed traction-free condition.
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Table 1
Mesh resolution and GCI (FEM)
Elements Refinement ratio Velocity [m/s] GCI (%)
Coarse 108 x 102 x 25 - 8.43 -
Medium 120 x 132 x 50 1.42 8.51 32
Fine 144 x 192 x 100 1.52 8.65 45

Fig. 2. Cross-section of the domain with hexahedral mesh along centerline of Gaussian hill.

3.1. Gaussian hill with linear FEM

The computational domain is discretized into structured, hexahedral elements. The time step of df = 1.0s is
used for 11 x 10° s before flow quantities are averaged for another 6 x 10%s, corresponding to approximately 63
and 32 advection hill lengths, respectively. This gives the statistically stationary flow behavior. Three different mesh
resolutions are used, referred to as coarse, medium, and fine. The same time step size is used for all mesh resolutions.
The number of elements used in the streamwise, spanwise, and wall normal directions is shown in Table 1. The
minimum CFL number varies from 0.3 for the coarse mesh to 0.8 for the fine mesh. Table 1 also shows the
grid convergence index (GCI) based on Richardson extrapolation [134] which is computed for the minimum time
averaged streamwise velocity downstream of the hill at 90 m elevation and is less than 5% for coarse to medium and
medium to fine meshes. In the streamwise and spanwise directions the grid is uniformly spaced with the exception
of a refinement region between x € [—1140, 5700] in the streamwise direction and y € [—684, 684] in the spanwise
direction. In the vertical direction the grid spacing increases with elevation from 6 m at the terrain surface to 342 m
at the upper far field boundary, following hyperbolic tangent distribution. The vertical coordinate of the kth grid
point is given by z; = 5000- (tanh(2.5 - (z,x — 1))/ tanh(2.5) + 1), where z,; is the vertical coordinate for a uniform
grid spacing, and 5000 is the domain height. A cross-section of the computational domain down the centerline along
the streamwise direction for the medium mesh is shown in Fig. 2.

Time averaged streamwise velocity 90 m above the terrain surface, for the three different mesh resolutions, is
plotted along the length of the domain (x) in Fig. 3. All three mesh resolutions show similar maximum velocity
over the top of the hill at x = 0, with a value about 2% larger than that predicted by [43] (note the non-zero origin
on the vertical axis). A slight discrepancy is seen at around the location of the minimum velocity on the downstream
side of the hill with the current simulation predicting slightly more slowdown in streamwise velocity.

3.2. Gaussian hill with quadratic NURBS
We next simulate the Gaussian hill using IGA based on NURBS. A NURBS surface is constructed to represent

the surface of the Gaussian hill using CAD software. This surface is used as a ‘coarse’ mesh, and successive
refinement is performed without altering the geometry by knot insertion. This process is actually a simplification
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Fig. 4. Normalized time averaged streamwise velocity 90 m above Gaussian hill for three grid resolutions with quadratic NURBS.

from the linear finite element approach of the previous section, as for that process the Gaussian hill is initially
constructed as a NURBS surface, which is then approximated by bi-linear quadrilateral surface elements during
meshing. The same boundary conditions and time-step as described above for the FEM case are used. The number
of NURBS elements, defined as knot spans as in [68], is chosen to be the same as for the finite element meshes.

Time averaged streamwise velocity 90 m above the terrain surface is plotted in Fig. 4 for simulations using
quadratic NURBS. The maximum velocity predicted by the NURBS simulation for the fine resolution is again
about 2% higher than the data from [43]. The minimum velocity on the downstream side of the hill is about 4%
lower for the fine resolution than the published data. The medium and fine resolutions agree very closely over this
region indicating the medium resolution would likely be sufficiently fine in this case. Fig. 5 shows an isometric
view of the Gaussian surface along with the U component of velocity down the center of the domain.

The GCI for the minimum velocity behind the hill at 90 m elevation is 0.14% for the coarse to medium mesh
and 0.002% for the medium to fine mesh, which, as expected due to the higher order of the shape functions, is
much better than the GCI for the linear FEM case.
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Fig. 5. Time averaged streamwise velocity component for the fine mesh resolution Gaussian hill using NURBS.
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Fig. 6. Gaussian hill streamwise velocity using strong and weak enforcement of the Dirichlet (no-slip) boundary condition. All simulations
are for the fine mesh resolution.

3.3. Gaussian hill with weakly enforced no-slip boundary condition on the terrain surface

The benefit of employing the weakly-enforced no-slip boundary condition on the terrain surface, as presented in
Section 2.3 is investigated next. We compare the usual no-slip boundary condition (strongly enforced) to the weakly-
enforced boundary condition for the fine mesh using both linear FEM and quadratic NURBS. The comparison of
streamwise velocity 90 m above the terrain surface is shown in Fig. 6 for the fine-resolution FEM and NURBS
simulations. The simulation using weak enforcement of the no-slip condition shows less slowdown after the hill,
more closely matching the published data from [43]. The combination of relaxing the no-slip condition and using
higher-order accurate and smooth NURBS basis functions allows the simulation to more accurately capture the
flow profile in the recirculation region. On the other hand, very little improvement can be observed for the FEM
simulations. This can be due to the selection of the stabilization parameters, and specifically the inverse-estimate
constant. We will investigate this in more detail in the further studies.

Comparison of the FEM results to the NURBS results is shown in Fig. 7, where we compare the medium and
fine resolutions using the weakly-enforced boundary condition. The downstream side of the hill again highlights
differences in the discretization methods used. The largest slowdown is seen with the medium resolution linear FEM
simulation. The fine FEM and medium NURBS simulations show fairly similar results, highlighting the increased
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Fig. 8. Bolund hill.

Source: Picture
from Bechmann
et al. [39].

resolution necessary for FEM given the lower-order accuracy. The fine resolution NURBS simulation shows results
very similar to the published data with the higher order and smooth basis functions better able to capture the sharp
velocity gradients in this region.

4. Bolund hill

The Bolund hill (Fig. 8) is a coastal geographical feature in Denmark that was the subject of a field experiment
and a “blind” modeling study. The Bolund field campaign provides a new dataset for validation of LES codes
for wind energy applications. Bolund hill is considered a difficult modeling problem due to the nearly vertical
escarpment on the upwind side of the hill, which produces complex 3D flow. Data was collected and used to
validate models predicting flow in complex terrains [25,26].

The hill is approximately 12 m high, 130 m long and 75 m wide, and is surrounded by water on three sides. The
remaining side (on the downstream end for the case considered here) comprises relatively flat terrain. The incoming
flow travels over the ocean, making the inflow boundary condition well defined. Measurements are taken at various
heights for each of the 10 mast locations over 10 min periods, with one mast located far upstream of the hill to
quantify the free stream velocity profile and turbulent kinetic energy to provide inflow boundary conditions for the
simulations. The mast locations are shown in Fig. 9. Additionally, limited effects from stratification are expected
due to the small hill height relative to the boundary layer depth, therefore the approximation of neutral stratification
employed in the present work is be considered valid.

The domain constructed around Bolund hill stretches 390 m across, 800 m long (300 m upstream and downstream
of the hill) and 120 m high. This domain size was recommended by [39].
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Fig. 9. Bolund hill elevation contours and mast locations. Flow is from left to right in the case considered.

4.1. Precursor simulation

To generate realistic, turbulent inflow conditions for the Bolund hill simulation, a pressure driven NURBS
precursor simulation of turbulent flow over a flat plate is used, and sequential planes of the velocity solution are
fed into the main simulation. The method is the same as that described in [60] except that we use a half-channel
since the no-slip boundary is only on the lower surface of the domain.

Periodic boundary conditions are used in the streamwise and spanwise directions and the no-slip condition is
weakly enforced on the lower boundary. Symmetry condition is employed at the upper boundary. The precursor
simulation uses a rectangular domain with spanwise and vertical dimensions equal to those of the main simulation
domain (390m and 120 m respectively). In the streamwise direction, the domain extends 750m. 192, 64, and 32
elements are used in the streamwise, spanwise, and wall-normal directions respectively. The initial condition is a
semi-parabolic mean velocity profile based on the bulk velocity with superposed random velocity fluctuations to
promote transition to turbulent flow. The flow is driven by a volumetric forcing, f, equal to 3.73 x 1073 ms~2.
The forcing is calculated based on a desired friction velocity Reynolds number, Re; = u*D/v = 395, and bulk
velocity, U, = 11.893ms™!. The bulk velocity is the mean velocity based on the suggested logarithmic inflow
velocity profile [39],

*
u:@h<ﬁﬁ) (18)

K 20

where (z,¢) is the height above the ground, u} = 0.4ms™' is the reference friction velocity measured during
the experiment (not to be confused with that used for the precursor simulation), zo = 3 x 10~*m is the surface
roughness length, and ¥ = 0.4 is the von Karman constant.

The friction velocity and surface roughness are set for four different cases in [39] based on fits to experimental
data from the upstream mast. The values given refer to Case 1 of [39] with 270° flow direction which is the case
simulated in this work. The friction velocity Reynolds number is chosen for two reasons. First, similar simulations
and experiments performed at this Reynolds number provide data for validation [60,135]. Secondly, these researchers
reported turbulence intensities (7 1) of approximately 4.4% for this Re,, which is similar to the turbulence level
recommended by Bechmann et al. [39], who recommended modelers specify a turbulence kinetic energy value of
TKE = 5.8(143)2 = 0.928 m? /sz, constant with elevation. Since both measures of turbulence are based on RMS
fluctuations of the diagonal terms of the Reynolds stress tensor, the relation,

ViTKE
TI=+——

= = 6.6%, 19
7, o 19)
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Fig. 10. Instantaneous streamwise velocity normalized by the bulk velocity for the precursor simulation.

can be used. With Re, and U, determined, the volumetric forcing f can be found by balancing the volumetric
forcing with the wall shear force, giving the expression:
u*Z
f=—
where D is the domain (half-channel) height, and the friction velocity u#* is found through the equation system
formed by Spalding’s parameterization for the law of the wall [136], Dean’s correlation relating the bulk and center
line (U) velocities [137], and the definition of Re,. The equations

(20)

Uy =u*g '(Rey), 21
2ﬁ D —0.0116
U, = 1.28T, ( b ) = 1.28U, Re;, “M®, (22)
*D
p=2= (23)
Re;

are solved for Uy, u*, and v simultaneously as described in [60]. Other quantities, namely, Re., U, and D are
known, and g~! is the inverse of Spalding’s parameterization of the law-of-the wall,

Gty (xu+)3>

2! 3! @9

guH)=ut+e 8 (eX“+ —1—xu™"

where x = 0.4 and B = 5.5.

The simulation is run for 17,000 steps with a time step At = 0.2 s, corresponding to the flow traveling over 50
times the domain length. The mean velocity profile was seen to converge to the Direct Numerical Simulation (DNS)
results prior to this point. Fig. 10 shows instantaneous streamwise velocity contours for the precursor simulation.

Time averaged velocity and velocity fluctuation profiles are presented in terms of non-dimensional wall distance
(y1) and velocity (™) units given by

+_yu"  YRer

y 5 D (25)
pt=t b (26)
u* Re,v

The profiles are shown in Figs. 11 and 12 and the results are very close to the DNS data from Moser et al. [135].

Comparing the results of the pressure driven, periodic, half-channel precursor simulation with the inflow bound-
ary conditions suggested by Bechmann et al. [39] (Fig. 13), there is slight deviation in the mean velocity profile
from the log-law profile recommended, but generally good overall agreement is achieved. The recommendation of
setting turbulence kinetic energy to a constant value with elevation is not physical, as evidenced by the precursor
simulation (Fig. 14). However, the values are in a similar range.
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Fig. 11. Mean streamwise velocity of the precursor simulation vs. distance from the wall in non-dimensional units. DNS data from Moser
et al. [135].
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Fig. 12. Root mean square (RMS) of the streamwise velocity fluctuations of the precursor simulation versus distance from the wall in
non-dimensional units. DNS data from Moser et al. [135].

4.2. Bolund hill precursor coupling

Data transfer from the precursor simulation to the inflow of the Bolund hill simulation is done using the method
described in [60] and is based on weakly enforced boundary conditions. After the simulation reached a statistically
stationary state as described in the results section above, successive (in time) planes of the inflow/outflow precursor
boundary are fed into the main Bolund hill simulation. As the precursor and Bolund hill mesh do not match one-to-
one at the inlet plane, a coupling method is needed to transfer the data. The velocities from the precursor simulation
are output (written to disk) at the locations of the integration points of the main simulation. These values are read
by the main simulation and enforced weakly on the inflow boundary by setting them equal to the inflow boundary
velocity g from Eq. (14).
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Fig. 14. Turbulent kinetic energy profile compared with the constant value proposed as inlet condition by Bechmann et al. [39].

4.3. Bolund hill main simulation with quadratic NURBS

The Bolund hill domain is discretized using quadratic NURBS elements. We decided to forego the FEM
discretization for this problem due to the superior performance of NURBS-based simulations for the Gaussian
hill presented earlier in the paper. The NURBS mesh is comprised of 275 x 161 x 57 elements (2.52 million in
total) in the streamwise, spanwise, and vertical directions, respectively. The first element in the vertical direction
is located at 0.5 m. To capture the sharp terrain gradient on the upwind side of the hill, the mesh is refined in the
streamwise direction over a distance of 18 m. A cross section of the mesh is shown in Fig. 15.

The inlet condition at each time step is taken from the precursor simulation, which is run with the same time
step as the main simulation. The precursor simulation has the same spanwise and vertical dimensions as the main
simulation but a different mesh resolution. The minimum CFL number for this set-up is 0.8. On the side boundaries,
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Fig. 15. Cross-section of the mesh for the Bolund hill simulation.

Fig. 16. Instantaneous streamwise velocity contours on the y = 0 plane.

no-penetration and zero tangential traction boundary conditions are imposed. The outlet is assumed to be traction-
free, with the backflow stabilization terms added to preclude divergence in the computations due to possible local
flow recirculation at the outlet [138]. On the terrain surface, the no-slip boundary condition is enforced weakly. The
initial condition is set based on a logarithmic velocity profile with elevation over the entire domain, as per Eq. (18).

Fig. 16 shows instantaneous streamwise velocity contours along the y = 0 plane, Fig. 17 shows the time averaged
streamwise velocity on the same plane, and Fig. 18 shows the time averaged velocity streamlines over the upwind
slope of the hill, where a re-circulation region is seen just behind the edge of the upwind slope.

Simulation results are compared to field measurements at each mast location shown in Fig. 9. Vertical profiles
of the flow speed S are shown in Figs. 19 and 20. The results are non-dimensionalized by the reference friction
velocity uf; = 0.4ms™" from Eq. (18). The simulation results match the measure data quite well in most locations.
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Fig. 17. Time averaged streamwise velocity contours on the y = 0 plane.

Fig. 18. Time averaged velocity streamlines colored by flow speed. (For interpretation of the references to color in this figure legend, the
reader is referred to the web version of this article.)

The location of specific masts can provide insight into the aspects of the flow that are best captured by the
simulation. Masts 1 and 7 are located just in front of the hill. Masts 2 and 6 are located at the top of hill just
behind the steep slope on the upstream side. Masts 4, 5, and 8 are located at the base of the hill on the downstream
side, and mast 3 is located in the middle of the broad, nearly flat expanse on the top of the hill. The simulations
show very good match to the experimental data at masts 1 and 7, i.e. correctly capturing the velocity slowdown in
front of the hill. Mast 2 and mast 5, located in recirculated regions just after the upstream slope and just after the
downstream slope respectively, show slight over-prediction of the velocity close to the surface (below 5 m elevation).
The simulations also show good agreement with the experimental measurements near the ground where the velocity
gradients are high and agreement with the experimental data is hard to achieve.



18 M. Ravensbergen, TA. Helgedagsrud, Y. Bazilevs

Mast 1
20 -

ro+ Measured
NURBS

IS

16 -

14 -

12 -

10 -

Zogt [m]

Mast 2

20 -

18-

14+

12+

10 -

18+

14 +

12+

10

Mast 3

et al. / Computer Methods in Applied Mechanics and Engineering 368 (2020) 113182

Mast 4

18-

14 -

12 -

10 -

S/ug

0 L
0 10 20 30

0 L L
0 10 20 30
S/ ug

0 L L
0 10 20 30

/g

0 L L L
0 10 20 30
S/ug

Fig. 19. Mean velocity magnitude profiles comparing NURBS simulations with measured data.

Mast 5

ro+ Measured
NURBS

IS

16 -

14 -

12 -

10 -

Zagt [m]

Mast 6

16 -

14+

10 -

16 -

14 +

10 -

Mast 7

Mast 8

| |
0 10 20
S/uq

30

0 1 1
0 10 20 30
5/ug

0 1 1 1
0 10 20 30

S/ug

0 1 1
0 10 20 30
S/uq

Fig. 20. Mean velocity magnitude profiles comparing NURBS simulations with measured data.



M. Ravensbergen, T.A. Helgedagsrud, Y. Bazilevs et al. / Computer Methods in Applied Mechanics and Engineering 368 (2020) 113182 19

0.5 —
——NURBS
¢ Measured
—o— Chaudhari 2014, LES
—w— Conan 2012, Wind Tunnel
Cavar et al. 2016, RANS, (k —¢)
Bolund hill
oL
" —
<' z
s, =
7 ol
3 e
o —
= =
n =
0.5+
\—'\ —10
\ \ ! ! ! 0

=1
-200 -150 -100 -50 0 50 100 150
Position along line B [m)]

Fig. 21. Velocity speed-up 5m above ground level along line B.

Comparison of the simulation results with measurements for the Bolund hill case is often presented in terms
of the relative velocity difference from an upstream reference location. Fig. 21 plots the velocity speed-up along a
horizontal line 5 m above the ground along the transect ‘line B’ (see Fig. 9). The velocity speed-up is defined as

Szagr — sozagl

AS = 27

50244/
where the over-bar indicates a time average and the reference velocity magnitude, sg, is calculated 5 m above the
ground at the location of Mast 0 (Fig. 9) in the inflow region of the domain. The measured data points are shown with
open circle markers and the terrain profile is plotted near the bottom of the figure with the elevation corresponding
to the vertical axis on the right-hand side. The simulations accurately predict the velocity slowdown just in front of
the hill, and are also within one standard deviation of the measured value at the tower just after the top of the hill.
The simulations, however, slightly over-predict the velocity magnitude in the middle of the broad flat area on top
of the hill. The velocity slowdown on the lee side of the hill is well captured. The results of previously published
studies on Bolund hill are also plotted in Fig. 21, including LES from Chaudhari [46], a wind tunnel experiment
by Conan et al. [4], and RANS simulation from [48]. The NURBS simulation shows favorable comparison to the
measured data and wind tunnel data, and follow the trend very well when compared to other numerical studies.

5. Conclusions

Accurate prediction of local flow field in complex terrain is critical for many engineering applications, including
wind energy, which requires the development of a high-fidelity framework to better model the atmospheric flows
over complex geographical terrains. In this paper we applied an RBVMS framework in conjunction with FEM and
NURBS-based discretization to simulate representative areas of complex terrain. The model was validated using
two well documented cases of airflow over complex terrain, the Gaussian hill (normally distributed surface) and
Bolund hill (the actual geographical terrain). We found that the RBVMS formulation showed excellent agreement
with published data for both cases. The simulations with quadratic NURBS discretization showed better accuracy
for the Gaussian hill than linear FEM due to the higher-order continuity of the NURBS basis functions. Moreover,
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we also highlighted the need for special treatment of the no-slip boundary condition at the terrain surface. The
weakly-enforced formulation of the no-slip boundary condition was used for both NURBS and FEM discretization.
Going from strong to weak imposition of the boundary condition significantly improves the result for NURBS-based
simulation, but very little improvement was observed for the FEM simulations. This can be due to the selection
of the stabilization parameters, and specifically the inverse-estimate constant. We will investigate the sensitivity
of the results to the selection of these parameters in the further studies. Simulations using a quadratic NURBS
discretization was also performed for the Bolund hill showing favorable comparison with the measurements and
wind tunnel experiments, and following the trend very well with the numerical results reported by others. These
results indicate great potential of the proposed framework to predict airflow over complex terrains.

Future work will continue to examine cases of highly complex terrains such as the Perdigdo location. The
Perdigdo location was recently the subject of a large-scale field study, as part of the New European Wind Atlas, to
investigate flow in complex terrains, including the interaction of wind turbine wakes with the terrain. We also plan
to perform numerical simulations using NURBS discretization for atmospheric boundary layer flow with different
stratification regimes, which has a significant impact on the flow behavior over the terrain, and especially when
interacting with wind turbines. Finally, we plan to perform simulations of the entire wind farm under realistic
stratified turbulent flow conditions in a complex terrain.
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