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Abstract

Recent research applies soft computing techniques to fit software reliability growth models.
However, runtime performance and the distribution of the distance from an optimal solu-
tion over multiple runs must be explicitly considered to justify the practical utility of these
approaches, promote comparison, and support reproducible research. This paper presents a
meta-optimization framework to design stable and efficient multi-phase algorithms for fit-
ting software reliability growth models. The approach combines initial parameter estimation
techniques from statistical algorithms, the global search properties of soft computing, and
the rapid convergence of numerical methods. Designs that exhibit the best balance between
runtime performance and accuracy are identified. The approach is illustrated through non-
homogeneous Poisson process and covariate software reliability growth models, including
a cross-validation step on data sets not used to identify designs. The results indicate the
nonhomogeneous Poisson process model considered is too simple to benefit from soft com-
puting because it incurs additional runtime with no increase in accuracy attained. However,
a multi-phase design for the covariate software reliability growth model consisting of the
bat algorithm followed by a numerical method achieves better performance and converges
consistently, compared to a numerical method only. The proposed approach supports higher-
dimensional covariate software reliability growth model fitting suitable for implementation
in a tool.

Keywords Software reliability - Software reliability growth model - Soft computing -
Numerical methods - Multi-phase algorithms
1 Introduction

Recent research has seen an explosion in the number of studies applying soft computing
techniques and especially swarm algorithms (Hassanien and Emary 2016; Yang 2014) to fit
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software reliability growth models (SRGM). While optimization techniques (Archetti and
Schoen 1984) are essential to fit models and enable predictions, these past studies often fail
to consider two competing attributes, namely (i) the speed of convergence to the maximum
likelihood estimate (MLE) and (ii) the stability of convergence to this maximum. These two
attributes are especially important when implementing tools for non-experts (Lyu and Nikora
1992; Shibata et al. 2015) because the model fitting step must be both fast and consistent, so
that users who often lack detailed knowledge of the underlying mathematics can be confident
that the parameter estimates are accurate and that model assessments and predictions reported
by the tool can be trusted. Moreover, soft computing techniques often exhibit robust global
search, which has helped to overcome the instability of early numerical techniques such as
the Newton-Raphson method. However, numerical methods exhibit mathematically proven
rates of convergence and can therefore serve as a powerful complement to soft computing
techniques, suggesting that multi-phase algorithms incorporating soft computing techniques
followed by traditional optimization procedures may achieve the desired tradeoff between
speed and stability of convergence. A framework is needed to identify stable and efficient
multi-phase algorithms that leverage the strengths of these alternative approaches to (i) pro-
mote the objective comparison of alternative algorithms for fitting models and (ii) focus
the research community on the practical goal of stable and efficient algorithmic designs for
implementation in a tool that will support the widespread application of SRGM in the user
community.

Surveys (Hudaib and Moshref 2018; Kaswan et al. 2015) document dozens of applica-
tions of soft computing techniques to fit SRGM and closely related problems, while (Mohanty
et al. 2010) reviewed papers published between 1990 and 2008 that applied Al and soft com-
puting techniques to SRGM, effort estimation, and other software. Examples of machine
learning techniques include neural networks (Dohi et al. 1999; Karunanithi et al. 1992) and
support vector machines (Pai and Hong 2006; Xing and Guo 2005), while metaphor-based
meta-heuristics and evolutionary algorithms include genetic algorithms (Chen et al. 2001;
Dai et al. 2003; Minohara and Tohma 1995), genetic programming (Costa et al. 2005, 2007),
harmony search (Altaf et al. 2016; Choudhary et al. 2017b), and gravitational search (Choud-
hary et al. 2017a). Applications of swarm intelligence algorithms, which share information
among members of the population, include particle swarm optimization (Jin and Jin 2016;
Sheta 2006), artificial bee colony (Sharma et al. 2011), ant colony optimization (Shanmugam
and Florence 2012; Zheng et al. 2011), cuckoo search (Al-Saati and Abd-AlKareem 2013),
grey wolf optimization (Sheta and Abdel-Raouf 2016), firefly (Al-Saati and Alabajee 2016;
Choudhary et al. 2018), ant lion optimization (Alabajee and Alrefface 2018), and whale
optimization (Lu and Ma 2018).

Hybrid approaches have also been proposed, including genetic algorithms to optimize
the parameters of particle swarm (Kumar et al. 2017; Rao and Anuradha 2016) and grey
wolf optimization (Alneamy and Dabdoob 2017) as well as methods that combine artificial
bee colony and particle swarm optimization (Li et al. 2019). Despite their global search
properties, neither individual or pairwise combinations of these population-based search
techniques converge rapidly and precisely to the maximum in a manner similar to traditional
numerical methods such as the Newton-Raphson method when provided accurate initial
estimates or statistical algorithms, including the expectation maximization (EM) algorithm
(Okamura et al. 2002, 2003) and expectation conditional maximization (ECM) algorithm
(Nagaraju et al. 2017; Zeephongsekul et al. 2016). Thus, multi-phase algorithms composed
of a swarm algorithm for global search followed by local search with a numerical or statistical
algorithm is a naturally appealing concept to capitalize on the strengths of these two classes
of algorithms to achieve a balance between convergence and speed.
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To impose structure and support reproducibility, this paper proposes a framework to design
multi-phase model fitting algorithms. Algorithms to perform multi-objective optimization
(Deb 2015) such as a posteriori methods, which seek to produce all Pareto optimal solutions
or a representative subset, are suitable for this purpose. Examples include Normal Constraint
(Messac et al. 2003) and Successive Pareto Optimization (Mueller-Gritschneder et al. 2009)
as well as evolutionary methods such as the Non-dominated Sorting Genetic Algorithm
(NSGA)-II (Deb et al. 2002) and the Strength Pareto Evolutionary Algorithm (Zitzler et al.
2001). NSGA-II is employed in this study because of its widespread success in diverse
problem domains, although the other approaches may also be suitable for the design of
stable, efficient, and accurate multi-phase algorithms.

Our approach explores the space of alternative algorithmic designs for those that exhibit
a combination of consistent convergence and runtime. These designs combine initial param-
eter estimation techniques, swarm algorithms, and numerical methods. The intuition is that
designs including a swarm algorithm must contribute to global search without compromis-
ing runtime excessively in order to justify the number of iterations, population, and cost
of evaluating the objective function and moves within the search space before switching to
a gradient-based method. The framework is applied to nonhomogeneous Poisson process
(NHPP) (Farr 1996) and covariate (Shibata et al. 2006) software reliability growth models.
A cross-validation step assesses the accuracy and runtime of dominant designs on alterna-
tive data sets. The results indicate that the NHPP model did not benefit significantly from a
multi-phase algorithm because of the relatively low dimension, smoothness of the objective
function, and efficient and accurate initial estimates enabled by the EM algorithm. However,
the best multi-phase algorithm incorporating a swarm stage performed demonstrably better
than the next best alternative, which only utilized a numerical method, because of the higher
dimension and greater degree of nonlinearity in the objective function as well as the lack
of a fast and accurate method to estimate the initial parameters. Therefore, the proposed
framework can be used to identify algorithmic designs which are suitable for the complexity
of the problem and may exhibit enhanced performance on models with a larger number of
covariates. Therefore, the present paper addresses a key technical challenge, namely enabling
the application of covariate SRGM to higher dimensional data in a manner that is both stable
and efficient. These results also possess practical implications, since the designs identified
are suitable for implementation in a tool that promotes adoption of covariate models by
non-experts who collect software reliability and security metrics, so that they can assess the
effectiveness of their processes.

The remainder of this paper is organized as follows: Section 2 describes the motivation
and conceptual framework for multi-phase algorithmic design. Section 3 describes a concrete
implementation of an approach to design multi-phase algorithms, while Sect. 4 summarizes
the swarm intelligence algorithms employed by the framework. Section 5 reviews likeli-
hood functions, which serve as the primary optimization objective and Sect. 6 illustrates the
approach, including cross-validation to verify speed and stability. Section 7 concludes and
identifies possible directions for future research.

2 Multi-phase algorithms

Figure 1 depicts the concept of a multi-phase algorithm with an example of a three-phase
algorithm to identify the maximum likelihood estimates of a model’s parameters.

@ Springer



Annals of Operations Research

Fig.1 Three-phase algorithm: A
modular design and parameters £(@) I 0, I Onr i )
Fig.2 Three-phase algorithm: I I I

conceptual view of convergence

f(®)

Time

Input f(®) is a parametric function. Output @ is the vector of numerical parameters that
optimize f(®) such as the maximum likelihood estimates of a software reliability model
corresponding to the values that best fit a data set. ©; and ®j are the intermediate parameter
estimates output from phases 7 and 77.

A desirable characteristic of a Phase I algorithm is robust global search of the multi-
dimensional space of parameter values in order to identify good initial parameter estimates
®;. Swarm algorithms are appropriate for Phase I because they can quickly identify a near
optimal solution. However, Phase I algorithms alone are undesirable because randomness in
their search procedures slows convergence as time progresses. Thus, initial parameter esti-
mates @y identified in Phase I should be input into a Phase II algorithm that possesses greater
stability, enabling consistent progress toward the optimum. The EM and ECM algorithms
are suitable Phase II algorithms because they improve monotonically, but should not be used
in isolation because they can converge slowly. Hence, intermediate parameter estimates ©;;
can be passed to a Phase III algorithm, which will converge rapidly. Therefore, Newton’s
method and other classical optimization (Bertsekas 1999) algorithms are suitable for Phase
111

Figure 2 offers a conceptual view of a three-phase algorithm, depicting convergence toward
a maximum and times #; and #;; at which the algorithm transitions from one phase to the
next. In addition to the choice of algorithm for each phase, an additional consideration is
the choice of ¢; and #;; to achieve a compromise between speed and stability. Divergence
may result when switching phases too soon, whereas waiting longer will lower performance.
Thus, the choice of #; and ¢;; impose tradeoffs between speed and stability.

Combinations of two phases may also yield algorithms with competitive speed and sta-
bility. Therefore, different combinations of two phases are also considered. Table 1 shows
the seven possible combinations of algorithms, where an X indicates inclusion of a phases
from Fig. 1. Table 1 also identifies references to combinations previously considered, while
combinations with no reference indicate little or no previous research on that combination.
Examples of combinations 1, 2, and 3 include Newton’s method (Goel 1982), the EM algo-
rithm (Okamura et al. 2003) and particle swarm optimization (Sheta 2006) respectively.
Combination 4-6 correspond to (4) EM or ECM algorithms coupled with classical opti-
mization (Nagaraju et al. 2017), (5) swarm algorithms with classical optimization methods,
and (6) swarm algorithms coupled with the EM or ECM algorithm, while combination (7)
considers all three phases described in Figs. 1 and 2.
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Table 1 Combination of phases

Combination # I 1I I References

1 X Goel (1982)

2 X Okamura et al. (2003)
3 X Sheta (2006)

4 X X Nagaraju et al. (2017)
5 X X

6 X X

7 X X X

3 Stable, efficient, and accurate multi-phase algorithm design

A systematic approach to design and assess alternative three-phase algorithms would enu-
merate all possible combinations of algorithms and measure their speed and stability for a
range of #; and #7;. Consider two three-phase algorithms A and A,. These algorithms may
be composed of different Phase I, II, and III algorithms as well as potentially distinct rules
for determining #; and #77. These design choices produce unique combinations of stability
(percentage of runs that converge to the optimal or a near optimal solution), performance
(run time), and accuracy along the Pareto front, where accuracy is defined as (1 + ¢), 1.0 is
the optimal value, which is known for test cases, and ¢ is the error.

A preferred algorithm will be fast, accurate, and stable. However, later #; may improve
stability and accuracy because Phase I algorithms are suitable for global search that increases
the likelihood of convergence to the optimal or a near optimal solution, but lower performance
because of the computational cost incurred. Conversely, earlier #; may lower stability and
accuracy but improve performance. Similarly, later ;7 may improve stability an accuracy
because Phase II algorithms are suitable for making consistent progress toward a maximum,
but also lower performance because of computational costs. Moreover, earlier ¢;; may lower
stability and accuracy, but increase performance. Thus, there are many possible algorithmic
designs and efficiency is inherently a competing constraint with stability and accuracy.

If algorithms A1 and A, exhibit the same performance but A possesses greater stability, it
would be preferred. Similarly, given the choice between two algorithms of equal stability, the
faster one would be preferred. Furthermore, a designer may wish to impose an upper bound
on the time required to complete and a lower bound on stability to ensure suitability for
use in a computer-aided tool. These bounds create constrained multi-objective optimization
problems. Algorithms that reside within this region for a range of #; or #7; constitute the space
of feasible solutions. Ultimately, our experimental framework implemented combination (5)
of Table 1 because EM and ECM algorithms proved to be relatively slow and a swarm
algorithm was often sufficient to identify initial estimates for a numerical method.

3.1 Non-dominated sorting genetic algorithm-II

NSGA-II (Deb et al. 2002) is an extension of the genetic algorithm (Goldberg 2012) to effi-
ciently identify the Pareto frontier of a multi-objective optimization problem. Inputs include
a user specified number of generations (iterations), population of chromosomes (candidate
solutions), and a probability of crossover, which is used when hybridizing parent chromo-
somes to produce candidate offspring. In each generation, chromosomes are decoded and
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Fig.3 Encoding of multi-phase algorithm

evaluated with respect to a fitness function. In this case, each chromosome represents an
alternative multi-phase algorithm design, including several of the alternatives described in
Table 1, and is run on the optimization problem. One candidate is said to dominate another
if and only if all of its optimization objectives are preferred. Each iteration of the NSGA-
II algorithm employs non-dominated sorting to order existing candidates according to the
number of alternative candidates dominating them.

To avoid outliers, each design is run an odd number of times, non-dominated sorting
performed, and the median value chosen as the chromosome’s fitness. A crowding distance
function is applied to sort chromosomes according to their fitness in a manner that encour-
ages search along the Pareto frontier. Selection samples two pairs of chromosomes and the
dominant chromosome in each pair undergo crossover and mutation to produce a pair of
offspring. The most dominant parents and offspring combine to form the next generation and
the process repeats.

Figure 3 shows the components of an example candidate solution for the multi-phase
algorithm design problem. The first three sets of bits respectively correspond to (i) the
method of generating initial parameter estimates, (ii) a swarm algorithm to perform efficient
global search, and (iii) a numerical method to achieve convergence. Examples of techniques
employed to produce initial estimates include interval-constrained random number gener-
ation and an adaptation of the expectation maximization algorithm (Okamura et al. 2003).
Swarm algorithms presented in (Hassanien and Emary 2016; Yang 2014) were implemented,
including particle swarm optimization (Eberhart and Kennedy 1995), the bat (Yang 2010),
artificial fish swarm (Li et al. 2002), cuckoo search (Yang 2009), firefly (Yang 2009), flower
pollination (Yang 2012), artificial bee colony (Karaboga and Basturk 2007), and wolf search
(Tang et al. 2012) algorithms. Furthermore, setting all of the bits in this set to zero omits
a swarm algorithm from the multistage design. Moreover, when the number of alternative
swarm algorithms or numerical methods is not a power of two, initial bit sequences above
the valid range are set uniformly at random to a number within the valid integer range. Our
implementation does not allow crossover or mutation with the swarm bits because parameter
values that perform well for one algorithm tend not to perform well for another swarm algo-
rithm. This restriction was determined to be reasonable, as phylogenetically diverse animals
in nature cannot interbreed. Thus, the population consists of subpopulations that compete for
dominance similar to the manner in which different species evolved on earth.

Numerical methods available in the SciPy library (Virtanen et al. 2019), including the
Nelder-Mead algorithm (Nelder and Mead 1965), Powell’s method (Powell 1964), conju-
gate gradient (Hestenes and Stiefel 1952), the Broyden-Fletcher-Goldfarb-Shanno (BFGS)
algorithm (Fletcher 1986), Limited-memory BFGS (Byrd et al. 1995), truncated Newton’s
method (Grippo et al. 1989), and the sequential least squares procedure (Bonnans et al. 2006)
were employed. When the number of available numerical algorithms is not a power of two,
initial and mutated bit sequences above the valid range also map uniformly at random to
one of the available algorithms. However, a numerical method is always included to ensure
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convergence to an optimum. Thus, the bit sequence 00...0 encodes a numerical method
not the omission of this phase. In all cases, numerical method convergence is defined as
| f(xi+1) — f(x;)| < &€ when improvement in successive values of the objective function fall
below a small positive convergence criteria ¢ > 0.

The fourth and fifth sets of bits are integers defining the population size and number of
iterations for the swarm algorithm, if one is included in the design. The remaining sets of
bits are floating point values for each parameter of the swarm algorithm. Since the alternative
swarm algorithms possess different numbers of parameters, only the first k < n sets of bits
are decoded according to the swarm algorithm. This leads to a small amount of memory in
unused bits of chromosomes when a swarm algorithm possesses fewer parameters.

To represent the parameters of swarm algorithms as floating point values within a finite
interval (6, 1), the bit sequence is decoded according to

byo
max (1)
10

0=0"+@O"—-07)x

where by is the Base-10 value of the bit sequence and bji™ is the maximum possible
value of that bit sequence. For example, a parameter constrained to the interval (0.4, 0.5)
using a four-bit sequence possessing the value 0110, may be interpreted as & = 0.44, since
044 (0.5—-04) x %. A linear increase in the number of bits exponentially increases the
precision of the decimal values in the interval, but also increases the time to decode.

4 Swarm intelligence algorithms for multi-phase numerical methods

This section provides a self-contained summary of the swarm algorithms implemented,
including particle swarm optimization, the bat algorithm, artificial fish swarm, cuckoo search,
the firefly and flower pollination algorithms as well as artificial bee colony optimization.

4.1 Particle swarm optimization (PSO)

In particle swarm optimization (Eberhart and Kennedy 1995), particles possess velocities
and locations. The velocity vector of the i** particle at discrete time step (£ + 1) is

VIt = vl 418, (pi — X)) + 2B, (g — X)) )

where w, c1, and ¢z, all > 0, are user specified constants, while 8, 8, ~ U (0, 1) are uniform
random vectors generated at each time step to introduce randomness into the search process.
Thus, the velocity update equation is a weighted sum of the present velocity (vf ) and vectors
pointing from the particle’s present position to the direction of the particle best (pi - Xf ) and
global best (g — x!) respectively.

The position of the ith particle at time step (r + 1) is simply the sum of the particle’s
present position and velocity in time step (t 4+ 1) or

xl’.Jrl = xf + V;H 3)

A large number of extensions to PSO (Bansal et al. 2011) modify the inertia term w.
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4.2 Bat algorithm (BA)

The Bat Algorithm (Yang 2010) abstracts microbat echolocation to track prey with sound
pulses. As time passes and bats approach their prey, the loudness (A) of sound pulses
decreases and the rate of emissions () increases.

The velocity vector of the i bat at time step (¢ + 1) is

Vit =i+ o = x) @)
where x! and x, are the present position of the i ' bat and the global best, while

fi[+l = fmin + (fmax — fmin)B1 5)
is the frequency with fiax > fmin > 0, and B ~ U (0, 1). Thus, fi”rl ~ U(fmin> fmax)-

promoting global search away from the global best.
In each iteration, the new position vector is

t+1 _ ot t+1
X; =X; + v; (6)

It is also possible that a bat performs local search if B> ~ U (0, 1) is greater than rl.’ , Where

rl=r(1—e 7D @)

1

is the present pulse emission rate of the i” bat, with initial pulse emission rate ri0 € (0, 1)and
y > 0. Thus, local search is more likely in earlier iterations, since r increases exponentially.

A bat performing local search explores a random location near the global best according
to

Xf()cal = X, + GAI (8)

where € ~ U(—1, 1) and A’ is the average loudness of all bats. The loudness of the i’ h bat
at time step (r + 1) is

At = g Al )

where o € (0, 1). Since loudness decreases geometrically, local searches are closer to the
global best as time progresses. For either global or local search, the new position is accepted
only if g3 ~ U(0, 1) is less than Af and f (xf”"“l ) improves upon f(X4). Moreover, a bat
adjusts its loudness and rate only if a move is accepted.

Some variants of the bat algorithm use chaotic sequences for parameter initialization
(Afrabandpey et al. 2014), Lévy flights for movement (Xie et al. 2013), or chaotic sequences
and Lévy flights for movement (Lin et al. 2012).

4.3 Artificial fish swarm (AFS)

The Artificial Fish Swarm Algorithm (Li et al. 2002) is inspired by the behavior of a school
of fish searching for food. Fish perform one of four possible actions, namely move, prey,
swarm, or follow, according to the number of fish in a user-specified visual range (v).

If there are no other fish in visual range, fish; performs a move action, jumping to a
random position within its visual range according to

t
Xdest — X;

Xt =x! +5—
[Xdes: — X; 1|

4

(10)
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where X4.5; is the fish’s destination, s a user-specified step size, and § ~ U (0, 1). The
quotient results in a unit vector in the direction from xf tO Xgest -

If the number of nearby fish exceeds a user-specified crowding threshold (c), a fish per-
forms the prey action, where fish; moves toward fish; at position X, selected uniformly
at random from the fish within visible range. The position of the i’ fish performing the prey
action possesses the same form as Eq. (10), but replaces X4, with X ;. If fish; does not move
or prey, it performs the swarm action, moving toward the center (x.) of fish in visual range,
if f(x.) is better than f(x;) according to Eq. (10), with x. substituted for X4.s,. Otherwise,
fish; performs the prey action. After swarming or defaulting to preying, if f(x;) is worse
than f(X,), the fish performs the follow action, moving toward the current best position X
according to Eq. (10), with x, in place of Xges;.

4.4 Cuckoo search algorithm (CSA)

The Cuckoo Search Algorithm (Yang 2009) is based upon the brood parasitism breeding
habits of cuckoos that lay eggs in the nest of other birds. The population is comprised of
nests, which are ranked according to their fitness.

In each iteration, a single cuckoo is selected uniformly at randomly and its position
updated. The location of the i"" cuckoo at time step (r + 1) is

1
Xt =x{+a-LM) (In

where the step size vector « > 0 is multiplied entry-wise with a vector of Lévy flights
(Mantegna 1994)

A sin(;tA/2)

L(x,s) = T (12)

where A € (1, 3] and s is the step size calculated. The new position the cuckoo is compared
with an egg in a nest from the population uniformly at random. The position possessing better
fitness is preserved and the other eliminated.

Brood parasitism is performed according to the switching parameter p, € [0, 1], which
determines the percentage of worst solutions eliminated from the population and replaced
with a new random solution. At the extremes, p, = 0 can become trapped in a local optimum,
whereas p, = 1 reduces to random search.

4.5 Firefly algorithm (FFA)

The Firefly Algorithm (Yang 2009) ascribes individual fireflies an “attractiveness” propor-
tional to its intensity (fitness) and proximity to other fireflies. In each iteration, fireflies move
toward other fireflies possessing a higher intensity. These movements are sequential with one
firefly making all of its moves before the next firefly. When the i'" firefly is attracted to the
j' it moves according to

2
X = x! 4 foe Vi (x; —x}) + ae 13)

where [ is an attraction constant, y € (0, 1) a user-defined “light-absorption” constant, rizj

the Euclidean distance between the i’ and ;" fireflies, and o a geometrically decreasing
scalar according to

o = af (14)
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with ag € (0, 1) and € a random vector ~ U (0, 1).

4.6 Flower pollination algorithm (FPA)

The Flower Pollination Algorithm (Yang 2012) is inspired by the pollination process in
flowering plants. A user-defined switching probability ps determines if a particle of pollen
from the population performs global or local search.

Global search updates the ith particle’s position according to

Xt =xl + L(B)(g. — x)) (15)

where g, is the current global best, 8 ~ U (0, 1), and L a step vector drawn from the Lévy
distribution given in Eq. (12) with A ~ U (0, 1), I" the gamma function, and

X
where X ~ N(0,0?) and V ~ N(0, 1), with
, [ ra+u sin(ra/2) TV

= x a7

AC((1+2)/2)  20=D/2
Local search updates the ith particle’s position according to
1

x T =xj + B —xp) (18)

where B ~ U(0, 1) and particles j and k are selected from the population uniformly at
random, restricting the magnitude of a particle’s displacement to the distance between the
two most distant particles in the population.

4.7 Artificial bee colony (ABC) optimization

The Artificial Bee Colony Algorithm (Karaboga and Basturk 2007) partitions the population
into three behaviors, namely scout, experienced, and onlooker bees. The fraction of the
population performing these behaviors are user specified parameters.

Scouts perform global search, updating their position according to

xl&l =e(x},r) (19)

where € is a function that generates a uniformly random point in a sphere of radius r about
the present position xl’

Experienced bees update their position in the same manner as PSO updates velocity. Thus,
the expression for position updates of experience bees follows the form of Eq. (2) with x in
place of v and the inertia parameter o is omitted.

Onlooker bees move a fraction of the distance to a randomly-chosen experienced bee, in
order to evaluate new potential solutions in the immediate area, according to the equation

Xt =x{ +B(p—x) (20)

where B ~ U(0, 1), and p is the position of the random experienced bee.
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4.8 Wolf search algorithm (WSA)

The Wolf Search Algorithm (Tang et al. 2012) is inspired by the movement patterns of
wolves hunting prey and avoiding predators. Each wolf’s initial position is uniform and
random within the search space and the first step random, updating the position of the i’
wolf at time step (r + 1) to

1
Xt =xl+a-r-B (21

where « > 0 and r > 0 are user-defined constants respectively denoting velocity and the
wolf’s visual range, and g ~ U (0, 1).

If there are no other wolves within visual range, a wolf will wander according to Eq. (21).
Otherwise, the wolf moves towards the local optimum (X;) according to

X;Jrl _ th' +ﬂ0€7R2(X; _Xf) +M (22)

where B, is the current global best position, R the Euclidean distance between x; and B,

and M is a random position within the visual range. The term ﬁoe_Rz exhibits the inverse
square law. Thus, as the distance between the two wolves increases, attractiveness decreases,
similar to the attractiveness factor in the Firefly Algorithm.

The probability of a wolf encountering a predator is p, € (0, 1). If such cases, a wolf
retreats to a position outside of its visual range according to

xl’.“:x;—f—a’-s-M (23)

where s is a user-defined step constant and M calculates a uniform random position outside of
the visual range but inside the global search space. Thus, predators encourage diversity within
the search. At extremes, p, = 0 introduces no randomization, while p, = 1 is random.

5 Likelihood functions

This section describes the likelihood or objective functions to which the multi-phase algorithm
design framework is applied. Functions considered include nonhomogeneous Poisson process
(Farr 1996) and covariate (Shibata et al. 2006) software reliability growth models.

5.1 Nonhomogeneous Poisson process software reliability growth model

This section describes nonhomogeneous Poisson process software reliability growth models.
The NHPP counts the number of unique software defects discovered as a function of testing
time and a SRGM fit to defect data enables predictions such as the number of defects remain-
ing, the number of defects that would be detected with additional testing, and the probability
of failure free operation for a specified period of time in a specified environment (ANSI/IEEE
1991).

Given defect discovery times T = (1, f2, ..., t,), the objective function is to maximize
the log-likelihood function

LL(t; ©) = —m(ty) + Y _ log (\(#)) (24)
i=1
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% is the instantaneous failure rate

where O is the vector of model parameters and A(¢) :=
at time ¢.
For example, the mean value function of the Weibull SRGMn (Yamada and Osaki 1983)

is
m(t) =a (1 — e_btf) (25)

where b and c are the scale and shape parameters, respectively.

Two alternative methods for generating initial parameter estimates were incorporated into
the encoding of the multi-phase algorithm described in Fig. 3. The first was uniform random
numbers by ~ U (0, 0.1) and ¢y ~ U (0, 5) with ag = 175% and the second was uniform
random numbers in an interval about feasible initial estimates determined by the expectation

maximization algorithm (Okamura et al. 2003), such that by ~ U (% X ﬁ s X ﬁ)
i—1% i—1Y

and cg ~ U (%, s), since ¢ = 1 is the special case where the Weibull reduces to the Goel-
Okumoto (Goel 1985) model and s = 2 is a user-defined parameter to control the width of
the interval.

5.2 Covariate software reliability growth model

This section describes a NHPP software reliability growth model possessing a discrete Cox
proportional hazards rate (DCPH) incorporating covariates (Nagaraju et al. 2020), which cor-
respond to multiple test activities to expose defects. Numerical estimates of these covariates
quantify the effectiveness of each test activity.

Let Y; be the number of defects discovered in time interval i such that S, = Z?:l Y;
is the total number of defects discovered through the first n intervals. Furthermore, vector
B = (B1.Ba. ..., Bj)denotes j covariates (software test activities) and x; = (x1, x2, ..., x;)
the amount of time dedicated to each test activity to expose software defects in the i th interval.
The log-likelihood function of the NHPP software reliability growth model incorporating
covariates is

n n
LLO, B, @) =0 Y pixo.p+ Y vilnw)
i=1 i=1

n n
+> yiIn(pixee.p) — Y In(yit).

i=1 i=1

where w is the mean of the Poisson distribution, 6 is the vector of model parameters, and
Di x;:0,p 1 the Cox proportional hazard function given by

i—1
Pixi:0.8 = (1 - (- h?:g)g(xi;ﬂ)) l_[(l _ hg:e)g(xk’ﬁ) (26)
k=1

with g(x;, B) = exp(x;, ) and h?;e is the baseline hazard function such as the geometric
distribution

hY, =b (27)

and b € (0, 1).
Only a single method to generate initial parameter estimates for the covariate SRGM was
employed because closed form expressions for initial parameters based on the expectation
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Table 2 NSGA-II parameters

Parameter Value
Generations 128
Population 128
Number of runs 31
Bits per parameter 32
Crossover probability 98%
Use head-tail crossover True

maximization algorithm are difficult to obtain and the computational complexity of applying
this approach numerically is also prohibitive. Therefore, alternative initial parameter estima-
tion strategies described in Fig. 3 were not implemented. Instead, the single approach used
for this stage was uniform random numbers b ~ U (0.8, 0.99) and 8 ~ U (0, 0.1) for each
covariate in the data set.

6 lllustrations

This section illustrates the application of the framework to nonhomogeneous Poisson pro-
cess and covariate SRGM. The NSGA-II and range of swarm algorithm parameters are first
described, followed by design and cross-validation experiments and accompanying discus-
sion.

Table 2 summarizes the parameters of NSGA-II, including the number of generations,
population size, precision of numerical parameters, and crossover logic.

The values for the number of generations and population were selected to enable more
extensive search. Specifically, a larger number of generations allowed for improvement within
apromising design, while a larger population allowed for competition between designs incor-
porating different “species” of swarm algorithms. It was observed that smaller populations
tended to allow one swarm algorithm to drive competition to extinction prematurely, even if
the swarm algorithm found in the majority of the population did not demonstrate the desired
properties of rapid and consistent convergence. The number of runs was chosen to be an odd
value because the fitness of designs was determined as the median in order to avoid optimistic
or pessimistic outliers that would have suggested performance was faster or slower or that
convergence was better or worse due to randomness. As described in the illustrations, exper-
iments based on 31 runs exhibited some variability, which may have moderately degraded
accurate assessment of a design and its position on the Pareto curve relative to competing
designs. Therefore, 63 runs were performed in all subsequent experiments and the fitness of
runtime and accuracy computed according to the median in order to avoid being mislead by
favorable or unfavorable outcomes in the tails of the distributions of these runs. The number
of bits per parameter was chosen to be 32 because this allowed each numerical parameter to
be represented to several decimal points precision. For example, a parameter in the interval
(0, 1) could assume values in steps of ﬁ = 2.32831107'0, The crossover probability
was chosen to be high because this promotes greater diversity during search, as opposed to
simply allowing two parents to progress unaltered to the next generation without attempts
to achieve further improvement. Head-tail crossover was employed because it is the most
common form of creating two offspring from two parents and tends to preserve some degree
of consistency from generation to generation.
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Table 3 Swarm algorithm parameter ranges

Algorithm Param Description 0~ 0t
PSO w Velocity weight 0.35 0.65
Dp Single best weight 0.05 0.15
[ors Swarm best weight 0.05 0.15
Bat Jmin Minimum movement frequency 0.00 0.20
Smax Maximum movement frequency 0.80 1.00
o Loudness scale 0.82 0.98
y Pulse control 0.65 0.95
Fish Visual scope 0.05 0.20
Crowd size 2 6
s Step size 0.05 0.2
Behavior iterations 1 3
Cuckoo A Lévy lambda 0.94 1.00
o Lévy scale 0.94 1.00
Pa Abandon percentage 0.15 0.35
Firefly y Light absorption 0.90 1.00
Randomness scalar 0.92 1.00
Flower Ps Switching probability 0.50 0.90
Bee Po Onlooker percentage 0.23 0.43
Pe Experienced percentage 0.23 0.43
wp Single best weight 0.25 0.75
we Swarm best weight 0.25 0.75
r Radius multiplier 0.10 0.30
Wolf r Search radius 0.40 0.60
o Step multiplier 0.70 1.00
s Global multiplier 0.40 0.60
Pa Global search percentage 0.825 0.975

Table 3 shows the range of values considered for the parameters of each swarm algo-
rithm. While the full interval is (0, 1) in many cases, many algorithms perform best when
some parameters are close to zero or one because they exhibit poor convergence or perfor-
mance otherwise. Moreover, experiments confirmed that optimal designs were within the
sub-intervals specified, suggesting that the search was not overly constrained. In nearly all
cases, the interval was selected to vary around a commonly recommended point value (Yang
2014). For example, @ = 0.5£0.15 in PSO. Wider intervals are possible. However, this may
unnecessarily degrade the performance of swarm algorithms. Inspection of NSGA-II during
execution also indicated that the best performing designs resided within the interior of these
intervals.

6.1 NHPP software reliability growth model

The NSGA-II implementation of the multi-phase algorithm design problem was run with the
Weibull NHPP SRGM as the objective function defined by Eqgs. (24) and (25) on the SYS1
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data set (Lyu 1996). Pareto optimal designs trained on this data set were then cross-validated
with eight similar data sets to assess the generalizability of their performance with respect
to run time and accuracy.

Figure 4 shows the percentage of the population utilizing each swarm algorithm as a
function of the generations of NSGA-II. By the end of 128 iterations, designs incorporating
the artificial bee colony algorithm constituted the majority of the population. However, this
does not necessarily mean that multi-phase designs incorporating ABC are “best” because the
multi-objective nature of the problem requires explicit consideration of the tradeoff between
speed and accuracy, which we were able to quantify because the maximum of Eq. (24) on
the SYS1 data (Lyu 1996) is known to be 966.0803 at parameter values a = 172.5262,
b = 0.000696, and ¢ = 0.676739. This design stage required about 90 minutes to complete.

To compare alternative designs, Fig. 5 shows a Pareto plot composed of the 128 members
of the population in the final generation. Figure 5 indicates that the designs achieving the
lowest median runtimes included a swarm stage utilizing the artificial bee colony algorithm,
but a median error of as much as 0.8%, whereas many of the designs achieving low median
error did not incorporate a swarm stage. For example, the fastest design (0.001990 s) with
low median error (¢ = 0.005716), denoted Design 1, employed six iterations of the artificial
bee colony algorithm with a population of six bees with subpopulations scout (34.7%),
experienced (39.5%), and onlooker (25.8%), which rounded to two bees in each of the three
subpopulations, and experienced bee parameters w, = 0.607, wgy = 0.738, r = 0.191. This
brief swarm stage was followed by the Truncated Newton algorithm.

Solutions at the knee of the curve in the bottom left of Fig. 5 may be preferred because
they simultaneously achieve low error and runtime. For example, Design 2 was the fastest
algorithm with error below 0.001 (¢ = 0.000273), achieving a median runtime of 0.002581
s with the Broyden—Fletcher—Goldfarb—Shanno algorithm and no swarm stage. Design 3
also employed BFGS, exhibiting median error nearly 16 times smaller than Design 2 with
& = 0.000017, but increased median runtime approximately 1.67 times to 0.004414 s. Thus,
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Fig. 5 Pareto frontier of multi-phase algorithm designs in final generation of NSGA-II on Weibull NHPP
SRGM

the variation between Designs 2 and 3 was explained by the number of runs (31) and initial
parameter estimation based on the EM algorithm, which was selected over uniform random
numbers in all three designs identified in Fig. 5.

To test the generalizability of our designs, we ran the two unique designs identified in
Fig. 5 on eight additional failure times data sets from the software reliability literature (Lyu
1996), which took about five minutes to complete. The number of runs was increased to
63 and the 32" run from the dominated sort used to determine the median, which greatly
reduced variation similar to the differences between Designs 2 and 3 observed in the design
phase.

Figure 6 shows the results of these cross-validation experiments, where each of the eight
data sets is indicated by a unique marker and the results of Design 1 (black), which applied
EM initial estimates, size iterations of the artificial bee colony optimization, and a Trun-
cated Newton algorithm, while Design 2/3 (gray) applied EM initial estimates and the
Broyden-Fletcher-Goldfarb-Shanno algorithm. With few exceptions, nearly 90% (24/27) of
the combinations exhibited median error below 0.001. Moreover, most of the combinations
with negligible error exhibited median run times between 0.005 and 0.015 s, similar to the
range (0.005, 0.010) observed in Fig. 5. The relatively slow performance of both designs
on CSRI1 is likely data set specific. The main result of the comparison is that Design 1 pos-
sessing a swarm stage was only faster on one data set (S2) and more accurate on only two
data sets (SYS2 and SS3), suggesting that a simple and efficient initial parameter estimation
technique applied in conjunction with a traditional numerical method may be preferred over
a multi-phase algorithm utilizing a swarm stage for models with a relatively small number
of parameters.

@ Springer



Annals of Operations Research

1.00200 A A SYS2
vy SYS3
1.00175 A m S2
+ S27
1.00150 [ * SS3
o X CSR1
+ 1.00125 - ¢ CSR2
L » CSR3
2 1.00100 A
(]
—
3 1.00075 -
(&)
<<
1.00050 -
1.00025 -
1.00000 - A > ¢ X
0.000 0.005 0.010 0.015 0.020 0.025
Runtime (s)
Fig.6 Cross-validation Pareto frontier
404 °
i Design 1
* —
3.5 1
w
+ 3.0 A
=
9
9 25
P .
3
(o}
% 2.0 A
: Q,»
B
& 3
. Q o0
HETE s
' o 0L DeS'
) '9n 6
1.0 e «se Design 4 cocome o

0.000 0.025 0.050 0.075 0.100 0.125 0.150 0.175 0.200 0.225
Runtime (s)
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6.2 Covariate software reliability growth model

Since multi-phase algorithms incorporating swarm algorithms did not exhibit a decisive
improvement over traditional numerical methods on a nonhomogeneous Poisson process
SRGM, this example conducted a similar set of experiments on a software reliability model
including three covariates. This design stage required about 3.5 hours to complete.

Figure 7 shows six designs identified with data set DS2 (Shibata et al. 2006).
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Table 4 Bat design parameters

Design Gen Pop Fmin [ max o y

2 6 6 0.021768 0.917212 0.825154 0.823620
14 6 0.021768 0.922107 0.825076 0.823620

4 6 6 0.046744 0.922789 0.825152 0.755835

Six designs, not three, were selected because the first three designs identified contained a
swarm stage. Therefore, to enable comparison, three additional designs without a swarm
stage were selected from along the Pareto frontier. Specifically, Designs 2-4 correspond to
multi-phase algorithms consisting of both a swarm and numerical stage. In all three cases, the
swarm stage consisted of a bat algorithm with parameters reported in Table 4. Design 2 and 3
utilized the limited-memory Broyden-Fletcher-Goldfarb-Shanno algorithm and Design 4 the
sequential least squares procedure. Designs 1, 5, and 6 were the best alternatives composed
of just a numerical stage implementing (i) the limited-memory Broyden-Fletcher-Goldfarb-
Shanno algorithm, (ii) the sequential least squares procedure, and (iii) Powell’s method
respectively. Of these, Designs 4 and 5 were the two most competitive alternatives because
they both exhibited high median accuracy and low median run time.

The cross-validation step applied Designs 4 and 5 to data set DS1 (Shibata et al. 2006),
requiring only a few minutes. Figures 8 and 9 respectively show the accuracy and run time
of the designs over 1000 runs. Figure 8 indicates that 99.5% of runs of Design 4 attained
convergence, with error ¢ < 107°, whereas Design 5 converged in only 62.4% of the runs.
Moreover, Fig. 9 indicates that the corresponding empirical upper 99.5% confidence limit on
the run time of Design 4 was less than 0.17 s, whereas only 43.5% of the runs of Design 5
completed in this amount of time, exhibiting an average run time nearly three times as large.
One possible explanation for this discrepancy is that Design 4 included swarm and numerical
stages, but Design 5 only included a numerical stage, which may have impeded convergence
in some runs. Thus, Design 4 performed best with respect to both run time an accuracy.
Moreover, to eliminate the 0.05% non-convergence in Design 4, further experimentation
and fine tuning can modestly increase the number of iterations of the bat algorithm to take
advantage of its global search properties.

7 Conclusions and future research

This paper presented a framework to design stable and efficient multi-phase algorithms for
fitting software reliability growth models. The Non-dominated Sorting Genetic Algorithm-II
was employed to identify designs that achieved a desirable tradeoff between these competing
objectives. The framework implemented several swarm intelligence algorithms and numeri-
cal methods, allowing designs with and without a swarm stage. The framework was employed
to identify multi-phase algorithms for nonhomogeneous Poisson process and covariate soft-
ware reliability growth models. Cross-validation was performed on other failure time and
covariate data sets. The results suggested that the NHPP SRGM considered did not benefit
significantly from a multi-phase algorithm. However, a multi-phase algorithm incorporating
the bat algorithm exhibited notably higher performance and stability than the next best alter-
native, only employed a numerical method. Thus, the proposed framework can be used to
identify algorithmic designs suitable for the complexity of a model. The present paper there-
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fore enables the application of covariate SRGM to higher dimensional data in a manner that
is both stable and efficient. The practical contribution of these stable and efficient algorithms
is their potential for implementation in a tool to promote the adoption of covariate models
by non-experts in the software reliability and software security testing communities.

To promote future research, the source code of the framework, algorithms implemented,
and experiments have been published as an open source repository, available from GitHub.
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Possible extensions of the framework include alternatives to NSGA-II to balance the perfor-
mance and stability of algorithmic designs as well as additional statistical cross-validation
methods. The framework is also capable of accommodating additional swarm algorithm
variants and numerical methods. Additional efforts to scale the approach to covariate SRGM
with many software metrics or a comprehensive set of software security testing techniques
will also be pursued. More generally, the framework should find application to a variety
of non software reliability optimization problems, promoting novel collaborations between
modeling and algorithmic researchers from diverse areas of interest.
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