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Abstract. Recently, a strong exponential character bound has been established
in [3] for all elements g € G' of a finite reductive group G' which satisfy the
condition that the centraliser Cg(g) is contained in a (G, F)-split Levi subgroup
M of G and that G is defined over a field of good characteristic. In this paper,
assuming a weak version of Lusztig’s conjecture relating irreducible characters
and characteristic functions of character sheaves holds, we considerably generalize
this result by removing the condition that M is split. This assumption is known
to hold whenever Z(G) is connected or when G is a special linear or symplectic
group and G is defined over a sufficiently large finite field.

1. Introduction

1.1. Assume G is a connected reductive algebraic group, defined over an algebraic
closure F = F,, of the finite field F,, of prime order p, and let F : G — G be a Frobenius
endomorphism corresponding to an IFg-rational structure on G. The purpose of this
article is to contribute to the problem of bounding the character ratios [x(g)/x(1)|, where
x € Irr(GF) is an irreducible character of the finite fixed point group G' and g € GF.

1.2. Upper bounds for absolute values of character values and character ratios in fi-
nite groups have long been of interest, particularly because of a number of applications,
including to random generation, covering numbers, mixing times of random walks, the
study of word maps, representation varieties and other areas. Many of these applica-
tions are connected with the well-known formula

[T, ICHl x(c1) - x(c)x(g™")
|G| Z x(1)k1
X€E€Irr(G)

expressing the number of ways of writing an element g € G, of a finite group G, as
G

a product x1x3 - - - xi of elements x; € Ci, where C; = ¢ are G-conjugacy classes of
elements ci, 1 <1 <k, and the sum is over the set Irr(G) of all irreducible characters of

G, see [1, 10.1].
1.3. We are particularly interested in so-called exponential character bounds, namely
bounds of the form
x(g)l < x(1)%, (1.4)

2010 Mathematics Subject Classification. Primary 20C30; Secondary 20C15.
Keywords and phrases. Finite reductive groups, character bounds, Lusztig induction, unipotent support.




sometimes with a multiplicative constant, holding for all characters x € Irr(G), where
0 < g < 1 depends on the group element g € G.

1.5. Let us denote by U(G) C G the variety of unipotent elements. Following [3] we
define for any F-stable Levi subgroup M < G a constant xg(M, F) as follows. If M is a
torus then ag(M, F) = 0 otherwise we have

dimuM
og(M,F) = max ——

ol ) 1£uel (M)F dim uG

where u® C U(G) is the G-conjugacy class of u, and similarly for M. Note the maximum

is taken over all non-identity unipotent elements.

1.6. In [3, Thm. 1.1], Bezrukavnikov, Liebeck, Shalev, and Tiep were able to obtain
a bound of the form (1.4), in terms of xg(M,F), assuming that the centraliser Cg(g)
was contained in M and M was a proper (G, F)-split Levi subgroup, i.e., M is the Levi
complement of an F-stable parabolic subgroup of G. For the elements that the bound
holds, the bound has lead to a number of interesting applications, see [3, §5], as well as
the sequel [22].

1.7. The main result of this paper, Theorem 1.10 below, generalises the result of [3]
to the case of a non-split Levi subgroup M < G. However, to obtain this generalisation
we require two assumptions that are known to hold in a wide number of cases, such as
when Z(G) is connected, but which remain open in general. To give some idea of these
assumptions, let us recall that the space of class functions has two orthonormal bases.
Namely, one given by the set of irreducible characters and one given by the characteristic
functions of character sheaves.

1.8. Lusztig has stated a conjecture that gives, up to multiplication by a diagonal
matrix of finite order, the change of basis matrix relating the irreducible characters and
characteristic functions of character sheaves, see [34]. We will require a weak version
of this conjecture to hold, which states that the change of basis matrix has a certain
block diagonal shape. We call this conjecture the weak Lusztig conjecture and we denote
it by (Wg ), see 11.3 for a precise definition. We note that this consequence of Lusztig’s
conjecture is explicitly mentioned by Lusztig in [34, 2.12(c)].

1.9. Finally, as is typical in the subject, we will need to assume that one of the main
results from Lusztig’s work [30] on Green functions holds. Specifically, we require that
parabolically inducing a cuspidal character sheaf then taking characteristic functions is
the same as first taking the characteristic function and then applying Deligne-Lusztig
induction. We denote this by (Rg ), see 7.9 for a precise definition. After [30] this
property is known to hold if q is large enough.

Theorem 1.10. There exists a function f : IN — IN such that the following statement holds.
Assume G is a connected reductive algebraic group of semisimple rank v, F : G — G is a

Frobenius endomorphism, and p is a good prime for G. Let ng > 1 be an integer such that every
F-stable Levi subgroup of G is (G, F*0)-split. If (Rg ) and (Wg, ) hold, withn € {1,no}, then



or any F-stable Levi subgroup M < G and any element g € MF with C(g) < M we have that
Y group Y Gl9

x(g)| < f(r) - x(1)%cMF)
for any irreducible character x € Trr(GF).

Remark 1.11. Let g = su = us € G' be the Jordan decomposition of g. We have
u € Cg(s) because Cg(s)/Cg(s)is ap’-group, so g € C&(s). Hence, the assumption that
g € M" and Cg(g) < M is equivalent to the assumption that g € GF and Cals) <M,
see Lemma 13.4.

1.12. We now consider exactly when the assumptions of Theorem 1.10 are known to
hold. After work of Shoji the properties (Rg r) and (Wg ) are known to hold whenever
Z(G) is connected, see [35] and [36, Thm. 4.2]. Moreover, if G is SL;, (IF) or Sp,, (IF) then
Bonnafé [5] and Waldspurger [41] respectively have shown Lusztig’s conjecture holds
assuming q is large enough, so in these cases (Wg r) holds. Here, large enough means
that the results of [30] hold, so in these cases we may assume (R ) holds whenever
(Wg r) holds.

1.13. As mentioned by Lusztig [30] there are functions ga,gc : N — IN such that
the results of [30] hold for (G, F) if G = SLn(FF) and q > ga(n) and if G = Sp,, ()
and q > gc(n). It is remarked in [41, 3.2] that one may take gc(n) = 2n. However
no justification for this is given. We hope to consider the problem of providing explicit
bounds in a future work. Combining these remarks with Theorem 1.10 we obtain the
following result.

Theorem 1.14. There exists a function f : IN — IN such that the following statement holds.
Assume G is a connected reductive algebraic group of semisimple rank v, F : G — G is a
Frobenius endomorphism, and p is a good prime for G. Assume in addition that at least one of
the following conditions holds:

(@) Z(G) is connected.
(b) G =SLn(F) and q > ga(n).

(c) G =5p,, (IF)and q > gc(n).

Then for any F-stable Levi subgroup M < G and any element g € M" with Cg(g) < M we
have that

x(g)] < £(r) - x(1)%cMP)

for any irreducible character x € Irr(GF).

1.15. Let us consider Theorem 1.10 in the case that M < G is a (G, F)-split Levi
subgroup. In [3] it is shown that if p is a good prime for G, the derived subgroup of
G is simple, and g € GF is an element such that Cg(g)" < MF then the conclusion of
Theorem 1.10 holds. However, for such an element we have g € MF and Cg(g) < M
because C%(g)]E < MF and M is (G, F)-split, see Lemma 13.4. Hence, our theorem is a



generalization of the result in [3]. The exact same argument used in (ii) of the proof of
[3, Thm. 1.1] shows that, when M is (G, F)-split, it is sufficient to consider the case when
Z(G) is connected, which is covered by Theorem 1.14. Thus, the assumption that the
derived subgroup of G is simple in [3] is not necessary.

1.16. After Theorem 1.14 one could attempt to prove Theorem 1.10 in general by
using the standard technique of regular embeddings. However, this does not seem to
be effective in all cases. The following, which applies to any finite reductive group in
good characteristic, constitutes what can be achieved with this method. This will be
helpful for various applications, especially for the following reason. In a number of
applications, one can usually rule out the characters of quasisimple groups of Lie type
of large degree by various ad hoc arguments. On the other hand, in the notation of
Corollary 1.17, and under the assumptions that G is simple, simply connected, and that
X is not GF-invariant, one can usually show that x(1) is very large (of order of magnitude
IGF\%), making it possible to rule x out.

Corollary 1.17. Let G be a connected reductive algebraic group of semisimple rank v, and let
F: G — G be a Frobenius endomorphism. Assume that p is a good prime for G. Then for any
F-stable Levi subgroup M < G and any element g € M" with CZ(g) < M we have that

x(g)] < f(r) - x(1)%cMP)

for any irreducible character x € Irr(GV), with f as defined in Theorem 1.10, provided that at
least one of the following holds:

(a) there is a reqular embedding G — G, with a Frobenius endomorphism F : G~ G
extending F : G — G, such that either x is GF-invariant, or ¢S = ¢S',

(b) Cg(g) is connected, or

(¢) [G,G] is simply connected and g is semisimple.

As a consequence of our main result, and combining with results of [3], we obtain the
following, explicit and asymptotically optimal, exponential character bound for general
and special linear groups:

Theorem 1.18. There is a function h : IN — IN such that the following statement holds for any
n > 5 and for any prime power q. If G = GLn(q) or G =SLn(q) and g € G N\ Z(G), then

x(g)] < h(n)x(1)n=2)/(n=1)

for all x € Trr(G). In fact, if q > 3n?, then one can take h(n) = 3(f(n — 1) + 1), where f is the
function in Theorem 1.10.

Our next result yields an asymptotically optimal, exponential character bound for
general and special unitary groups:



Theorem 1.19. There are functions h*, C* : N — IN such that the following statement holds
for any n > 10 and for any prime power q > C*(n). If G = GUn(q) or G = SUn(q) and
g € G\ Z(G), then

x(g) < h*(n)x(1)(n=2)/(n=1)

forall x € Irr(G).

Our next consequence improves on Corollary 1.14 and Theorem 1.15 of [3], and
extends the main result of [16]:

Corollary 1.20. Let G = SLn(q) or G = SUn(q), x be an arbitrary non-central element of G,
and let C =xS. Fort > 0 an integer, let Ct ={x1---x¢ | x; € Ch

() Ift > 2n, then C* = G almost uniformly pointwise as q — oo.

(ii) The mixing time T(G,x) of the random walk on the Cayley graph T'(G, C) is at most n for
large q.

1.21. Outline of the Paper. We now give a brief outline of the paper. First, in Section 2
we establish the first main result of the paper, Theorem 1.10, assuming Theorems 2.14
and 2.16 which will be proved in Section 12. In Section 3 we introduce the convenient
language of projective G-sets which is used in Section 4 where we make remarks re-
garding induction of projective representations from cosets of a finite group. We recall,
in Sections 5 to 7, various constructions and results we need concerning parabolic in-
duction of character sheaves. Property (Rg r) is stated in 7.9.

1.22. In Section 8 we recall the Harish-Chandra parameterization of character sheaves.
Our main aim in this section is to give a realisation of characteristic functions of charac-
ter sheaves that allows us to relate Deligne-Lusztig induction to induction of projective
representations on cosets of a finite group, see Proposition 8.17. This involves a careful
analysis of the endomorphism algebra of an induced cuspidal character sheaf.

1.23. The main result of Section 8 may be seen as a shadow at the level of functions of
a comparison theorem for induction of character sheaves, which we state in Section 9. In
the case of unipotently supported character sheaves these results have been previously
established by Lusztig [28, 2.4(d)] and Digne-Lehrer—Michel [9, 3.3].

1.24. Assuming M < G is (G, F)-split, we show in Section 10 that Theorem 2.14
holds following Bezrukavnikov-Liebeck-Shalev-Tiep [3, 2.6]. In particular, we remove
the assumption in [3] that the derived subgroup of G is simple. We relate the unipotent
supports of characters and character sheaves in Section 11. We are then able to prove
Theorems 2.14 and 2.16 in Section 12. In Section 13 we bound the multiplicities in
Deligne-Lusztig induction and prove Corollary 1.17. Finally, in Sections 14 and 15 we
prove our main results Theorems 1.18 and 1.19 and Corollary 1.20 on groups of type A.

1.25. At the end of the paper we include an appendix recalling how the simple
summands of a semisimple object A of an abelian category &/ can be parameterised in
terms of the simple modules of the endomorphism algebra End./(A). We then study
the effect of a linear functor under this parameterisation.
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1.26. Notation. For any group G we set 9x := gxg~' and x9 := g~ 'xg for any g,x €
G. Moreover, we denote by 14 : G — G the function defined by t4(x) = gxg~'. For any
category ./ we denote by Irr(.2/) the isomorphism classes of simple objects in .<#. The
isomorphism class of an object A € &7 will be denoted by [A] € Irr(«7). If K € &7 is a
semisimple object then we denote by Irr(« | K) the set of isomorphism classes of the
simple summands of K. If A is a k-algebra, with k a field, then we denote by A-mod
the category of finite dimensional left A-modules.

Throughout all varieties are assumed to be over [F = Fp. Moreover, G denotes a fixed
connected reductive algebraic group and F : G — G is a Frobenius endomorphism. We
assume Ty < G is a maximal torus and (G*,Tj, F) is a triple dual to (G, Ty, F). We
denote by W (Ty) the Weyl group Ng(To)/To of G. If the choice of torus is irrelevant,

or implicit, then we simply write Wg for Wg(To).
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2. Proof of Theorem 1.10

2.1. Our proof of Theorem 1.10 follows the approach used in [3], although each
step is considerably more difficult than in the split case. Here we outline the main
steps of the proof with the technical results left to the body of the paper. Associated to
the Levi subgroup M we have corresponding Deligne-Lusztig induction and restriction
maps RIC\;,I : Class(MF) — Class(G") and *Rf\;,[ : Class(GF) — Class(MF), which are
linear maps between the spaces of class functions taking irreducible characters to virtual
characters. If M is (G, F)-split then R§; and *R§; are simply Harish-Chandra induction
and restriction which take irreducible characters to characters.

2.2. It is well known that under the assumptions of Theorem 1.10 we have

x(g) = "R (x)(9), (2.3)

see Lemma 13.3. For any irreducible character n € Irr(M") and x € Irr(G") we denote
by
mn,x) = M, RO mr = (6 Ru(M))gr € Z

the multiplicity of n in *RI\G/[ (x). Expanding *Rf\;,[(x) in terms of Irr(MF) we get from (2.3)



that

X< Y mmx)l-n), (24)
nelrr(MF)
where we use the trivial bound m(g)| < n(1). This bound provides our approach to
proving Theorem 1.10.

2.5. Let Irr(MF | *RI\G,[ (x)) denote the set of irreducible constituents of *Rf,l(x). We

will show that there exist three integers f1(G),f2(G),f3(G) € IN such that all the fol-
lowing inequalities hold:

(@) |Irr(MF | *R$ ()| < f1(G),
(b) ImMm,x)| < f2(G) for any 1 € Irr(MF | *R§;(x)),
(© n(1) < f3(G) - x(1)*¢MF) for any n € Irr(MF | *R$ (x)).

If such integers exist then from (2.4) we have that
()| < f(G) - x (1) MF),

where f(G) =1 (G) - f2(G) - f3(G).

2.6. Finding an integer f1(G) satisfying 2.5(a) is achieved easily using classic results
of Deligne-Lusztig, namely the Mackey formula for tori. In particular, if Wg is the Weyl
group of G defined with respect to some (any) maximal torus of G then we may take
f1(G) = [Wg|?, see the proof of [23, Lem. 17]. This requires no assumptions on (G, F).

2.7. Finding integers satisfying 2.5(b) and 2.5(c) is appreciably more difficult. To
tackle both of these problems we rely on our deep assumptions (Rg r) and (Wg r) which
allow us to translate questions concerning Deligne-Lusztig induction R} to correspond-
ing questions about parabolic induction of character sheaves.

2.8. Our approach to 2.5(b) is to find an integer f5(G) € IN, depending only on the
root system of G, such that

RuM), RyM))gr = ) mm,x)* <f5(G)
X EIrr(GF)

for any irreducible character n € Irr(MF). We may then take f;(G) = fé(G)% in 2.5(b).
Here, a brief comment is in order. As we assume p is good for G it is known by work of
Bonnafé-Michel [6] that the Mackey formula holds. Using the Mackey formula one can
obtain a function f}(G), as above, which is recursively defined. This approach works
whenever the Mackey formula holds but the approach we now outline yields an explicit
bound, which is significantly better than that achieved with the Mackey formula.

2.9. We find f5(G) in two steps. First, we consider two F-stable character sheaves
A1,A2 € CSh(M) and their corresponding characteristic functions X5, and X ,, defined
with respect to some fixed Weil structure. We then obtain a bound

(RRi(XA, ), Rj(XA,))grl < (Wl



by expressing the inner product in terms of coset induction in relative Weyl groups, see
Lemma 13.1. It is here that we use the property (Rgr). Writing n as a linear combi-
nation of characteristic functions of character sheaves on M we are then able to bound
<RS[ m), Rf,[ (n))gr once we can bound the number of character sheaves involved in such
a decomposition.

2.10. For this step we crucially use the weak Lusztig conjecture (Wg ) which gives
us sharp control over this number. It is at this stage that the following important invari-
ants appear. Namely, if H is an algebraic group and x € H is an element then we denote
by An(x) the component group Cy(x)/Cy(x) of the centraliser of x. We set

B(G) =1Z(G)/Z°(G)| -m}allxmaxlAH(u)l and D(G) = mlgxmax(dimuH)
u u
where the maxima are taken over: all semisimple and simply connected groups H of
rank at most r and all unipotent elements u € U(H). Using Lusztig’s conjecture we are
able to show that we may take f}(G) = B(G)?* - [Wg|, see Proposition 13.2.

2.11. Now finally let us consider 2.5(c). For each irreducible character x € Irr(G")
there is a polynomial Dy (t) € Q[t] such that x(1) = Dy (q). Moreover, this polynomial
has the form

D, (t) = L(tAx 4ot M)
Ty
where the coefficients of all intermediate powers t!, with a, < i < A, are integers, and
ny > 0 is an integer. By work of Lusztig [31] and Geck—-Malle [14] the invariants n,, A,
and a,, occuring in the degree polynomial have geometric interpretations.

2.12. Specifically, building on work of Lusztig, Geck-Malle have shown that to each
irreducible character x one may associate a unique F-stable unipotent class O, = Og’ of
G called the unipotent support of x (this can be done without any assumption on p). If p
is a good prime for G and u € Oy then it is known that we have

Ay =dimOy+/2, ay = dim B¢, and  ny ||Ag(u)],

where BS is the variety of Borel subgroups of G containing 1 and x* = +Dgr(x) €
Irr(GF) is the Alvis—Curtis dual of x.

2.13. This geometric interpretation explains the appearance of the «xg(M, F)-bound
occurring in Theorem 1.10 and also the occurrence of the term B(G) above. To achieve
2.5(c) one can now try to get a relationship between the unipotent support of x and the
unipotent support of n when (), *RE,I (x))mr is non-zero. To describe such a relationship
let us write X < Y if X, Y C U(G) are subsets of the unipotent variety satisfying X C Y
(the Zariski closure of Y). With this, in Section 12 we are able to prove the following,
whose conclusion was shown in [3] under the assumptions that p is a good prime for G
and M is (G, F)-split.

Theorem 2.14. Assume p is a good prime for G, (Rg ) holds, and that there exists an integer
o > 1 such that every F-stable Levi subgroup M < G is (G, F™*0)-split and the weak Lusztig



conjecture (Wg o) holds. Then for any F-stable Levi subgroup M < G and irreducible char-
acters x € Irr(GF) and n € Trr(MF) satisfying (x, RI\G/[(T])>GF # 0 we have O, < Oy and
O < Oy

Proof (of Theorem 1.10). Assume x € Irr(GF) and g € GF are as in the statement of
Theorem 1.10. We will produce a bound on [x(g)| following 2.5. Recall that we have
already seen that we may take f1(G) = [Wgl?, in 2.6, and f2(G)? = B(G)* - [Wg|, in
2.10. We now find f3(G). If n € Irr(MF | *Rﬁ(x)) then after Theorem 2.14 we get the
following numerical relationship between the degree polynomials of 1 and x:

An = dim OM /2 < dim 0S./2 = A,.

With this relationship in hand an identical argument to that used in the proof of [3,
Thm. 1.1] shows that we may take

f3(G) = 3P(6)/2.B(G).

Putting things together we see that we may choose the integer f(G), defined as in
2.5, to be
f(G) =3P19/2.B(G) - Wl2.

Let Gsc be the simply connected cover of the derived subgroup [G,G] of G. We have
Z(G) = Z([G,G])Z°(G), so certainly |Z(G)/Z°(G)| < |Z([G, G])| < |Z(Gs)|. Thus, we
have B(G) < B(Gg) so f(G) < (Gge).

We now define a function f : N — IN by setting f(r) = maxg f(G) where the max-
imum is taken over all semisimple and simply connected groups of rank r. We note
that there are finitely many such groups for a given r so the maximum exists. That this
function satisfies the conclusion of Theorem 1.10 is clear. n

2.15. As indicated by our assumptions our proof of Theorem 2.14 is not independent
of that given in [3] and crucially uses the split case to deal with the non-split case.
Indeed, it follows from work of Lusztig [31] and the first author [38] that, if p is a
good prime, then to each character sheaf A one may associate a well-defined unipotent
class Oa C U(G) of G which is also called its unipotent support. By relating parabolic
induction of character sheaves to Harish-Chandra induction, and using the results in [3],
we are able to establish the following result, whose proof is given in Section 12.

Theorem 2.16. Assume p is a good prime for G. Let M < G be a Levi subgroup and let
A € CSh(G) and B € CSh(M) be character sheaves satisfying A | indlc\;,[(B). If there exists a
Frobenius endomorphism F1 : G — G such that: M is (G, Fy)-split, A and B are Fy-stable, and
the weak Lusztig conjecture (Wg r,) holds, then Og < Oa.

3. Functions on Projective G-sets

3.1. We fix an algebraic closure Q,;, where { # p is a prime, and an involutive au-

tomorphism ~ : Q, — Q, which satisfies ¢ = ¢~ for any root of unity ¢ € Q, . Let G
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be a finite group and X a finite (left) G-set with action map - : G x X — X. A function
c:Gx X — Q is called a 2-cocycle if

c(gh,x) =c(g, h-x)c(h,x) (3.2)

for all gh € G and x € X. The pair (X,c) is called a projective G-set. We say (X, c)
is unital if c¢(g,x) € @gx is a root of unity forall g € Gand x € X. If H < Gis a
subgroup and (Y, d) is a projective H-set then a function \ : Y — X is a projective H-map
if P(h-y) =h-VP(y) and d(h,y) = c(h,P(y)) foralh e Hand y € Y.

3.3. If (X, c) is a projective G-set then we denote by Fung (X, c) the Qq-vector space
of functions f : X — Qg satisfying f(x) = c(g,x)f(g-x) for all g € G and x € X. Note that
(3.2) ensures that f(g - (h-x)) = f(gh-x). The space Fung (X, c) has a natural Q,-valued
form (—, —)x defined by

1
(1% =157 2_ FIF ).
| | xeX
We say x is c-regqular if c(g,x) = 1 for all g € Stabg (x) (the stabiliser of x). If f(x) # 0, for
f € Fung (X, ¢) and x € X, then we must have x is c-regular.

3.4. A straightforward computation using (3.2) shows that the subset of c-regular
elements of X is a union of orbits. If x € X is c-regular then we obtain a well-defined
function 7, € Fung (X, c) by setting

c(g,x)" " Stabg(x)| ify=g-x for some g € G,
Tk (y) = )
0 otherwise.

If x1,...,x € X are representatives for the orbits of c-regular elements then (7ty,, ..., 7y, )
is a basis of Fung (X, c). Moreover, if (X, ¢) is unital then (f, 7ty )x = f(x).
3.5. Assume now that H < G is a subgroup, (Y, d) is a projective H-set,and{ : Y — X
is a projective H-map. Then we have a restriction map V* : Fung(X,c) — Funy (Y, d)
defined by {*(f) = f o . We also have an induction map . : Funy (Y, d) — Fung (X, c)
defined by
V() == Y cls,))f(y).

(s,y)eGxY
sx=(y)

The following is elementary and left to the reader.

Proposition 3.6. Assume G is a finite group and H < G is a subgroup. Moreover, let (X, c) be
a unital projective G-set and let (Y, d) be a unital projective H-set. If \ : Y — X is an H-map
then the following statements hold:

(i) for any f € Funy(Y) and ' € Fung(X) we have ({.(f), f"yx = (f, Y*(f'))y,
(ii) for any d-regular element y € Y we have . (7ty) = Ty (y),

(iii) if K < His a subgroup and (Z, e) is a unital projective K-set then for any projective K-map
A:Z — Y wehave (YoA)* =N o*and (PoA)y, =1, o0A,.
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4. Multiplicities for Coset Induction

4.1. Assume G is a finite group and let Z?(G,Q,) be the set of 2-cocycles G x G — @Z
with G acting trivially on Q,. Recall that if « € Z%(G, Q,) then the twisted group algebra
Q[Gly is a @e-algebra with basis (B4 | g € G) satisfying @40, = x(g,h)Ogyn. For each
g,x € G there exists cy(g,x) € Q; such that @)g@X@g] =calg, x)®gng
map cy : Gx G — Q, makes the pair (G, cy) into a projective G-set with G acting on

1. The resulting

itself by conjugation.

4.2. We will denote by Class«(G) the space Fung (G, cy) defined as in 3.3. If M €
Q([Glx-mod then xpm : G — Q, defined by xm(g) = Tr(©4 | M), is the o-character
of G afforded by M. The set Irr,(G) of irreducible «-characters, afforded by simple
Q;[G]4-modules, is a basis of Class«(G). If x € Z?(G,Q,) is unital, in the sense that
x(g,x) € @Z is a root of unity for all g,x € G, then it is an orthonormal basis. Taking
a(g,x) = 1 we get the usual space of class functions Class(G) with basis Irr(G) given by
the irreducible characters.

4.3. Let H < G be a subgroup. Then denoting again by « the restriction &[yxH €
Z%(H,Q,) we have a projective H-set (H,c) with H acting on itself by conjugation.
Applying 3.5 to the natural inclusion map & : H — G we get induction Indfj = &, and
restriction maps Res{j = §*. The following is a straightforward calculation.

Lemma 4.4. If x € Classy(H) is the o-character afforded by the Qq[H]x-module M then
Ind§ (x) is the a-character afforded by the Q,[G] «-module Qy[Gl ®g, 11, M-

4.5. Assume N < G is a normal subgroup. We have a (right) action of G on Classy (N)
given by f9(n) = c«(g,n)f(9n) for all f € Classy(N), g € G,and n € N. If M is a
Q¢[N]y-module and g € G then we denote by Mgy the Q;[N]y-module that is equal to
M as a Qg-vector space but where the action is given by

On*xm =0yg0,0, ' m = cy(g,n)Oy; 41 m.

gng

Clearly xm, = X34 so the action of G permutes Irr«(N). In the following discussion we
will use that standard results from Clifford Theory hold for this action, see [7, Props. 1-
3].

4.6. Assume now that ¢ € Aut(G) is an automorphism of G. Then we will denote by
G:$ = G x (¢p) the semidirect product of G with the cyclic group () < Aut(G) defined
such that pgd—! = ¢(g) for any g € G. We denote by G.¢ the coset {gd | g € G} C G: ¢,
which is a G-set under conjugation. In particular, restricting c to G.¢ we get a projective
G-set (G.d, c«) and we denote by Class (G.¢) the space Fung (G.¢, cq).

4.7. The natural inclusion map & : G.¢ — G:¢ is a projective G-map and we obtain,

G _
G.o —
0*. Let us denote by Irry (G:¢p | G) C Irry(G:¢) those irreducible characters whose

restriction to G is irreducible. Then we define the irreducible x-characters of the coset

as in 3.5, corresponding induction and restriction maps Indgf$ = 0, and Res
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G.¢ to be the elements of the set
Irro (G.@) := {ReSG ¢( ) Inelrrg(G:d | G)} C Classq(G.¢).

If « is unital then one gets an orthonormal basis for Class«(G.¢$) by picking for each
M € Irro (G)® an extension 1] € Irry (G:¢) and taking Resg:d’(ﬁ).

Remark 4.8. To avoid cumbersome notation we will identify any irreducible character
N € Irry (G:d | G) with its restriction Resgfg @).

4.9. Assume H < G is a subgroup and g € G is an element such that 1y¢(H) = H.
Then we have 1y € Aut(H). We will denote by H:g¢ the group H:i1g¢ and by H.g¢ the
coset H.t.gd. Note that we have a surjective homomorphism yg : G:gd — G:¢, defined
by (x, (qu))i) — (xgd(g)--- b1 (g), d'), which restricts to a bijective G-map G.gp —
G.¢. If « € Z?(G:gd,Q,) denotes the 2-cocycle defined by a(x,y) = al(yq(x),v4(y))
then 4 is a projective G-map and (yg4)* : Class«(G.¢p) — Classy(G.gd) is an isometry.
Moreover, we have

(v)*(Irra(G:d 4 G) CIra(Gigdp 4 G)  and  (v¢)*(Irra(G.0)) € Irra(G.gob).

The restriction of y4 defines an injective H-map v4 : H.gp — G.¢. As in 3.1, we set
Indﬁ:g’(b = (vg)+ and Resg:g’d) = (vg)*. Whilst elementary the following observations

concerning induction will form an important ingredient later on.

Lemma 4.10. Assume o € Z?(G: b, Q,) is unital and’ € Irro(H:gdp | H) and p € Irro (G:dp |
G) have irreducible restrictions x = ResH 9‘1’( ) € Irrg(H) and p = Resg cb( ) € Irry (G).
Then

(8, Ind ¢, (X)) 6.0/ < (p,Ind (X)) q-

In particular, zf(p,IndH g¢( X))G.¢ # 0 then <p,IndH( e # 0.

Proof. Let $ = (vg)*(p) € Irrs(G:gd). Then as (y4)* : Class«(G.gdp) — Classy(G.P) is
an isometry and (yg)* o IndH (gb(b = Indg g$ we have
(5, Indy ¥ (X)) 6. = (¥, Indi 9% (X)) c.g0-

As we identify P with its restriction ResG gfg(tl)) we have by Frobenius reciprocity and

transitivity of induction, see Proposition 3.6, that

<¢ IndH gcb( X)) G.gp = (11’ IndH 3$(IndH grb( ) G:gd-

The same argument used in [5, 1.3] shows that IndE g(d; = 2 Ael(H:gb/H) Mgd)(A®
X) so we get that

(pIndid Xeo = Y Mg, Ind 2o A®X))6:g0-
A€lrr(H:gp/H)
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Asp = Resg:gd) (1T)) an identical argument yields that

(o, Ind; (X)) = (¥, Ind [ (x)) 696 = (¥, Ind 398 (Ind} ;9% (X)) 6:g0-

Moreover, a standard consequence of Clifford’s Theorem applied to IndEzgcb gives us

(p,Indi(x)c= > (bIndidAX)cge,
A€lrr(H:gp/H)

see [18, Cor. 6.17]. Putting things together we get the desired statement as [A(gdp)| = 1.1

Corollary 4.11. Assume H; < G is a subgroup and g; € G is an element such that g, ¢ €
Aut(Hi) for i € {1,2}. If xi € Irro(Hi:gid | Hi) is an irreducible character then

(Indi®, (1), Indi® L (X2)) 6.0l < IGI

Proof. Decomposing in an orthonormal basis of Class«(G.¢$) we have

G. ~ G. ~ ~ G. ~ ~ G. ~
(Indg:® (1), Indih ()= Y @Indg® (X)) A Indi? (X))
nelkr(G)¢

where n € Irr(G:¢) is a fixed extension of n. If x; = Resfl'd)g (b()N(i) is the irreducible

i-Yi

restriction of x; then it follows from Lemma 4.10 that

(ndS® &, dSY @< Y, IndS, () - (n, IndS, 00))
nelrr(G)®

< (Ind, (x1), Ind§, (x2))-

The statement now follows from the fact that Indﬁi (xi) is necessarily a summand of the
character of the regular representation of Q[Gl«. n

5. Character Sheaves

5.1. Assume X is a variety equipped with an algebraic action of a connected algebraic
group H. We will denote by 2y (X) the H-equivariant bounded derived category of Q,-
constructible sheaves on X, as defined in [2]. Let X’ be another variety equipped with
an algebraic action of a connected algebraic group H'. If ¢ : X — X' is an equivariant
morphism then we obtain (derived) functors ¢*, ¢+ (X)) = Zu(X) and ¢, b1 :
Iu(X) = Zu/(X’). We will denote by .#1(X) C Zu(X) the full subcategory of H-
equivariant perverse sheaves on X.

5.2. If X = H in 5.1 then we will implicitly assume that H acts on X by conjuga-
tion. Recall the pair (G, F) fixed in 1.26. In [27, 2.10] Lusztig has defined the notion
of a character sheaf which is a simple object in the category .#Zg(G). We will denote
by CSh(G) C .#g(G) the full subcategory whose objects are all finite direct sums of
character sheaves. We reserve the term character sheaf for a simple object of CSh(G).
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5.3. We will say that a complex A € Zg(G) is F-stable if there exists an isomorphism
¢ : FFA — A. For such an F-stable complex A € Zg(G) and isomorphism ¢ we
denote by XA ¢ € Class(GF) the characteristic function of the complex. The map A
F*A defines a permutation of the isomorphism classes Irr(.#Zg(G)) and Irr(CSh(G))
and we denote by Irr(.#g(G))" C Irr(#c(G)) and Irr(CSh(G))F C Irr(CSh(G)) the
corresponding sets of fixed points. The following result of Lusztig is shown under some
mild restrictions in [27, §25] and is established in full generality in [32].

Theorem 5.4 (Lusztig). There exists a family of isomorphisms (a : F*A — A)(a)cmr(CSh(G))F
such that the set of characteristic functions {Xa ¢, | [A] € Irr(CSh(G) ) forms an orthonormal
basis of Class(GF). Each ¢ is defined uniquely up to multiplication by a root of unity.

Remark 5.5. If A € 9¢(G) is an F-stable complex then we will often write X o instead of
XA, with an isomorphism ¢ : F*A — A implicitly chosen. If A € CSh(G) is a character
sheaf then we will always assume that ¢ is chosen to be part of such a family as in
Theorem 5.4.

6. Parabolic Induction

6.1. Let P < G be a parabolic subgroup with unipotent radical U < P and Levi
complement L < P. Associated to this data we have a parabolic induction functor
indfg, : 71(L) = Z6(G) defined as follows, see [27, §4.1]. First, consider the diagram

L«™ X9 X-"*»G

where we have

X={(g,h) €eGxG|h 'gheP} X ={(g,hP) € G x (G/P) |h""gh € P}
n(g,h) = 7ip(h™ ' gh) o(g,h) = (g, hP) T(g,hP) =g

and 7tp : P — L is the canonical projection map. Here Xisa variety where G acts on the
left via x - (g,h) = (xgx~',xh) and P acts on the right by (g, h) -y = (g, hy). Hence, we
have an action of G x P°P on X where P°P is the opposite group of P. Moreover, X is the
quotient of X by the right P-action. All the morphisms are equivariant with respect to
the stated actions.

6.2. The fibres of m have dimension dim G + dimU and we set & = 7*[dim G +
dimU]. Similarly, the fibres of o have dimension dimP and we set & := o*[dim P].
If A € Z1(L) then there exists a canonical complex D € Zgyper(X) such that A =
6D. We then define indeP(A) = 1D. If f € Homgy, (1)(A,B) is a morphism then we
get a morphism indfg,(f) € Hom%(c)(indng(A),indfg)(B)) as follows. We have an
induced morphism 7f : R”A — 7AB. As o0 is smooth with connected fibres we have ¢ is
a fully faithful functor so there exists a unique morphism f’ such that 7f = of’. We

then have indfg,(f ) = ©f’. We will need the following concerning induction, which is
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noted in the proof of [27, 15.2]. It is a straightforward consequence of the function-sheaf
dictionary, see [19, Thm. 12.1].

Lemma 6.3. Assume P, L, and A are F-stable. Then for any isomorphism ¢ : F*A — A we
have

G _
Recp(Xa,0) = Xinag_p(A) indCep ()"

6.4. We assume now that K € .Zg(G) is a semisimple object with endomorphism
algebra A = End ,_ (g)(K). We then have a functor §x = Hom 4 (g)(— K) : #g(G) —
A-mod as in Appendix A. Assume K is F-stable, i.e., there exists an isomorphism ¢ :
F*K — K. Then we have an algebra automorphism o : A — A given by o(0) = ¢ o
F*0o¢~!. For any A-module E € A-mod we denote by E, the module equal to E
as a vector space but with the action defined by a-e = 6~ '(a) - e. The following is a
straightforward consequence of Lemma A.6.

Lemma 6.5. For any summand A | K we have an isomorphism p : §x(A)s — Sx(F*A) of
A-modules defined by p(f) = ¢ o F*(f). In particular, the assignment ¢ +— p~1 o Fi () defines
a bijection between the isomorphisms F*A — A in Mg(G) and the A-module isomorphisms

Sk(A) = Fx(A)g.

6.6. Note that as K is F-stable we have the assignment A — F*A defines a permuta-
tion of Irr(#g(G) | K), c.f., 1.26, and we denote by Irr(.#g(G) | K)F C Irr(#g(G) | K)
the set of fixed points under this permutation. If ¢ : F*A — A is an isomorphism
in .#G(G) then we have a corresponding isomorphism denoted by oa = Fk(dr')op:
Sk (A)s = Sk (A). By definition we have o4 (f) = ¢ o F*(f) o q>;1 for any f € §k(A). An
identical argument to that used in [27, 10.4.2] yields the following.

Lemma 6.7. Assume K € .#c(G) is an F-stable semisimple perverse sheaf, as above. Then we
have

Lk, = Z Tr(oa, Sk (A))XA,pa-
Aclrr (4 (G)|K)F

Moreover, we have the trace Tr(oa, Sk (A)) is non-zero for any A € Trr(MG(G) | K)F as o4 is
an automorphism of the vector space §x (A).

7. Inducing Cuspidal Character Sheaves

7.1. We denote by Cusp(G) the set of triples (L, %, [£]) where: L < G is a Levi
subgroup, £ C L is the inverse image of an isolated conjugacy class under the natural
projection map L — L/Z°(L), and [¢] is the isomorphism class of an irreducible L-
equivariant local system & on X such that

&%= 1C(Z, &)[dim I] € CSh(L)

is a cuspidal character sheaf. For brevity we will write (L, X, &) for the tuple (L, %, [&7])
with it implicitly assumed that & is taken up to isomorphism. Here we use the notation
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of Lusztig [30, 1.4], except we have shifted the intersection cohomology complex to make

it perverse.

Remark 7.2. We note that if M < G is a Levi subgroup of G then we have a natural
inclusion Cusp(M) C Cusp(G) of cuspidal triples.

7.3. To each tuple (L, L, &) € Cusp(G) we associate a perverse sheaf Kg se € MG (G)
as follows. Let Zeg ={g € Z | Cg(gss) < L}, where gss denotes the semisimple part of g,
and set Y = e g)Zregg*1 . Then we have a diagram

L ¢ P,y Y,y

where

Y={(g,h) eGxG|h Tghe g} Y={(g,hL) € G x (G/L) |h~ 'gh e L},
O('(glh) — hi] gh/ B(g/ h) = (9/ hL)/ Y(gl hL) =g.

As for parabolic induction we have Visa variety where G acts on the left via x- (g, h) =
(xgx~1,xh) and L acts on the right via (g, h) -1 = (g, hl). We have Y is the quotient of Y
by the right L-action. Now, there exists a unique G-equivariant local system & on Y such
that o*& = [5*(57’ . The G-equivariant local system y*éa is semisimple, see [26, Prop. 3.5],
and we set KEZ, o= IC(Y,v.&)[dim Y] viewed as a perverse sheaf on G via extension by
0.

Theorem 7.4 (Lusztig, [27, II, 4.3.2, 8.2.3]). The perverse sheaves KEZ, o and indfg,(éaﬁ) are
semisimple and canonically isomorphic. Moreover, all their simple summands are character
sheaves.

7.5. We have a (left) action of G on Cusp(G) defined by

g- (L L, &) = (14(L), 14(2), (1§) ' &).

The orbit of (L,%, &) under this action will be denoted by [L, X, &] and the set of all
orbits will be denoted by [Cusp(G)]. By [27, 7.1.12, 7.6] and Theorem 7.4 we have a
decomposition

Irr(CSh(G)) = | | Irr(CSh(G) | Ky ).
[L,Z,&1€[Cusp(G)]

7.6. The Frobenius endomorphism F defines a permutation of the set Cusp(G) via
the map (L, %, &) — (F-(L),F1(X),F*&). We denote by Cusp(G) the set of fixed
points. The permutation Cusp(G) — Cusp(G) induced by F also induces a permutation
of the G-orbits [Cusp(G)] and we again denote by [Cusp(G)]" the set of fixed points.

7.7. A standard argument using the Lang-Steinberg theorem shows that the canon-
ical map Cusp(G)F — [Cusp(G)]F is surjective, see [27, 10.5]. Moreover, we have a
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decomposition

Irr(CSh(G))F = Irr(CSh(G) | K& )F.
L&
[L,X,&1€[Cusp(G)IF

If Class(GF | [L, X, &]) C Class(GF) denotes the subspace spanned by the characteristic
functions of the character sheaves contained in Irr(CSh(G) | KE s, b@)]E then we have a
corresponding direct sum decomposition

Class(GF) = &y Class(G" | [L, £, &1).
[L,X,&1€[Cusp(G)IF

7.8. Now assume (L, %, &) € Cusp(G)" is F-fixed. Then, by definition, there exists an
isomorphism ¢ : F*& — & (recall that & is taken up to isomorphism). We will denote
by Cusp(G, F) the set of tuples (L, Z, &, ) with (L, Z,&) € Cusp(G)F and ¢ : F*& — &
an isomorphism; such tuples are called induction data in [30, 1.8]. The isomorphism ¢
naturally extends to an isomorphism @F : F*&# — &% by the functoriality of intersection
cohomology which, in turn, extends to an isomorphism ¢ : F*KEZ, e = Kﬁz, s see [27,
8.2].

7.9. In what follows we will need the following powerful generalization of Lemma 6.3
to the case of non-split Levi subgroups:

(Rg,r) For any tuple (L, Z, &, ¢) € Cusp(G, F) we have Rf(xéan,(pn) = foz s

Assume p is good for G. If q is sufficiently large then it is a result of Lusztig that (Rg )
holds, [30, Prop. 9.2]. If Z(G) is connected then Shoji has shown that (Rg ) always
holds, see [36, Thm. 4.2].

8. Harish-Chandra Parameterization of Character Sheaves

8.1. We will assume we have a fixed triple (L,Z,&) € Cusp(G) and a parabolic
subgroup P < G with Levi complement L. We denote by Ng(L,Z, &) < G the stabiliser
of the triple under the G-action described in 7.1. We clearly have L < Ng(L, %, &) <
Ng(L) and so we obtain a subgroup Wg(L, X, &) := Ng(L, Z, &) /L of the relative Weyl
group Wg(L) := Ng(L)/L. For brevity we set W = Wg(L, %, &) and N = Ng(L, Z, &) for
the rest of this section.

8.2. Let us denote by AEZ, » the endomorphism algebra End (g (KEZ, »), whichisa
finite dimensional Q,-algebra. To each element w € W Lusztig has defined an invertible
endomorphism @Sf, € AE 5 &0 @S follows. Using the notation of 7.3 let y,, : Y — Y be
defined by v, (g,xL) = (g,xn;,'L) where n,, € N is a fixed representative of w € W.
There exists an isomorphism 6,, : & — 1;, & of L-equivariant local systems and this
extends uniquely to an isomorphism 6% : & — v}, & satisfying a*0§ = 3*0S, see [26,
Prop. 3.5]. Asv.Y}, = Vs« we have v.0% is an automorphism of y.&. Applying the fully
faithful functor IC(Y, —)[dim Y] to v.0% we get ©F € AEZ, o
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Theorem 8.3 (Lusztig, [27, 10.2]). There exists a 2-cocycle « € Z*(W, Q) such that @506, =

w~w! T

x(w,w")OS .. Hence, we have an isomorphism of Q-algebras 852, P AE s QWl,.

Remark 8.4. In most cases it is known that « can be assumed to be trivial but this has
yet to be established in general. For instance, after [25, Thm. 9.2], this is the case when

L contains a unipotent element.

8.5. One gets an isomorphism 6%, : &% — 1, &* by applying the fully faithful functor

IC(X, —)[dim X] to 6,,. Finally, applying induction we get an isomorphism
indfcp(0%,) : indfcp(6%) — indrep(th,, 67).

By [37, Lem. 3.9] we have indfg,(tj;wé” ) = (b indfgnwp(éo #) and by the G-equivariance
we may identify 1}, indfgnwp(é” %) with indfgnwp(é” #). Hence, we may also think of the
above as an isomorphism

indPp(6%,) : indfp(£%) — indPenp(£7).

We will need the following compatibility between these two constructions.

Proposition 8.6. We have a commutative diagram

ind%gl’ ( 95\; )

indCp(6*) indfc . p(6%)
Gl W Gl
KL,Z,£ KL,Z,(E”

where the vertical arrows are the canonical isomorphisms of Theorem 7.4.

Proof. We freely use the notation of 6.1 and 7.3. Let us denote by 1y : Y — G and
) : T 1(Y) — X the natural inclusion morphisms. The endomorphism ®% is uniquely
determined by the property that 150% is v..0% [dim Y]. Hence it suffices to show that the
morphism corresponding to indfg,(eﬁ\,) has this property.

We denote by f the unique morphism satisfying 0%, = &f. Then, by definition, we
have indfg,(eg\,) = 1,f. Lusztig has shown that we have an isomorphism k : Y — 171 (Y)
defined by k(g, hL) = (g, hP), see [26, 4.3(c)]. The isomorphism between indfg,(cf ) and
KEZ’ » gives an isomorphism

¥ indP (&%) =D — ﬂ‘(KEZ,g =v.&,

[26, 4.4, 4.5]. Now 1yTif = 1))*f. Moreover, by [26, 4.3(b)] we have v is proper so by
smooth base change 1) = y.k* because y = To k. Under the above isomorphism 1yt f
corresponds to v.k*)*f. Hence, it suffices to show that k*)*f = 0 [dim Y.

Recall from [26, 4.3(a)] that we have an equality

dimG+dimU—-—dimP=dimY —dim?Z.
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As &f = 7’(95\, we get that o*f = ﬂ*eev[dimY— dimZ]. If 1¢ : ¥ — X is the natural
inclusion map then j o k o 3 = 0 01y which implies that

Bk*)*f =150"f =15 0% [dim Y — dim £

The image of the morphism 7o 1¢ is contained in £ so agrees with «. Hence, if 15 :
L — L is the natural inclusion map then we have 157" 0%, coincides with a1y 0%, but by
definition 1}63v = 0,y [dim Z]. Putting things together we get that 3*x*)*f = «*0,, [dim Y]
which implies that k*)*f = 0., [dim Y], as desired. |

8.7. Recall from Appendix A that we have a functor
ngrg = Hom(//[G(G) (—, ng,g) . %G(G) — .Aﬁzl(g—mod.

By Theorem 8.3 we may view this as a functor .Zg(G) — Q[W]x—mod. For any o-
character n € Class (W) we will denote by KT(]; € CSh(G, [L, %, &]) a perverse sheaf such
that SE s, g(Kﬁ) affords the character n. This yields a bijection

Irro (W) — Irr(CSh(G) | KE5 »)

as in Lemma A.5.

8.8. Now assume (L, X, &, @) € Cusp(G, F). Recall that the isomorphism ¢ : F¥*& —
& induces an isomorphism ¢ : F*ng, e = Kﬁz, o Using ¢ we obtain a corresponding
algebra automorphism o : AEZ, o= AEZ, ¢ as in 6.4. It is readily checked that under the
isomorphism of Theorem 7.4 the isomorphism ¢ corresponds to the isomorphism

indf-p(@?) : F* indfp(p) (67) — indfcp(67).

Now it is straightforward to check that for some functions : W — Q; wehave 01 (05) =
s(w)@g(w) forallw e 'W.

Lemma 8.9. Assume F € Aut(W) has order m > 0. Then the 2-cocycle x € Z%(W,Q,)
extends to a 2-cocycle o € Z2(W:F,Q,) by setting

(wF,xP) = s(x) -+ s(F () adlw, F¥(x))

forall 0 <1i,j < mand w,x € W. In particular, x(WF,x) = s(x)x(w, F(x)) and ox(w,xF) =

o(w, x).

Proof. As o, hence 0!

, is an algebra automorphism we have
x(w, w')s(ww’) = a(F(w), F(w'))s(w)s(w’)

for all w,w’ € W. Using this it is a straightforward calculation to show that « satisfies
the 2-cocycle condition. u
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From this point forward we assume that the basis (8§, | w € W) of
AIG.,Z, » is chosen such that the 2-cocycle o € Z?(W:F,Q,) is unital.

8.10. It follows from Lemma 6.5 that the bijection in 8.7 restricts to a bijection

Irr (W)" — Irr(CSh(G) | KE 5 )"

Assume 1 € Irry (W)F

is an F-stable a-character and let A = KTG] then there exists an
isomorphism ¢ : F*A — A. As in 6.6 we obtain a corresponding isomorphism oA :
ng,g( Jo — SL s, #(A) . We make SL s o(A)intoa Q¢[W:Flx-module by setting O - v =
G;\] (v). This module then affords an irreducible x-character 1 € Irr, (W:F) that extends
n. We will denote by ¢ : F* KG — KG an isomorphism such that SL 5 éa(KT(f) affords the

character 1 when viewed as a Q, [W.F] «-module.

Remark 8.11. We may, and will, assume that ¢5 is part of a family of isomorphisms as
in Theorem 5.4.

8.12. For each element w € W recall our choice of representative n,,, € N from 8.2. In

1. such an element

addition let us choose an element g,, € G such that g;,'F(gn) = ny,
exists by the Lang-Steinberg theorem. We then obtain a new triple (L., L\, &) €

Cusp(G)'E where
Ly =1g,(L) Lw=1g,(Z) Ew = L;,V]@@.

A standard result shows that the map w — [L,, L\, &, ] gives a bijection between the
F-conjugacy classes of W and the orbits of GF acting on Cusp(G)F. Following [27, 10.6]
we get an isomorphism ¢,, : F*&,, — &, by setting ¢,, = (l:;;ul @)o (F*lz;v] Ow).

8.13. Now assume w,x,z € W satisfy w~ ! = 2zx TF(z~!). We can find an element
n € N, representing z € W, such that n;;' = nn; "F(n~1). We then have g = g,,ngy'
GF satisfies ig(Lx) = Ly, and 14(Px) = P,,. Furthermore, there is an isomorphism
P g — & Now we get two isomorphisms F*igéy, — & given by @y o F*
and P o 1g@w. As &, and & are irreducible there exists a scalar w = w(n,x,w) €
@Z such that o L’g Pw = w(n,x,w)(@x o FP). The scalar w does not depend on the
isomorphism 1.

8.14. By functoriality we get isomorphisms between ICs that satisfy the same iden-
tity, namely (P o L’g(pji ) = w((pi o F*t). So for any l € L we get that

(@}, AL 1) (65)) = w TrWF ! o @k o, A (1) (6]) = w Tr(@k, 41 (&),

From the definition we thus have X 6h of Olg = w(g,x,w)X &t o . In a special case, one
can deduce the following from the brief remarks in [27, 10.6.4, 10 6.5].

Proposition 8.15. Recall that w=' = zx"'F(z~ ') and n € N is a representative of z € 'W

satisfying n,,' = nn ' F(n~"). We have

w(mn,x,w) = a(w,w a(x,x ") Tealz,x ).
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In particular, w(n, x, w) is independent of n.

Proof. For brevity we set w = w(n,x, w). Applying the induction construction we get
an equality

indf cp ($*) oindp cp (150%) = w(indf cp, (¢%) oindf cp (F ). (8.16)

We may freely choose 1 to perform this calculation. If 0 : 1}, — & is an isomorphism
then we may take \ = l:;;] 0. As n € N represents z € W we have n = In, for some
L € L. Using the L-equivariance we can identify & and 1;&. We assume that, under this
identification, 0 is identified with the isomorphism 6 ' : 1}, & — &.

Using the G-equivariance to make identifications the left hand side of (8.16) becomes

indfcn.p(0; ') o indfpn.p) (@) 0 indfgn;J Fiepy (F0W)

and the right hand side becomes

. 4G . 4G N . wn—1
mdLQF(P)((P)OmdLgn;‘F(P)(F Gx)omdLgnzn;]F(P)(F 0, ")

After Proposition 8.6 we thus have an equality
0, ' opoF O, =w(g,x,w)(PpoFOoFO,")

in the algebra AE’L o Using the definition of o we get an equality o~ '(©;1)0,, =
w(0,0; ") in the algebra Q;[W]4.
As 0! (@;1 ) = ®F®;1 @;1 in the algebra Q[W:Fl4 we get an equality

0.0, 'e:0, ' = we,,'eF

in Q¢[W:Fly. The statement now follows from the definitions, in particular using the
fact that «(y, F) = «(y,1) = «(1,1) for any y € W. |

Proposition 8.17. Fixatuple (L, %, &, @) € Cusp(M, F). We define a Qq-linear map Zps » , -
Class«(Wg(L, %, &).F) — Class(G' | [L, £, &) by setting

1
G _ E —1y—1 —1 G
w GlLZ,

5&,@%)'

Assume (Rg ) holds, and recall our assumption that the 2-cocyle « & Z?(Wg(L, Z,&):F,Qq)
is unital. Then the following hold:

(@) for any irreducible x-character | € Irr (WG (L, Z, &):F) we have
HCs 5,0M) = Xk, s

G . . . .
(b) %5 ¢, is an isometry onto its image,
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(c) we have an equality of linear maps Class«(Wm(L, Z, &).F) — Class(GF | [L, Z, &])

LE,&).F
L5,&).F"

RE/I o %g[}:,é’,(p = %LG,Z,&@ o Indw;((
Proof. (a). This follows from [27, 10.4.5] by applying the identity a(w~',F) = a(w™',1) =
«(1,1) and (Rg r) to each of the tuples (Lw, X\, Ew, @w)-
(b). This is clear as RE}:, ¢ o Maps an orthonormal basis of Classy (Wg(L, %, &).F), c.f.,
4.7, onto an orthonormal basis of Class(GF | [L, Z, &), c.f., Theorem 5.4 and Remark 8.11.
(c). It is simple to check that Proposition 8.15 implies %’glzl £ (1) = REX (X &t ol ),
where 7, _1¢ is the function defined in 3.4. Using (ii) of Proposition 3.6 we can now
argue as in [10, Prop. 15.7]. u

9. A Comparison Theorem for Character Sheaves

9.1. Assume M < G is a Levi subgroup of G and (L, Z, &) € Cusp(M) is a cuspidal
triple. We choose parabolic subgroups P < Q < G with Levi complements L < P and
M < Q. In this section we note that an analogue of Howlett-Lehrer’s Comparison Theo-

rem, see [17, 5.9], holds for induction of character sheaves. Namely indl\G,ICQ corresponds
Wg (L L& *
Wum(LE,&
case where X contains a unipotent element this was pointed out by Lusztig in [28, 2.5].

to the usual induction Ind )) under the correspondence described in 8.7. In the

9.2. In general if A € .#wm(M) is an M-equivariant perverse sheaf then the complex
indI\G,[gQ(A) € 96(G) need not necessarily be perverse. However, if A € CSh(M) then
Lusztig has shown that indf,ng(A) € CSh(G), see [27, 4.4]. Hence, we have indgng
defines a Qq-linear functor CSh(M) — CSh(G) between abelian categories. In particular,
we can appeal to the formalism discussed in Appendix A.

9.3. Let P < Q < G be parabolic subgroups of G with Levi complements L < P and
M < Q. We set P = MNP which is a parabolic subgroup of M with Levi complement
L. By [27, 4.2, 4.4] we have an isomorphism

indﬁgg(indlgdg,(gﬂ)) = indPp(&%). (9.4)
After Theorem 7.4 this yields an isomorphism

- 1G M ~ G
lndMgQ(KL,Z,é") = KL,Z,@?

and we obtain an algebra homomorphism indf,ng : A%’IZ, s — ASs .. We want to show
the following compatibility.

Proposition 9.5. We have a commutative diagram

e
AM indycq 4G
L%& Lx&

| |

QWML L, &)]o — QiWG(L, Z, &)«
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where the bottom arrow is the canonical inclusion of algebras.

Proof. For any object [J introduced in 6.1 we affix subscripts and superscripts, such as

D%CP, to indicate that it is defined with regards to indfcp LetD € # ()ZECP) and D’ €

M (XLMCP) be the canonical perverse sheaves satisfying nLCPéa = O'LCPD and nLMCPéaﬁ
o7 CPD’ respectively. By definition we have

indfep(€%) = (tfcp)D  indyep(6%) = (ep)D".

We have a well-defined equivariant morphism A : )ZECI, — XE,ICQ given by A(g, hP) =
(g,hQ) because P < Q. In [27, 4.2(b)] Lusztig shows that ﬂMCQ( D’ = 61\G/ICQ)\ D
so, again by definition, we have

LCP)

indyyc o (ind}5(6%)) = (Thic)MD = (Thicg © iD= (tpcp)iD = indfcp(&7)

ecause Tycp = T o ote that &' 1 denotes the composition & oA an
b fcp = Thco © A Note that 65 oA denotes th position 65 oA and
ﬁf,ng( L CI,) denotes the compactly supported pushforward of 7TMCQ( lg’lg,).

Now let 8 be an invertible endomorphism of &*. If f and f’ denote the unique
morphisms satisfying ﬁfg,e O'LCPf and 7t che = GIIYICPf " then by definition
indfcp(0) = (thcphf  indyep(8) = (Tyep)f’.

An identical argument to that used by Lusztig shows that ﬁI\GAgQ( f! = GMCQ?\ of

):
LCP
and identically we get that mdMCQ(deIYICP(G)) 1ndLCP(8). The statement now follows

from Proposition 8.6. u

Corollary 9.6. Assume M < G is a Levi subgroup and (L,%,&) € Cusp(M) is a cuspidal
triple. For any irreducible o-characters p € Irrg (Wm(L, Z, &) and A € Irr (WG(L, Z, &)) we

have
. We(L L&
dimg, Hom 4 ( 6)(K§, indyco(K¥) = (A, Indy,, ! War(LE 6")) (W) We (Lx,6)-
In particular, we have K$ | ind§yc o (KM) if and only if (A, Ind,y ¢ ];é?) (W) we(Lx,e) 7 0.

Proof. By Corollary A.9 we have a Qy-linear isomorphism

Hom(/%c( (lndMCQ(K ) KG) = HomAG & (-Ang ®AM gLM,Z,@@(KIXI),gEZ,g(K%)).

Lx,&

Using Proposition 9.5 and Lemma 4.4 we see that fl](j 5.6 Oam Vs £(KN) affords the

Wg (LZ,8)
M (LZ,&)

induced complex is serms1mple [

induced «-character Ind,,, (). The statement now follows from the fact that the

10. The Case of a Split Levi Subgroup

10.1. Recall that if p is a good prime for G then to any irreducible character x €
Irr(GF) one can associate its wave-front set 0} € U(G), which is an F-stable unipotent
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conjugacy class in G, see [31, 11.2] and [38, 14.10]. If Dgr : Class(GF) — Class(GF)
denotes Alvis-Curtis duality then we have a bijection * : Irr(G") — Irr(GF) defined by
x* = £Dgr(x). This follows from the fact that Dgr is an involutive isometry mapping
characters to virtual characters, [10, §8]. By [31, 11.2], see also [38, 14.15], the notions of
wave-front set and unipotent support are related via the equality

Oy = O%. (10.2)

Lemma 10.3. Assume p is a good prime for G. Then for any F-stable Levi subgroup M < G
the following statements are equivalent:

(i) For any irreducible charactersm € Trr(M") and x € Trr(GF) satisfying (x, RS[ M))gr #0
we have Oy < 0%.

(ii) For any irreducible characters n € Irr(MF") and x € Irr(GF) satisfying (x, RS[ M)gr #0
we have Oy, < Oy.

Proof. Asp is a good prime for G we have that the Mackey formula holds by [6]. Hence
RS o Dyr = Dgr o R$; by [5, 10.13]. As Dgr is an isometry we get that

(x RM())er = (Dgr(x), Dgr (Ry(m)))gr = £(x*, Ryt )) -
The equivalence now follows from (10.2) and the fact that * is a bijection. |

10.4. Recall that a homomorphism of algebraic groups t: G — G is called isotypic if
the image ((G) contains the derived subgroup of G and the kernel Ker(1) is contained
in the centre Z(G) of G. We further assume that G is equipped with a Frobenius endo-
morphism F : G — G and  is defined over Fq, in the sense that toF = Fo . If Gisa
connected reductive algebraic group then for any Levi subgroup M < G of G we have
M = (M)Z(G) < G is a Levi subgroup of G. The assignment M — Mis a bijection be-
tween Levi subgroups sending F-stable Levi subgroups to F-stable Levi subgroups and
(G, F)-split Levi subgroups to (G, F)-split Levi subgroups.

10.5. We now wish to reduce checking the conditions in Lemma 10.3 to those sit-
uations covered by [3]. For this let us recall that an isotypic morphism t : G — G is
a regular embedding if G is a connected reductive algebraic group with Z(G) connected
and ( is a closed embedding. Given such a morphism we will implicitly identify G with
a subgroup of G and identify U(G) with U(é).

Proposition 10.6. Let . : G — Gbea regular embedding and assume M < G and M <G
are corresponding F-stable Levi subgroups. If M is (G, F)-split, equivalently M is (G, F)-split,
then the conditions of Lemma 10.3 hold for the pair (M, G) if and only if they hold for the pair
(M,G).

Proof. We first show that if (ii) of Lemma 10.3 holds for the pair (R/I/,é) then it holds
for the pair (M, G). Letn € Irr(M") and x € Irr(GF) be irreducible characters satisfying
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(X, RI\G/[ (n))gr # 0. We choose an irreducible character 1 € Irr(ﬁF) such that Resgz M) =
N+ A with A € Class(MF) a character. B B
According to [5, 10.10] we have RI\G/[ o Resﬁi = Resgi OR% which implies that

ResSr (RS (7)) = RS (n) + RG(A). (10.7)

As M is a (G, F)-split Levi subgroup we have R§; is Harish-Chandra induction so the
sum in (10.7) is a sum of characters. As X is a constituent of Rf,[ (n) it is therefore also a
constituent of Resgi (RI%I (M)). Hence we have

(x, Res& (RS (7)) r = (IndSr (x), RE (i) r # 0.

This implies there exists an irreducible character x € Irr(é‘E | R% (n)) such that x €
Irr(GF | Resgi (X)). In particular, we have (X, R% (M)gr # 0 so Of < Oy by assumption.
The statement now follows from the fact that O, = Oy and 0y, = O, see the proof of
[12, Lem. 5.1].

Now assume (ii) of Lemma 10.3 holds for the pair (M,G). Letn € Irr(K/I/F) and
X € Irr(éF) be irreducible characters satisfying (x, R%(ﬁDéF # 0. As M is ((E,F)-split
we have R% is Harish-Chandra induction and there exists a character A € Class(éF) such

that R%(ﬁ ) =X+ A Restricting we get
G MF ~ GF G ~ GF ~ GF ¥
RS (Resyir (11)) = Resgr (RE (7)) = Resg (X) + Res&r (A).

Let x € Irr(GF | Resg (X)) be an irreducible constituent of the restriction. Then there
must exist an irreducible character 1 € Irr(MF | Resﬁi (n)) such that (x, REA (M))gr # 0.
We now conclude that Oz = Oy < Oy = Ox. u

Lemma 10.8. Lett: G — G bea surjective isotypic morphism with connected kernel. If M < G
and M < G are any corresponding F-stable Levi subgroups then the conditions of Lemma 10.3
hold for the pair (M, G) if they hold for the pair (M, G).

Proof. As Ker(1) is connected we have ( restricts to surjective homomorphisms t : G -
GFand 1 : MF - MF by the Lang-Steinberg theorem. We then have an isometry
Class(GF) — Class(éF) given by x — x o L. In particular, for any irreducible characters
x € Irr(GF) and n € Irr(M") we have

(Ré(), X)gr = (Ra(m) o L, x 0 \gr = <R%(n o), X o Ugk

where the last equality follows from [10, 13.22]. Now t restricts to a homeomorphism
U(é) — U(G) between the unipotent varieties and from the proof of [12, Lem. 5.2] we
see that 1(Oyo) = Oy and ((Ono,) = Oy. Hence, if (ii) of Lemma 10.3 holds for the pair

(ﬁ, é) then it holds for the pair (M, G). |
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Theorem 10.9 (Bezrukavnikov-Liebeck-Shalev-Tiep, [3, 2.6]). Assume that p is a good
prime for a connected reductive group G, F : G — G is a Frobenius endomorphism and that
M < Gis a (G, F)-split Levi subgroup. Then the equivalent conditions of Lemma 10.3 hold.

Proof. We show that (i) of Lemma 10.3 holds. By a result of Asai, there exists a sur-
jective isotypic morphism t : G — G such that Ker(1) is connected and G has a simply
connected derived subgroup, see [39, 1.21]. By Lemma 10.8 we can thus assume that
the derived subgroup [G, G] < G is simply connected. Applying Proposition 10.6 to a
regular embedding G — G, which does not change the isomorphism class of the de-
rived subgroup, we can assume Z(G) is connected and [G, G] is still simply connected.
Now, applying Proposition 10.6 to the canonical regular embedding [G, G] — G we can
assume that G is semisimple and simply connected.

With this assumption we have G = G1 x --- x G, with each G; < G simple and
simply connected. The Frobenius endomorphism F permutes the subgroups G; and we
may clearly assume that it does so transitively. Using [39, 8.3] it suffices to consider the
case where G is simple and simply connected. Moreover, choosing a regular embed-
ding G — G we can assume that Z(G) is connected and [G, G] is simple and simply
connected. If [G, G] = SL,,(F) then we may, and will, assume that G = GL,,(FF).

With this in place we have p is an acceptable prime for G, in the sense of [38, 6.1],
and the results of Lusztig [31] are available to us, see [38, 13.6]. We may now proceed as
in the proof of [3, 2.6]. |

11. Unipotent Supports of Characters and Character Sheaves

11.1. Let Fam(G*, Tj) denote the set of all pairs (s, &) where s € Tj is a semisimple
element and € is a two-sided cell of Wg-(s) := Cn, (T5) (s)/T(. We refer to the elements
of Fam(G*, T{) as families. The Weyl group Wg-+ acts naturally on Fam(G*, Tj) by con-
jugation and we denote by [Fam(G*, Tj)] the set of orbits under this action. To each
family € Fam(G*, T3) we have a corresponding unipotent class O C U(G)/G of G,
see [31, 10.5] and [38, 12.9]. This assignment is invariant under the action of Wg-.

11.2. The Frobenius defines a permutation of Fam(G*, Tj) and [Fam(G*, Tj)]. We

denote by Fam(G*, T§)" and [Fam(G*, T§)I" the respective set of fixed points. By work
of Lusztig we have decompositions

Irr(G) = | ] &(GF,¥) and Irr(CSh(G))' = || Ix(CSh(G), ),
Fe[Fam(G*,Tj)IF Fe[Fam(G*,T§)IF

see [31, 10.6, 11.1], [27, 16.7], and [38, 13.1, 14.7]. We note that if ¥ = (s,&) then

&(GF,F) C &(GF, (s)), where &(GF, (s)) is the corresponding geometric Lusztig series.

11.3. We will need the following compatibility between these decompositions. This
property is a consequence of a more precise conjecture of Lusztig which relates the
irreducible characters of G to the characteristic functions of character sheaves. Hence,
one may view this as a weak form of Lusztig’s conjecture. Lusztig’s conjecture has been

shown to hold in many important cases but remains open in general.
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(Wg,r) For any family ¥ € [Fam(G*, T(*))]F the subspace of Class(GF) spanned by
€(GF,J) coincides with that spanned by {Xa | A € Irr(CSh(G), F)}.

With this in place we may state the following.

Lemma 11.4. Assume p is a good prime and (Wg ) holds. If A € Trr(CSh(G))" is an F-
stable character sheaf and x € Trr(GF) is an irreducible character satisfying (x, Xa)gr # O then
Oa = 0y.

Proof. The statement follows from (Wg r) and the fact that if x € £(GF,J) then Oy =
Og, see [31, 11.2] and [14, §3.C], and if A € Irr(CSh(G),JF) then Op = O, see [31, 10.7]
and [38, 13.8]. |

12. Proof of Theorems 2.14 and 2.16

Proof (of Theorem 2.16). Let Q < G be an Fj-stable parabolic subgroup with M an
Fq-stable Levi complement and let K = indf\;,ng(A). By assumption there exist isomor-
phisms FfA — A and F{B — B. In particular, we have an induced isomorphism F;K — K
as in Lemma 6.3. As K € CSh(G) is semisimple we have by Lemmas 6.3 and 6.7 that

(XB, Ryco(Xa))gr = Tr(os, §k (B)) # 0.

Here R§; = RSIQQ denotes Harish-Chandra induction with respect to the Frobenius
endomorphism Fj.

As the irreducible characters form an orthonormal basis of the space of class func-
tions we have decompositions

Xa= D> MXadymm, R = Y RuM)gnx
nelr(M1) x€Irr(GF)

where 1 € Irr(MF1). In particular, we have

<xB;R1\G/[(xA)>GF1 = Z Z mMH : <XrR1€/[(n)>GF1 (LB, X)gh -
nelr(Mf1) xelrr(GF1)

As (Xg, RI\G,[(DC A))gh # 0 there must exist irreducible characters n € Irr(M"1) and x €
Irr(G'1) such that

<T1/ xA)MF] # O/ <X/ R]\G/[(n)>GF1 # O/ and <X/ xB)GF] 7é 0.
By Theorem 10.9 and Lemma 11.4 we must therefore have Op = 0,; < Oy = Og. |

Proof (of Theorem 2.14). Interchanging the roles of the two bases in the above argu-

ment we get a decomposition

OOoRGM)gr = ) > A (X, RG(XA))gr - (X X)gr-
A€lrr(CSh(M))F Belrr(CSh(G))F
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Hence, if (x, RIC\;,[ (M))gr # O then there exist F-stable character sheaves A € Irr(CSh(M))F
and B € Irr(CSh(G))F such that

M, XA r 0, (Xp, R (XA))gr #0, and (X, XB)gr # 0.

We can assume that (L,Z,&, @) € Cusp(M,F) is a cuspidal tuple such that A €
Irr(CSh(M) | KI{IZ, g)F. By Proposition 8.17 there exist irreducible «-characters A€
Irro (W (L, Z,&):F) and 1i € Irro (WG (L, L, &):F) such that Xo = %M . (A) and X =
%LG,Z,&@(FL) and

o WG(LEEVF 5
0+ (X, RG(XA)) = (I, Indwl\c/[((L’Z,g)).]:(7\)>WG(L,Z,£’).F'

Moreover, A has irreducible restriction A € Irro ( Wnm(L, Z,&))F and A = Kl)\\’l. Similarly, p
has irreducible restriction p € Irro (Wg(L, L, &))F and B = KS.

By Lemma 4.10 we must have (y, Indw;(('iéi% (M))we(Lz,e) # 0 which implies that
B | indl\G,I(A) by Corollary 9.6. However, by assumption we may apply Theorem 2.16,
with F; = F", and Lemma 11.4 to get that O, = Oa < O = Oy so we are done by

Lemma 10.3. [ |

13. Bounding the Multiplicities

Lemma 13.1. Assume (Rg) holds and M < G is an F-stable Levi subgroup. If B1,B, €
Irr(CSh(M))F are F-stable character sheaves and (L, %L, &) € Cusp(M) is a cuspidal triple such
that the set Irr(CSh(M) | K%’,IZ, o) contains either B or B, then we have

[(RG (X8, ), RS (X, ))grl < WG(L, £, &)I.

Proof. Let us fix a cuspidal tuple (Li, Zi, &, i) € Cusp(M, F) such that B; € Irr(CSh(M)F |
K%’{/zi, é”i)' After Proposition 8.17 we have Xg, = Rlﬁf,zi/ . (pi(}v\i) for some irreducible «-
character A; € Irro(Wm(Li, Zi, &):F | Wi (Li, £, &)). If (R (X, ), R (XB,)) g is zero
then there is nothing to show so we will assume that this inner product is non-zero. If
this is the case then we must have the tuples (L1, %Z7,47) and (L2, X;, &>) are in the same
G-orbit. We fix a representative (L, Z, &) € Cusp(M)" of that G-orbit.

For brevity let us set Wg = Wg(L, %, &) and Wy = Wum(L, Z, &). There exists an
element g; € G such that (Li, X, &) = (ng (L), LEJ (), in(éa)). As all the triples are
F-stable we must have F(gi)gi_1 € Ng(L, Z, &) represents an element wi_1 € Wg. Conju-
gating by g; identifies the pair (Wm(Li, Zi, &1), F) with (W, v, F). Identifying 7\1 as an
irreducible character of Wy :w;F, c.f., Section 4, we get that

(R (X8, ), R§i (X, ))gr = (IndyST (A1), Ind Ve L (A2))we.r-
We now apply Corollary 4.11. [

Proposition 13.2. Assume (Rg ) and (Wg ) hold then for any irreducible character n €
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Irr(MF) we have
(RG (M), RS (M) grl < BIM)* - [Wg| < B(G)* - [Wl.

Proof. Expanding 1 in terms of characteristic functions of character sheaves we obtain
a decomposition

<R1(\;/[(n)/ R]\G/I(TI»GF = Z <xB1rn>MF : <szrn>MF . <R§;/[(:X:B1 )/ Rgl(sz)>GF'
B1,B€lrr(CSh(M))F)

Let us assume that F € Fam(M*,T(*))]E is a family such thatn € E(MF, ), c.f.,, the proof
of Lemma 11.4. Moreover, let us denote by Class(M",F) C Class(M") the subspace
spanned by the irreducible characters in £(MF, F).

Note that for any character sheaf B € Irr(CSh(M)F) we have

1= (X, Xe)wr = Y M Xedwr - Xedwr = D 1, Xa)wrl
n'elrr(MF) n'elrr(MF)

by the orthonormality of the irreducible characters of M and the characteristic functions
of the character sheaves, c.f., Theorem 5.4. This implies that [(n, Xg,)| < 1.

In [24, Chapter 4] and [25], see also [34], Lusztig has associated to the family J a pair
(G, d) consisting of a finite group G5 and an automorphism ¢ € Aut(G5). Moreover,
he has defined a corresponding set M(SGy, ¢) consisting of pairs (x, o), where x € G5.¢
and o € Irr(Cg,(x)), taken up to equivalence modulo the action of G5:¢ defined by
g-(x,0)=(9%,00 L; ). Note that §5.¢ is a coset as in Section 4 and Cg,(x) denotes the
stabiliser of x under the natural conjugation action of G5 on G5.¢. The main result of
[24] and [29], see also [25], shows that there is a bijection

M(Sz, ¢) = E(G, ),

As we assume (Wg r) holds it must be the case that if B € Irr(CSh(M)F) is a character
sheaf satisfying (n,Xg) # O then X € Class(GF,F). Moreover, as the characteristic
functions form a basis there can be at most

dim(Class(G", 7)) = [M(9, d)| < 195/
character sheaves satisfying (n, Xg) # 0. Combining this with Lemma 13.1 we get that
(RNa(n), Riz(n)) <S5/ - We(L, Z, &)

where (L, %, &) € Cusp(M) is a tuple as in the statement of Lemma 13.1.

Now Wg(L, %, &) is a subgroup of the relative Weyl group Wg(L) which may be
identified with a section of the Weyl group Wg. In particular we have [Wg(L, %, &)| <
IWgl|. To prove the first stated inequality it suffices to show that |G5| < [B(M)]. It is
known that there exists a (special) element g € M* in a group dual to M such that
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the group G can be identified with a quotient of the component group Am-(g) =
Cm(g)/CRy-(g), see [24, Chapter 13], [25], and [33].

If L = Cm+(s) then u € L and we have Ap(u) = Am+(g). Now we have an injection
Are(u) — Ap(u) because Cy.(u) = Cy (u). Indeed Cy(u) < Cp(u) NL° = Cpo(u) and the

reverse inclusion is clear. Hence, we have an injection
Ap(uw)/Are(u) = Cp(u)/Cre(u) = L/LC.

This means that |[Ap(u)| < |Are(u)|-|L/L°|. After [10, 13.14(iii)] we have |L/L°| <
1Z(M)/Z°(M)|.

Now let m : H — L° be a simply connected cover of the derived subgroup of L°.
There exists a unique unipotent element v € H such that 7t(v) = u. The map 7 defines
a surjective homomorphism Ag(v) — Ape(u). Putting things together we have shown
that |S4| < |Ag(v)|-1Z(M)/Z°(M)| < B(M) as desired.

Finally, by [5, 4.2] we have |[Z(M)/Z°(M)| < |Z(G)/Z°(G)| so B(M) < B(G) by defi-

nition. [ |

Next we record a lemma that is used in the proof of Theorem 1.10, which is essen-
tially observed in [10, 12.22] and [5, §25.A]. We include a proof of this result for the
convenience of the reader.

Lemma 13.3. Let M < G be an F-stable Levi subgroup. If g € MF is any element satisfying
Cg(g) < M then x(g) = *Rfd(x)(g)for any irreducible character x € Irr(GF).

Proof. Let g = su = us be the Jordan decomposition of the element. As C3(g) < M we
have by [4, 1.3] that Cg(s) < M and Cg(s) = Cy,(s). Thus, by the formula in [10, 12.5]

MF *pG _ +pCg(s) GF _ GF
ReSwa(s)F o*Ry = Rci(s) oResC%(S)F = ResC%(S)F.
Note that u € Cg(s), as Cg(s)/Cg(s) is a p’-group, so g € C&(s). Hence, the statement
follows by evaluating this formula at x and then further at g. n

Proof (of Corollary 1.17). We assume t : G — G is a regular embedding and M <G
is the F-stable Levi subgroup corresponding to M < G, c.f,, 10.4. Consider an irre-
ducible character x € Irr(éF) such that x is a constituent of the restriction Resgi (x). By
Theorem 1.10 we have

X(9)l < f(r) - X(1)%&MP),

As 1 defines a bijection between the unipotent classes of G and G which preserves
the dimension of each class, and similarly for M and M, we have océ(ﬁ, F) = ag(M, F).
By a result of Lusztig [29] the restriction

F
ResSr(X) = X1 + ... +Xm,

with each x; € Irr(GF), is multiplicity free. Hence, if X is éF—invariant, then x =
Resgi (x) and we are done in this case.
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Next assume that géF = gGF. This implies that GF = Cer (9)GF, and so we can find
xi € Cgr(g) such that x; = x*. It follows that xi(g) = x(g) and Xx(g) = mx(g). Since
X(1) = mx(1), we now have

x(g)l = X(g)l/m < f(r)x(1)%¢MF) /i < £(r)x(1)%cMF)

as claimed.

Suppose now that Cg(g) is connected, and consider any h € géF C GF. AsG =
Z(G)G, we have that h € G is G-conjugate to g. By the Lang-Steinberg theorem, h is
GF-conjugate to g. Thus géF = ¢G', and we are done by the previous paragraph.

Finally, if [G, G] is simply connected and g is semisimple, then Cg(g) is connected
by Steinberg’s theorem, and we can apply the previous result. n

We end this section by recording the following observation.

Lemma 13.4. For an F-stable Levi subgroup M < G and an element g € M" with semisimple
part s, consider the following four conditions:

(i) Cgls) <M,

(ii) Cglg) <M,

F

(iii) Cg(s)F <MF,
(iv) Cg(g)F <

Then (i) and (ii) are equivalent. Moreover, if M is (G, F)-split then all four conditions are
equivalent.

Proof. The equivalence of (i) and (ii) is part of [4, Lem. 1.2]. Assume now that M is
(G, F)-split. Certainly, (i) = (iii) = (iv). We now prove that (iv) = (i). Let Q < G be an
F-stable parabolic subgroup with Levi complement M. We denote by V the unipotent
radical of Q so that Q = V x M; note that V is F-stable because Q is. By a result of
Spaltenstein Cy(g) is connected, see [4, 1.2], so Cy(g) < Cg(g). Hence, (iv) implies that
Cv(g)F <MnNV ={1}. However, Cy(g) is a connected group all of whose elements are
unipotent, so by Rosenlicht’s Theorem we have that

ICv(g)F| = qdimCvia),

This implies that dim Cy(g) = 0, so by [4, 1.3] we have that Cg (s) < M. |

14. Split groups of type A

In this section, we prove our main results on finite general and special linear groups.
First we prove the following result, which improves [3, Thm. 3.3]. We follow the same
proof, but make the involved bounds explicit:
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Theorem 14.1. There is a function g : IN — IN such that the following statement holds. For
any n > 2, any prime power q, £ = 0 or any prime not dividing q, any irreducible {-Brauer
character @ of G := GLy(q), and any unipotent element 1 #u € G,

N
=R
2
p=N
ET

| (u)]

Furthermore, if q > 3n? then one can take g(n) = 3(f(n— 1) 4+ 1), where f is the function in
[3, Thm. 1.1].

Proof. (a) Note that the statement holds when n = 2 (choosing g(2) = 1) as in this case
we have |@(u)| < 1. So in what follows we may assume n > 3.

Recall the partial order < on the set of unipotent classes of G = GL,, (F): x¢ < y©
precisely when x¢ C yG, and we consider G = G' for a suitable Frobenius endomor-
phism F. We will prove by induction using the partial order < that, if u is parametrized
by a partition A - n then

n—2
n—1

lp(w) < gn)-e(1)
for some positive constant g(n) depending only on n, and moreover one can take

gn) =3(f(n—=1)+1) (14.2)

if ¢ > 3n? and f is the function in [3, Thm. 1.1] (or the function f in Theorem 1.10).

Also, recall that u is a Richardson unipotent element, that is, we can find an F-stable
parabolic subgroup P with unipotent radical U such that u® N U is an open dense subset
of U that forms a single P-orbit. As in the proof of [3, Thm. 3.3], we have uSNUisa
single PF-orbit, where U := UF, and so

WS nul=[P":(C,

where C := Cp(u)F = Cg(u)F. The structure of the connected algebraic group Cg(u) is
given in [20, Thm. 3.1]; in particular, its quotient by the unipotent radical R, (Cg(u)) is
a product of GL-factors. As dim Cg(u) = dimP —dim U, it follows that

|C| < qdimPfdimU'
On the other hand,
dim P
|PF| > (q_])dimP:qdimP <]_]> )

Note that when q > 3n?, we have that

(1) ><1> >1——> .
q q q 3
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As [U| = qClim U it follows that

2 1
uSnul> EL A u®l < 31Ul (14.3)

for all ¢ > 3n? and all A - n. By taking g(n) large enough, say

o) > max {Itl)(v:)lz
q’'=pr<3n? w(])ﬁ

|1 #w e GLn(q"), w unipotent, { € IBr¢(GLn(q")) 7,

(14.4)
we may assume that the condition q > 3n? is indeed satisfied.
(b) Now we will assume that q > 3n? and choose g(n) = 3(f(n—1) + 1) as in (14.2).
Let 1 #w € U\ u€ be labeled by v I- n. Then

welU=ubnN0,

and so w€ < uS. In particular, if u® is minimal with respect to <, then no such w exists.
If uC is not minimal, then by the induction hypothesis applied to w® we have

p(w)| < g(n) - @(1)+. (14.5)
Let p:= *RE((p), where L is an F-stable Levi subgroup of P. Then
1
p(1) = lolu, Tulu = (cpm + Y oW+ Y <P(u’)) .

1#£weu~us u’euSnu

As ué NU =uC, we then get

uEnUl- ol < UpM+ D lew)l+e(1).

1£wel\ub
It now follows from (14.3) and (14.5) that
3 ] n—2 3
< = n— —
lo(wl < Jo(1)+ 59N + 551

Next, [3, Thm. 1.1] and the bound « < 2—:% in [3, Prop. 4.5] imply that

p(1) < fln—N)e(1)71.
On the other hand, |U| > q“*1 and @(1) < qnz/z, whence for n > 4 we have

] n—2
ol <om.
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The same conclusion holds for n = 3 since @(1) < g* in this case. Consequently,

3 1 n—2
oW < <z(f(n— D+1)+ zg(n)> o(1)
and the induction step is completed. u

Proof (of Theorem 1.18). Let g = su = us with s semisimple and u unipotent. Also
view G = G" with G = GL,(F) or SLy, (FF) and F a suitable Frobenius endomorphism.

(a) First we consider the case G = GL,(q). If s € Z(G) then the statement follows
from Theorem 14.1. If s ¢ Z(G), then Cg(g) is contained in an F-stable proper Levi
subgroup, and so we are done by Theorem 1.10 and [3, Prop. 4.3].

(b) Now consider the case G = SL,(q) and view G as [G, G], where G = GLn(q).
Arguing as in the proof of [3, Thm. 1.5], we are done if x is G-invariant, or if g& = gS.

From now on we may assume that X is not G-invariant, and that g€ # gS. Suppose
in addition that s € Z(G). Then the proof of [3, Thm. 1.5], shows that

x(g)l < (Fn—1) + Dx (1)~ T,

unless possibly n = 6, [x(g)| < q?, and x(1) = q2'/?(q—1)/6. Since g(6) = 3(h(5) +1) >
7, one can check in the exceptional case that

n

x(g)l < 3(fF(n—1)+1)x(1)~ T

as well.

Thus we may now assume in addition that s ¢ Z(G). As in the proof of Corol-
lary 1.17, we have that u # 1. Furthermore, as in the proof of [3, Thm. 1.5], we also have
that either x(1) > q(“2+“)/4, or 2| n and

n/2 2 n/2
1 2j qn/4 1-2j 2/4-2.6
x5 [Ta =1 > 5—{1-3 q" % | >qv/"2e
j=1

Thus in either case we have that
x(1) > qn' /426, (14.6)

Now, if Cx(s) # GLn/k(qk) for some k > 1, then Cg(g) < Cg(s) is contained in a
proper split Levi subgroup of G, and we are done again by applying Theorem 1.1 and
Proposition 4.3 of [3]. In the remaining case Cx(s) = GL,, /k(qk) for some k > 1, the
assumption u # 1 implies that [Cg(g)| < qn/2-2n 4 (see part (ii) of the proof of [3,
Thm. 1.5]), and so |x(g)| < q“2/4*“+2, whence [x(g)| < x(1)(n=2)/(n=1) by (14.6). |
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15. Twisted Groups of Type A

15.1. In this section we assume that G = GL,, (IF) and Ty < By are the maximal torus
and Borel subgroup of diagonal and upper triangular matrices respectively. Let W =
Wi (To) and 8g(To, F) € To x W be the set of pairs (s, w) satisfying "F(s) = s. Recall
that, as G = GL (FF), we have G = G* is self-dual. Now, to each pair (s, w) € 8g(To, F)
we have a corresponding Deligne-Lusztig character R (s) € Class(GF). Moreover, we
have a Green function

ST =RST(s)h(gyr s UG)T — Q

which is well known to be independent of s.

15.2. If s € Ty then W(s) := Wg(s) is a product of symmetric groups so the 2-
sided cells of W(s) are in bijection with Irr(Wg(s)). Hence we may, and will, identify
the families Fam(G*,T§) = Fam(G,To) with pairs (s,A) such that s € Tp and A €
Irr(Wg(s)). Now in our setting with G = GL,, (IF) we have a bijection [Fam(G, To)]F —
Irr(GF), which we denote by [s,A] — X[s,A]-

15.3. We can construct X[ »] as follows. As [s,A] is F-stable there exists a w € W
such that (s,w) € 8g(To, F). Clearly 1,,F(W(s)) = W(s) so we can define a map RSVE :
Class(W(s).wF) — Class(GF, s) by setting

REE () =

It is well known that, as G = GL(FF), if @ € Irr(W(s).wF) then there exists a root of
unity €5 g € @z( such that X[s o] = €5, RS (9).

15.4. For the rest of this section F : G — G denotes the Frobenius endomorphism
defined by F(ai;) = (af).) and F' : G — G denotes the Frobenius endomorphism defined
by F/(A) = "oF(A~T). Here ny € Ng(To) represents the longest element wy € W =
Wg(To). In particular, we have GF = GL,,(q) and GH = GUn(q).

Lemma 15.5. Assume (s,w) € 8g(To,F’'). If @ > n then there exists an element t € T¢ such
that (t,wwq) € 8g(To, F) and W(s) = W(t).

Proof. If n = 1 the statement is trivial so we assume that n > 2. For any integers
r,a>0and C € F* we set B&(() = (¢, T, ..., CY(H) € (IF*)“. Moreover, for any integer
m > 0 we denote by p,, < F* the subgroup of elements ¢ € F* such that (™ = 1. We
assume |l is the trivial subgroup. It suffices to prove the statement for any element in
the same W-orbit as s. Hence, we can assume that s = diag(B7"' (¢1),...,B{™(Ck)) and
(C1yeve Ck) = (BEy(M1),...,BE(ne)) where: my, a; > 0 are integers, Ny € {(_q)ai—1,
and the ¢; € F* are pairwise distinct. Thus W(s) = Gy, X -+ X G,

For each 1 <i < £ choose v; € pgai_7 and set (&1,..., &) = (BS‘ (v1 ),...,Bg1 (v1)).
The element t = diag(B]"' (&1),..., By (&k)) certainly satisfies W*oF(t) = t. We claim
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our assumption implies that we may choose the v; so that the &; € F* are pairwise
distinct. We will then have W(s) = W(t) as desired.

For this, assume v~ = v).qb. Clearly viqa(qaj_” =1 and as gcd(q%,q% —1) = 1 we
must have the order of v; divides % — 150 vi € pqqj_;. Applying the same argument
to vj gives vy, v; € qucd(ai,aj)q. For any integer m > 0 let figm_7 be the set difference
Hqm—1 \ Hgm-1_7 then note that for any v € figm_; we have v4® € figm_1 for any integer
a > 0. Moreover, |[figm 1| =q™ — qm™ " =qm'(q—1) > n by assumption. We leave it
to the reader to conclude that we may choose the vi € fiqei 7 such that the resulting &;

are pairwise distinct. [

Remark 15.6. If we assume s = diag((y, ..., (n) with {; € pgqq all pairwise distinct,
then q+1 > n. We thus have °F'(s) = s and W(s) is trivial. Any element t, as in
Lemma 15.5, would need to be of the form diag(vy,...,vn) with vi € uq_1 pairwise
distinct so cannot exist if ¢ < n. Hence, the assumption that g > n is necessary in
general.

We will also need the following easy observation.

Lemma 15.7. Let f(t) € R[t] and g(t) € R[t] be two polynomials with real coefficients. Sup-
pose that |f(ti)| < [g(ti)| for an infinite sequence t1 < t; < t3 < --- tending to infinity.
Then, for any e > O there is a constant C = C(f, g, €) such that |f(t)| < (1 + €)|g(t)| whenever
Itl > C.

Proof. Without any loss we may assume that the leading coefficient a of f and the
leading coefficient b of g are both positive, and write

m—1 n—1
ft)=at™+ Y ait!, gt)=bt"+ > byt
i=0 i=0

The hypothesis now implies that either m <n, or m =n and a < b. Now let

A= max J|aij, B= max |by],
ogi<m—1 ogig<n—1

and choose
A+ (14+¢€)B

=1+ —
¢ +(1+<—:)b—a

Then for any t with [t| > C, we have
If(t) < tM™(a+A/(C—1)), lg(t)] = [t"(b—B/(C—1)),

whence [f(t)] < (1 + €)|g(t)]. [ |

Remark 15.8. The example of (f(t), g(t),ti) = (t —1,t,1) shows that Lemma 15.7 is false

when we set € = 0.

15.9. For each partition A - n we denote by u; € GFand u, € G'a unipotent ele-
ment for which the sizes of the Jordan blocks in the Jordan normal form of the element
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are given by A. Recall that for each w € W and partition A - n there exist polynomials
Qviv’)\ € Z[t] such that Q$F(ul) = Q;,A(q) and QST (uy) = 9.,(q). Now Ennola
duality states that

WWOJ\(_

t).
With this we may prove the following.

Proposition 15.10. For any n > 2, there is a constant C' = C’(n) such that the following
statement holds. Assume x € Irr(GUyn(q)), with q > C’. Then for any unipotent element
u € GUy(q) we have that

x(w)] < (g(n)4+1)-x(1)»

where g is the function defined in Theorem 14.1.

Proof. Consider the character x5 o) = ssr@ﬂlgﬁ'(?p) € Irr(G"') for some family [s, ¢] €
Fam(G, To)", pair (s,w) € 8g(Tp,F’), and extension ¢ € Irr(H:wF’) of ¢ where H =
W(s). We will assume that ¢ is one of the two extensions defined over Q. Assuming
g > n there exists an element t € Ty such that (t, wwy) € 8g(To,F) and H = W(t), see
Lemma 15.5. As F/ = 1,,, and F is the identity, we have ,,F' = tyyw, = tww,F € Aut(H).
In particular, H:wF’ = H:wwy = H:wwyF; and we have a family [t, ¢] € Fam(G, To)F.
Hence we have a corresponding character X[t o] = €, thG,’VEW . (@) € Irr(GF).

Now if A - n is a partition we have

o 1 — -
Rom (@) = H D lxwwo)Qy,, 5 (q),
xeEH

~ 1 ~
R (@)lus = T > olxwwo)Qf 5 (a).
xeH

By Ennola duality, and our choice of extension @, it follows that there exists a polynomial
?S@J\ € QI[t] such that Rgﬁl(@)lu; = ?yv,@,}\(—q) and thG,;tWO(@)Iu; = iPV':’(B’)\(q). After
Theorem 14.1 we have for any prime power q that

X0 (W) = PE o (@) < g(m) - 1PH o 4o (@17 = g(n) - Xpe,1(1)

n—2
n—1

Thus, for the pair

—1 _ -2
flloa) = (PH o @)™, il o) =g (PR o g ()"
of polynomials in t we have that \fyv’@’)\ (q)l < |thv,¢3 (q)| for all prime powers q.

Now we can apply Lemma 15.7 and choose

_ —1 r_ H H
e=1+1/gmH™ " -1, C’ = max <n+ 1, (H?v?g’)\) C(fwlal)\,hw,@,e)) .
Note that the number of possible tuples (H,w, ¢,A) we need to consider to cover all
irreducible characters of GUj, (q) is bounded in terms of n. Indeed, we can take the first
term over all standard parabolic subgroups of W, the second over Ny, (H)wy, the third
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is identified with a subset of Irr(H)F C Irr(H), and the last is over all partitions of n.
Let P\ = Ttvl’@)\, fa = kavl,@,w and h = h&,@. Then for all g > C’ we have
PA(=q)I™ T = A=)l < (T4 1/gm)™ T h(=q)l = (g(n) + D™ [Prny (—q)™ 2,

and so

Xis,01 (13 ) = [PA(=q) < (g(n) + 1) [Py (= )R = (g(n) +1) X[ 1 (17T
as desired. [

Proof (of Theorem 1.19). Let x = su = us with s semisimple and u unipotent. Also
view G = GF with G = GL,(F) or G = SL,,(F), and F a suitable Frobenius endomor-
phism.

(a) First we consider the case G = GU, (q). If s € Z(G) then the statement follows
from Proposition 15.10, by choosing C*(n) > C’(n) and h*(n) > g(n)+ 1. If s ¢ Z(G),
then Cg(g) is contained in an F-stable proper Levi subgroup, and so we are done by
Theorem 1.10 and [3, Prop. 4.3], by choosing h*(n) > f(n —1).

(b) Now consider the case G = SU,,(q) and view G as [G, G], where G = GUx(q).

Arguing as in the proof of [3, Thm. 1.5], we are done if x is G-invariant, or if xG = 6.

We will also choose C*(n) > ga(n), where ga(n) is the function mentioned in 1.13.
Hence, if s ¢ Z(G), then Cg(x) is contained in an F-stable proper Levi subgroup, and so
we are done by Theorem 1.14 and [3, Prop. 4.3].

Thus we may now assume that x is not G-invariant, xC # XG, and that s = 1 so
x = u. Let ¢ € Irr(G) lying above X. Since x is not G-invariant, ¥ is reducible over G,
whence %(1) > q“z/“*2 by [21, Thm. 3.4], and so

x(1) = x(M/(q+1) > qv/4-3¢, (15.11)

Let r; denote the number of Jordan blocks of size i in the Jordan canonical form of
u for each i > 1; in particular, ) ; ir; = n. It is easy to see that the condition uG #£ub
implies gcd(i |1y > 1) > 1, in particular, r1 = 0. We claim (for n > 5) that either

ICa ()| < q(m*—3n+6)/2 9 5n/2 (15.12)

or u has type ]?/ 2, ie., 12 = n/2. Indeed, the number t of indices i with r; > 0 is at
most n/2 since 11 = 0. Furthermore, |GU,.(q)| < (1+1/q)q™ < (1.5)q™. It follows
from Theorems 3.1 and 7.1 of [20] that

ICo(u)| < gN-1.5t < gN-1.5™/2,

where
N =dimCg(u) = Z iriz +2 Z iryrj.
i

i<j

As shown in the proof of [3, Thm. 1.5], N < (n? —3n+6)/2 unless > = n/2, whence
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the claim follows.

In the case of (15.12), |x(u)| < q(TLZ*3T“+6)/4 - 1.5m/4, Taking h*(n) > 1.5"/4 and
noting that

(n2/4—3.6)- 2—_? > (n? —3n+6)/4

when n > 10, we are done because of (15.11).

It remains to consider the case u = ]2/ 2. Write n = 2m and let W = ]F‘(}2 =
(e1,...,em,f1,... ,fm>]pq2 denote the natural module for G, where (e1,...,em,f1,...,fm)
is a Witt basis for the Hermitian form on W. We can find nonzero scalars ai,...,am, €

IF .2 such that u is represented by the matrix

I )

in the basis (e, f1,e2,f2,...,em, fm) of W. As above, we have that [Cg(u)| < (1 .5)q“2/2,
whence
(W)l < (1.3)g™ /4. (15.13)

Suppose first that
x(1) > qn=1n=2)/2, (15.14)

Asn > 7, then (15.13) and (15.14) immediately imply that [x(u)| < (1.3)x(1)(n=2)/(n=1)

It remains to consider the case where (15.14) does not hold. Let x be afforded by a
Q;G-module V and let P := Stabg((e; >11:q2) = UL, with U being the unipotent radical
and L being a Levi subgroup. Note that u = tv, where

t = diag ((; 0;‘) ,12m2> e Z(U)
1 1
v = diag (12, (0 C;2> (O a]m>> € SUpxm-2(q) =I[L, 1]

in the basis (e1,f1,e2,f2,...,em, fm).

We decompose the P-module V as Cy/(U) & V7 @ V3, where V7 := [U, Cz() (V)] and
V, = [Z(U),V], and let xo, respectively x; and X, denote the P-character of Cy/(U),
respectively of Vi and V,. In particular, xo = *RE (x), and so, arguing as in part (ii) of
the proof of [3, Thm. 1.4] we get

—2
1

o (W)l < xo(1) < f(n—1)x(1)n=1. (15.15)

Next, we decompose

Vi = > Vi,

Ty zu)ZAElr(U/Z(U))

as a direct sum of U-eigenspaces, which are permuted by L = SUn_2(q) - C42_;.
Note that u has prime order p | ¢, and it acts on Irr(U/Z(U)) \ {1y, zu)} with



40

exactly q™ ! —1 fixed points. Certainly, the trace of u in its action on )_, ¢/ Vi for any
nontrivial u-orbit 0" on Irr(U/Z(U)) \ {1y /z(u)} is zero. On the other hand, each L-orbit
O on Irr(U/Z(U)) \ {1y z(u)} has length g™ 3(g?™ 2 —1)or (g™ 3 +1)(g>™ 2 —1).
Writing x ¢ for the P-character of the nonzero submodule of V; corresponding to O 3 A,
we then have

xoll) _ xo(l)

o)l < (@™ T =1 dim(Va) = (™" = 1) K= < S0

Summing over all O occuring in V7, we get

x1(1)

m—1"

x1(w)] < (15.16)

0

Finally, as explained in [15, §5], we can decompose

V, = Z Eg ®Vé/
Tz #BE€lr(Z(U))

as a direct sum of Z(U)-eigenspaces. Here, Eg lies over B € Irr(Z(U)) \{1z(y)}, and its
restriction to [L, L] = SU,,_2(q) > v yields a reducible Weil module of dimension qn?,
and, according to [40, §4], the trace of v on Eg is qm*1. Furthermore, U acts trivially on
Vé. Thus the absolute value of the trace of uon Eg ® Vé is at most dim(Eg ® Vé )/qm™ T,
and so

x2 (W] < (15.17)

Since x(1) < ¢~ 1(n=2)/2 'we have that

Together with (15.15), this completes the proof, if we choose h*(n) > f(n —1) +1. [ |

Proof (of Corollary 1.20). Note that Theorem 1.3 and Proposition 4.3 of [3] show that

-2
the exponent n ; in Theorems 1.18 and 1.19 is best possible. Next, the proofs of

n j—
Corollary 1.14 of [3] can be repeated verbatim, but using Theorem 1.18, respectively
Theorem 1.19, instead of [3, Thm. 1.5] to yield Corollary 1.20. [ |

A. Decomposing Semisimple Objects in Abelian Categories

From now until the end of this section we assume that o7 is a
locally finite k-linear abelian category, where k = k is an alge-
braically closed field, and K € <7 is a fixed semisimple object.

A.1. We refer to [11, Chapter 1] for the basic definitions concerning abelian cate-
gories. Recall that an object A € &7 is said to be a summand of K if there exists a pair of
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morphisms

such that pm = IdA. Note we necessarily have p is an epimorphism, m is a monomor-
phism, and u = mp is an idempotent. Moreover, if B = Ker(u) then there exist mor-

phisms

such that qu = Idg and mp + 1q = Idk. In other words, we have K = A & B. We write
A | K to indicate that A is a summand of K.

A.2. As K is assumed to be semisimple there exist finitely many simple objects
A1,...,A; € & and morphisms

such that mypy +---+m;p, = Idx and pym; = 8;;1d Ajr where 8;; is the Kronecker
delta. We usually write K = A7 @ --- ® A, to indicate it is a direct sum. As the Krull-
Schmidt theorem holds in <7 we have the following.

Lemma A.3. If A | K is a summand of K then A is semisimple and we have an injection
Irr(o7 | A) — Irr(ef | K).

A.4. We will denote by A = End,/(K) the endomorphism algebra of K, which is a
finite dimensional k-algebra. We have a contravariant k-linear functor

§x = Homg(—,K): &/ — A-mod

where Hom (A, K) is naturally a left A-module via left composition.

Lemma A.5. Recall our assumption that K is semisimple. The algebra A is semisimple and the
functor Fx defines a bijection Irr(/ | K) — Irr(A).

Proof. We have A = @;:]Aej, where e; = m;p; € Ais anidempotent. Forany 1 <j, k <
T we have a k-linear isomorphism Hom,/(A;, Ax) — e Ae; defined by f — m;fpy so
Aej is simple by Schur’s Lemma, see [11, 1.8.4] and [8, 3.18]. Thus A is semisimple and
Sk (Aj) is simple because right multiplication by p; defines an isomorphism §x (Aj) —
Aej of A-modules.

The resulting map on isomorphism classes is surjective because every simple A-
module is a submodule of A. Moreover, this is injective by Schur’s Lemma because we
have standard k-linear isomorphisms

Hom 4 (Fk (Aj), Sk (Ak)) = Homy (Aej, Aex) = ejAex = Hom g (Ay, Aj)

where the second isomorphism is given by f — e;f(e;)e. n
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Lemma A.6. For any summand A | K and object B € &/ we have a k-linear isomorphism

Sk : Hom,/ (B, A) — Homg (§k(A), §x (B)).

Proof. By Lemma A.3 we can assume A = Aj for some 1 < j < r. Now assume
@ € Hom (B, Aj) satisfies §x(@) = 0 so mjeo = 0. As m; is a monomorphism this
implies @ = 0, hence the map is injective. Counting dimensions, exactly as in the proof
of [13, 4.1.2], we get the map is surjective. n

A.7. We now assume that &% is another locally finite k-linear abelian category and
J: 4 — A is a k-linear functor. If L := J(K) and B := Endg(L) then J defines a k-
algebra homomorphism J : A — B. In particular, we may view B as an (A, A)-bimodule
by restricting through J. With this we have a corresponding functor B ® 4 — : A-mod —
B-mod where B ® 4 M, for any A-module M € A-mod, is a left B-module in the usual
way.

Lemma A.8. If A | K is a summand of K then we have a B-module isomorphism
$:B®RaFk(A) = FLI(A))
satisfying ¢(b ® f) = bI(f).

Proof. Let m: A — K and p : K — A be morphisms such that pm =Ida and u =mp €
A is an idempotent. As

3(p)3(m) = 3(pm) = I(1da) = Idy(a)

we have J(A) | J(K) and J(u) is an idempotent. By the universal property of the ten-
sor product we have a B-module homomorphism ¢ : B ®4 Au — BI(u) satisfying
¢(b®a) = bJI(a). Moreover, we have a B-module homomorphism V¢ : BJI(u) —
B ®4 Au satisfying P(x) = x ® u. As xJ(u) = x for any x € BI(u) we clearly have
¢ is the identity, hence ¢ is an isomorphism. The statement now follows because
right multiplication by p defines an isomorphism of A-modules Fx(A) — Au and left
multiplication by J(m) defines an isomorphism of B-modules BJ(u) — §r(J(A)). N

Corollary A9. If L = J(K) is semisimple and B | L then for any A | K we have a k-linear
isomorphism
Homg(3(A), B) — Homg (F1(B), B ®a Sk(A)).

Proof. As L is semisimple we have a k-linear isomorphism
Homz(J3(A), B) = Homg (§1.(B), §L(I(A)))

by Lemma A.6. The statement now follows from Lemma A.8. n
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