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MANY DIRECTIONS IN AT MOST ONE POINT
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ABSTRACT. We prove that for every at most countable family {fx(x)} of real func-
tions on [0,1) there is a single-valued real function F(x), = € [0,1), such that the
Hausdorff dimension of the graph I' of F(z) equals 2, and for every C' € R and every
k, the intersection of I" with the graph of the function fi(x)+ C consists of at most
one point. We also construct a family of functions of cardinality continuum and a
function F’ with similar properties.

1. INTRODUCTION

The motivation of this note comes from the following question by Sergei Treil (August
2018, private communication). Let E be a set in R™, and let K be an n-dimensional
cone in R™. Suppose that for every line | in K and for every vector b, the intersection
E N (l+Db) is at most countable. Does it follow that the Hausdorff dimension of E is
less than n? Recall that for s > 0, the Hausdorff measure H*(E) of a set E is defined
by

H*(E) =lim inf » 7},
0—07r;<d
where the inf, .5 is taken over all at most countable covers of E' by disks with radii
r; < 0. The Hausdorff dimension dimg(F) is given by

dimy(E) = sup{s: H*(F) = oo} = inf{s : H*(E) = 0}.

For n = 2, an affirmative answer to Treil’s question was given by Marstrand [4]
under the additional assumptions that E is measurable with respect to s-dimensional
Hausdorff measure H®, and 0 < H*(F) < oo. Marstrand proved that if 1 < s < 2,
then at H*®-almost all points « € E the following is true: for almost all straight lines [
passing through z, H*~'(ENl) < oo and the Hausdorff dimension of E N1 is equal to
s — 1. See [5, 8] and references therein for generalizations and related results.

We consider the case n = 2 and try to approach the question from the other end:
for which sets K of directions (not necessarily n-dimensional) is the answer negative?
Marstrand’s theorem quoted above implies only that under additional assumptions,
K has zero measure. P. Mattila [6, 7, 8] and T. Orponen [10] obtained estimates for
exceptional sets of points x and for exceptional sets of directions in terms of Hausdorff
dimension in a much more general setting; see also [9]. As a special case, Corollary 5.3
in [10] (also see [8, Theorem 5.2]) yields the following assertion: Let s > 1 and let E be
a Borel set in R? with non-zero finite Hausdorff measure H*. Then there exists a set
of Hausdorff dimension 2 — s consisting of line directions in the plane such that in any
other direction there exists a line intersecting E in infinitely many points. It is known
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[3, Theorem 2| that if H*(E) = oo, then E has a closed subset of Hausdorff measure
1. If F has Hausdorff dimension 2, it follows that H*(E) = oo for all s =2 —¢, ¢ > 0.
Therefore the Hausdorff dimension of the set of directions is 2 — s = ¢, and it follows
that the set of exceptional directions has Hausdorff dimension 0.

Our goal is to construct examples which provide us with more detailed information
about K and intersections £ N (I +b). The case when K consists of only one direction
is known—see for example [1]. Namely, there exists a function F'(z) (which can even
be continuous!) whose graph has Hausdorff dimension 2. So, the intersection of the
graph of F'(x) with every vertical line consists of at most one point.

We show that the answer to Treil’s question is negative in the case of any countable
set of directions. In fact we prove a much more general assertion.

Theorem 1.1. For every at most countable family F of real functions on [0,1) there
is a (single-valued) function F(zx), x € [0,1), such that

(1) the Hausdorff dimension of the graph T of F(x) equals 2;

(ii) the intersection of I' with the graph of any function fi(x)+ C, where fi(x) € F,
C € R, consists of at most one point.

Note that in the special case that the f; are all linear, this means that for every
countable set of directions there is I' such that every line intersects I' in at most one
point. It turns out that there are even uncountable families of directions with similar
properties—see Section 3 for a result in this direction.

T. Keleti [2] constructed a compact subset of R with Hausdorff dimension 1 that
intersects each of its non-identical translates in at most one point. This result and our
theorem have a similar flavor, but their proofs are completely different.

Our main idea is to regard the function F': [0,1) — [0, 1) as sending one infinite se-
quence of bits (that is digits in the binary representation of a number) to another. Most
low order bits of the output sequence F(z) are controlled by much higher order bits
of the input sequence (that is, bits appearing later in the sequence x). Consequently,
thinking of both input and output as real numbers, we find that F' is highly oscillatory
on every scale, with the result that it is surprisingly hard to cover its graph I" with
small disks; in order to cover a short interval of z-values, one needs a comparatively
large disk to encompass the range of possible y-values. This enables us to prove that
the Hausdorff dimension of I" is 2.

In addition to the usual output bits, which are controlled by higher order input bits,
there is a thin but infinite sequence of special bits which are controlled by much lower
order input bits. These are assigned to particular slopes m, and they are reserved
to encode information which enables one to reconstruct x from the y-intercept of the
line through (z, F'(x)) of slope m. This will show that there is a unique point on the
intersection of the graph I' with any line of that slope.

Conceptually, one bit, B, is reserved for each pair consisting of a specified slope m
and a specified bit b of . The simplest version of this idea would be to set the Bth bit
of F(x) so that the Bth bit of F(x) —maz would equal the bth bit of z. Unfortunately,
even knowing mz, we cannot determine which value of the Bth bit of F(x) gives a
desired value for the Bth bit of F(x) — ma without using information about later
bits of F'(x), which themselves may depend on still later bits. To avoid this regress,
we use a three bit field in F(z) to capture a single bit of z. We remark that the
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argument sketched above uses no special properties of the class of functions {mz},
so Theorem 1.1 is expressed in terms of arbitrary sequences of functions. When the
functions are continuous, we can prove that F' is measurable and Baire one.

Since there are only countably many output bits available, our method is apparently
capable of handling only countably many directions. However, if the slopes are chosen
to form a suitable Cantor set IC, it is possible for each bit field to cover a whole
interval in IC. This is the additional idea behind the proof of Theorem 3.1 below. In
the construction given, K is of Hausdorff dimension zero; in a certain sense this is a
counterpart of the result mentioned above.

The authors are grateful to Professor Sergei Treil for very useful discussion. We would
also like to acknowledge the very helpful questions and suggestions of the referee.

2. PROOF OF THEOREM 1.1

Every z € R can be written in the form
r=|z|+{z}=|z] + Zxﬂ’i,
i=1

where |z, {z} are the integer and the fractional parts of = correspondingly, and each
x; is either 0 or 1. We write (0100---0---) instead of (0011---1---). In other words,
the binary expansion of every number {z} in [0, 1) contains infinitely many zeros. Such
a representation is unique.

We partition the set N of positive integers into a set 7" and a collection of 3-element
sets S;; indexed by ordered pairs (i,j) of positive integers in such a way that the
following statements hold:

(1) The density of 7" in the positive integers is 1.
(2) Each S;; is of the form {s;;, s;; + 1, s;; + 2} for some positive integer s;;.
(3) All sets S;; and T" are mutually disjoint.
Ifr=3%,2,27"€[0,1) and s is a positive integer, we define
gs(x) 1= 2,275 + w1275 (2.1)
We extend gs(x) to a function on R by imposing periodicity: gs(z + 1) = gs(x). In
other words, we set g(x) := g({z}).

Lemma 2.1. Let s be a positive integer, U a subset of the positive integers which is
disjoint from {s,s +1,s+ 2}, and a € R. Let

A= gs(a) + ZQ‘i —a; B:=g¢,2°+a)+ ZQ‘i —a.
ieU ieU
Then
{271A} € [0,1/8] U [3/4,1); {2°7'B} €[1/4,5/8].
Proof. We partition U into UT :=UN[l,s — 1] and U~ := U N [s+ 3,00). Thus
—i _ —i —i__m
SLEED SERRD SESRELN
2y ieUt €U~
for some m € Z, § € [0,27°72]. As {2°71A} and {2°7' B} only depend on {a} and U~,
we may assume a € [0,1). We can therefore write
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a—gs(a) = Z 27 + Z 27,
i€ At i€ A~
where AT C [1,s — 1] and A~ C [s + 2, 00) are sets of integers. Thus,

a—gs(a) = +e
for some n € Z, € € [0,2757!]. Tt follows that

2T A=m-n+2Y§—e)€m—-—n—1/4,m—n+1/8].

n
25—1

Likewise,

n—1/2
=02 0 = (@ 0 g2 ) -2 = Y

+e

for some integer n and ¢ € 0,277, so
2'!B=m—-n+1/2+2"0—¢e)€m—n+1/4,m—n+5/8|
Lemma 2.1 is proved. O
For positive integers ¢ and 7, we define
hij(z) = g, (fi(z) + 2;27°7),  fi € F.
Define F(z), z € [0,1), by the equality
F(z) = F<ix2_> = xp2 4 iihzj(m). (2.2)
i=1 ieT i=1 j=1
Lemma 2.2. The function F(z) — fi(z) is one-to-one on [0,1) for every f; € F.

Proof. Fix 1, j, and x € [0, 1), and observe that the h;;(z) can have a non-zero bit only
in position s;; or s;; 4 1, while Y, ., 24227% and Z(k 0 £(i.5) hi(x) are sums of 27% over
some subsets of 7" and of N\ 7" which are both disjoint from S;;. Thus,

_ gs”(fl(a:)) + Zie 27" — fi(x), x; =0,
F(iU) - fz(f) - {gs”(fz(fv) + 2—Sij)U+ ZZEU 9—i _ fz(x), z; = 17

where U is a set of positive integers which is disjoint from S;;.
Choose x # y. There exists j such that z; # y;. According to Lemma 2.1,

{2971 (F () = fil))} # {2971 (F(y) — fi(w))}
for every positive integer i. Hence, F'(x) — fi(z) # F(y) — fi(y). O

Note that Lemma 2.2 implies (ii) of the main theorem.
The following lemma establishes the validity of (i).

Lemma 2.3. Let T and S;; be defined as above, and for each pair of positive integers
(i,7), let hij: R — R denote any function whose range is contained in

{k27%7 1 | k € [0,3] N Z}.
Let T denote the graph of F(z) defined as in (2.2). Then
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The proof of Lemma 2.3 is based on the following assertion.

Lemma 2.4. Let functions h;j(x) be chosen as above. For every o < 2 and ¢ > 0
there exists 6 = d(a,e) > 0 with the following property. For every disk D(r) with
radius v < 0, the length of the projection of I' N D(r) onto the x-axis is less than er®.

Let us show that Lemma 2.4 implies Lemma 2.3.

Proof of Lemma 2.3. Suppose that dimy(I") < 2. Choose 3 so that dimg(I") < 5 < 2.
Let § := (3, 1) be the number in Lemma 2.4. There is an at most countable family of
disks D;(r;) such that r; < &, T C U, Dy(r:), and 3,77 < 1. We have

Pr(T)| < Z IPr(T'N Dy(ry))] < Zr? <1,

where |Pr(A)| denotes the length of the projection of a set A onto the z-axis. Since I'
projects onto the whole of [0, 1), this contradiction proves that dimgy (') = 2. l

Proof of Lemma 2.4. By (2.2), for every x € [0, 1), the value y = F(z) can be written
as Y ey 27" for some set U of positive integers which does not contain any integer
of the form s;; + 2 but does contain ¢ whenever 7 € T" and x;2 = 1. Since there are
infinitely many integers of the form s;; + 2, we have y; = 1 if and only if ¢ € U. Hence,
yi = x;2 fori €T

We may assume that § < 1/2. Let N be such that 27V~ < r < 27N, Then a disk
D(r) intersects at most nine dyadic squares with side length 27. Hence, it suffices to
prove the existence of Ny such that for every open dyadic square () with side length
less than 27V, where N > Ny,

Pr(QNT)| <27 N > N,.

Fix @. For all points (z,y) € @, the first N digits xy,...,zx in the binary represen-
tations of = are determined by @, and likewise for y;,...,yy. Let M = M(N) be the
number of positive integers in the set [1, NJNT. By (2.2), for all (x,y) e 'andn € T,
we have z,2 = y,. Therefore, for all (z,y) € T' N Q, x,, is contant for m € [1, N] and
also for m € {n? | n € TN[1, N]}. The union of these two sets has at least M +N —+/N
elements. Since limy_,o,o M/N =1 and « < 2, we have

|Pr(Q N F)| < 2—(N+M—\/ﬁ) _ 2—N(1+M/N—a—\/ﬁ/N)2—Na < 62—N0¢7
if N is sufficiently large. Lemma 2.4 is proved U

Proposition 2.5. If the f; are continuous, the function F can be taken to be Borel
and even of Baire class one. In particular, the graph I is Borel.

Proof. Indeed, (2.2) expresses I’ as a uniformly convergent sum of two types of func-
tions: x +— 227" and hy;(z). Each function of the first type can obviously be written as
a finite linear combination of characteristic functions of half-open intervals and there-
fore is a Baire one function. Any pointwise limit of Borel functions is Borel, and any
uniform limit of Baire one functions is Baire one. Finally, the graph of any Borel func-
tion is a Borel set. Thus, it suffices to prove that each h;;(z) is a Baire one function.
It suffices to check this on each part of a finite partition of the domain into half-open
intervals, so we may assume that z; is constant on the domain.
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Thus, we need only show that g(f(z)) is Baire one when g is a right-continuous
piecewise constant function and f is continuous and bounded on an interval [a,b). On
the range of f, we can express g as a finite linear combination of characteristic functions
of intervals [c, 00), so we may assume g is of this form. Let U = f~!((—o0,¢)). This
is a countable union of disjoint open intervals and can therefore be expressed as an
increasing union U = | J7~, I,,, where each I, is a finite union of disjoint closed intervals.
For each I,, there exists an open set J, containing I,, and disjoint from the complement
of U. By the Tietze extension theorem, there exists a continuous real-valued function
¢n on [a,b) which is 0 on [, and 1 on the complement of J, (and therefore on the
complement of U). Then g o f is the pointwise limit of the functions ¢,.

O

3. FAMILIES F OF CARDINALITY CONTINUUM

Theorem 3.1. For every real function f(x) on [0,1) there exist a set K of real numbers
and a single-valued function F :[0,1) — [0,1) such that

(i) KC has cardinality continuum;

(i) the Hausdorff dimension of the graph T' of F(x) equals 2;

(7i) the intersection of T' with the graph of any function kf(x) + C, where k € K,
C € R, consists of at most one point.

Proof. We may assume that 0 ¢ K. Let
A={\:A=1/k, ke K}.

Then (iii) in Theorem 3.1 is equivalent to the following statement: the function AF'(z)—
f(z), z €]0,1), is one-to-one for every A € A.
Let

So = 5, S = (j—i-l)Sj,l, j > 1, V.= [0,5]U<U[Sj—8j1,Sj+8]'1]), T := N\V
j=1

Note that the density of 7" in the positive integers is 1, and ¢ > 16 for z € T'.
Define F(x), = € [0, 1), by the equality

F(z) = F(ilw) = xp2 4 ilhj(x), (3.1)

i€T =
where hj(z) = gs,(f(z) + 2;27%), and g, is defined by (2.1). Essentially the same
arguments as in the proof of Lemmas 2.3 and 2.4 yield (ii). Let

A={AeR:A=1+) N2}
i=1
where each J; is either 0 or 1. Obviously, A (and hence K) has cardinality continuum.
To establish (iii), it suffices to prove the following claim: for every z € [0,1), j € N,
and A\ € A, there exists a set U = U(z,j, A) of nonnegative integers which is disjoint
from {s;,s; +1,s; + 2} and such that

AF(2) = hy(z) + ) 27" (3.2)

el
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Indeed, the claim implies that AF'(z) — f(z) is one-to-one for every A € A exactly by
the same arguments as in the proof of Lemma 2.2.

We fix x € [0,1), j € N, and A € A, and split 7" into T~ =7'N[0,s; — s;—1 — 1] and
Tt =TnN[sj+ sj_1+ 1,00) (for j =1, the set T~ is empty). Thus,

)\F(x):F(x)+<§>\k2_sk) <Zx22 +Zh )

€T

- B
x) + ]z: Z Np22” R+ 4 Z Z Np;22~ (54

k=1 ieT— k=1 T+

F30 S e 0 £ 373 2 )

k=j i€T k=1 i=1

which we write F(z) + %1 4+ 39 + 33 + X4. Note that for j =1, ¥ = ¥y = 0.
By (3.1), we may write F'(x) in the form

=Y 2+ hi(a)+ Y 27,
i€l it

where I, C [0,s; —sj_1 — 1], I}t C[s; + -1+ 1,00); for j = 1, the set I, is empty.
For the sum ¥; we have s, +7 <s;_; +5; —5j_1 — 1—3]—1 Hence,

ZQZ OSJ 1]

i€ly
As Tt C [Sj + Sj—1 — 1,00),
j—1
Yy < Z 9= (sktsjtsj-1) - 9=(sj+sj-1)
k=1

Since ¢ > 16 for 1 € T,

23 < Z 27(sk+15) < 2*(8j+14).
k=j
Finally, >4, may be decomposed into two sums. The first sum

1 1
241—323]2:&2 Whi(r) =Y 27, c [0, s;),
k=1 i=1 i€l

since s; + s; + 1 < s;. In the second sum at least one index £ or 7 is greater than or
equal to j. If i > j, we have

A2 hy(z) < 27k (275 4 275
>y >y

k=1 i=j k=1 i=j

(o0
< Z =5k . 2—Sj+2 S 2—Sj—7
k=1
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since sy < 10 as k > 1. The case k > 7 is analogous to the previous one.

Combining these estimates, we obtain (3.2), which implies the theorem. O
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