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Abstract

Numerous climate models display large-amplitude, long-period variability associated with
quasiperiodic convection in the Southern Ocean, but the mechanisms responsible for producing
such oscillatory convection are poorly understood. In this paper we identify three feedbacks that
help generate such oscillations within an Earth System Model with a particularly regular
oscillation. The first feedback involves increased (decreased) upward mixing of warm interior
water to the surface, resulting in more (less) evaporation and loss of heat to the atmosphere
which produces more (less) mixing. This positive feedback helps explain why temperature
anomalies are not damped out by surface forcing. A second key mechanism involves convective
(nonconvective) events in the Weddell Sea causing a relaxation (intensification) of westerly
winds, which at some later time results in a pattern of currents that reduces (increases) the
advection of freshwater out of the Weddell Sea. This allows for the surface to become lighter
(denser) which in turn can dampen (trigger) convection- so that the overall feedback is a negative
one with a delay-helping to produce a multidecadal oscillation timescale. The decrease (increase)
in winds associated with convective (nonconvective) states also results in a decrease (increase) in
the upward mixing of salt in the Eastern Weddell Sea, creating a negative (positive) salinity
anomaly that propagates into the Western Weddell Sea and dampens (triggers) convection-again
producing a negative feedback with a delay. A principal oscillatory pattern analysis yields a
reasonable prediction for the period of oscillation. Strengths of the feedbacks are sensitive to

parameterization of mesoscale eddies.
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1. Introduction

The Weddell Sea represents a major challenge in simulating the circulation of the global
ocean within climate models. Within this basin, warmer and saltier waters influenced by North
Atlantic Deep Waters intrude below cold, fresh Antarctic Surface Waters. Such intrusions result
in conditional instability as deep waters brought near enough to the surface can become lighter
than the surface waters. As a result, mixing between the deep and surface waters will produce
cabelling. In many models that were part of the CMIP5 climate suite open-ocean deep
convection within the Weddell Sea determines the temperature, salinity and density of the
Antarctic Bottom Waters (Heuzé et al., 2013). Cessation of such convection in CMIP5 models
was found by de Lavergne et al. (2014) to be associated with a more realistic lag in the warming

of the Southern Ocean over the past century.

A number of current climate models exhibit regular, long-period variability in this
convection. Models with regular periods range from ~40 years in the GFDL ESM2G model
(Zanowski et al. 2015; Zanowski and Hallberg, 2017) to around 50 years in the GFDL ESM2Mc
model (Galbraith et al., 2011, Bernardello et al. 2014) to multicentennial variability in the Kiel
KCM1.2 model (Latif et al., 2013). Reintges et al. (2017) analyzed convective behavior in 15
such models and found an inverse relationship between the fraction of years exhibiting
convection and the magnitude of stratification, with more stratified models exhibiting longer-
period oscillations. Within individual models, such variability has been found to drive
interdecadal variations in the formation of Antarctic Bottom Waters (Zanowski et al.,2015),
Drake Passage transport and Weddell gyre strength (Behrens et al., 2016) ocean heat and carbon
content (Bernardello et al. 2014, Thomas et al. 2018) and hemispheric atmospheric circulation

(Cabré et al., 2017). Zhang et al. (2017) argued that convective variability allows for
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predictability of local climate with the GFDL ESM2M model. However, the mechanisms

underlying such convective variability remain poorly understood.

A number of mechanisms have been proposed which might drive periodic convection in
the ocean. The simplest of these relates to the fact that convection moves heat upwards in the
water column, providing the primary balance to the downward transport of heat due to large-
scale advection (Gnanadesikan et al., 2005). As a result, shutting off convection tends to trap
heat at depth-which in turn over time creates instability that restarts convection. Martin et al.
(2013) assert that this process is responsible for triggering convection in the Kiel Climate Model.
The timescale of the variability is thus determined by the time required to build a sufficient warm

anomaly at depth to counter the surface freshwater stratification.

An order-of-magnitude estimate of such a time scale in the real world can be taken from
the amount of Atlantic, Indian and Pacific Deep Waters transformed within the Southern Ocean.
Observationally-based estimates of this flux range from about 24 Sv (the inverse model of
Talley, 2008) to 29 Sv (the ECCO data-assimilation solution of Forget, 2010) to 47 Sv (the
inverse model of Sloyan and Rintoul, 2001). The volume of deep waters south of 50°S with a
potential density 6o>27.7 is 1.5 x 10! m?, implying a residence time of order 200 years for the
lower flux and 100 years for the higher one. Limiting the volume to waters between 300 and
2000m (the volume used in Reintges et al., 2017) causes the expected timescale for convection to
shrink by about 2/3. On the other hand, if it is the volume of the entire deep ocean that needs to

change (as in Loving and Vallis, 2005) the time scale rises to thousands of years.

An alternative possibility for periodic convection driven by surface forcing was proposed
by Welander (1982). In this system there are two equilibrium states, one corresponding to low

mixing and the other to high mixing. If the equilibrium density of the low mixing state is higher

4
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than that of the high mixing state, and if the mixing is a positive function of density with a
transition in between the two equilibrium states, the result is to produce an oscillation. If the
mean buoyancy flux in the Southern Ocean is positive due to freshwater addition, as it is in the
real world, the dominant driver of instability is expected to be cooling of the surface. However, it
is unclear how such a mechanism could produce multidecadal convection, given that the
relaxation time scale for surface temperature anomalies in the Southern Ocean is 3-6 months
(Hausmann et al., 2016), as is the timescale for deep convection to replace the water in the

surface layer (as shown by the annual resetting of surface nutrients to their deep values).

One possibility is that a decadal time scale could be related to slow vertical mixing across
the pycnocline. A number of investigators (Timmermann and Beckmann, 2004; Heuzé¢ et al.,
2015b) have shown that the representation of background vertical mixing can affect whether a
polynya occurs within the Southern Ocean in short-term simulations. However, both papers
demonstrate that stronger wind-driven mixing suppresses convection- a result that would seem to
conflict with the Reintges et al. (2017) observation that weaker stratification is associated with

more frequent convection in long-term coupled simulations.

Another class of theories invokes slow integration of anomalies in freshwater forcing to
drive convection, with the idea that salinity anomalies build up until they reach some critical
value, at which point they trigger convection. Martinson et al., (1982) proposed that such
preconditioning of the surface was important for driving the Weddell Polynya, with advection
potentially helping to set a timescale. Weisse et al. (1994) found that stochastic freshwater
forcing in an ocean-only GCM was able to generate decadal variability in North Atlantic

overturning without invoking atmospheric coupling.
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A final class of theories for periodic convection proposed by a number of investigators
for the North Atlantic (Latif et al., 1996, Marshall et al., 2001) allows for longer timescales of
convection by invoking a delayed oscillator mechanism involving atmospheric coupling. Larger
SST gradients between the tropics and high latitudes produce a poleward shift of the westerly
wind jet (positive North Atlantic Oscillation). The wind changes extract more heat from the
subpolar gyre, causing a larger density gradient which in turn spins up the meridional
overturning circulation. The stronger wind also spins up the subpolar gyre producing more heat
transport. The changes in ocean circulation thus damp the SST gradient, but with a delay
determined by the speed of Rossby wave propagation and the strength of air-sea coupling. Note,
however, that both of these papers neglect the impact of salinity. Behrens et al. (2016) suggest
that a similar oscillator might play a role in the generation of deep Southern Ocean convection
and an important role for wind forcing in Southern Ocean convection was also proposed by
Gordon et al. (2007) and Cheon et al. (2014). Cabré et al. (2017) demonstrate that wind stresses
do vary in phase with Southern Ocean convection in one version of the GFDL ESM2Mc model.
However, none of these papers clearly demonstrated how changes in winds would drive

convection and what time scales might be involved.

A final complication is the range of physical processes that have been shown to affect
convection in models. In addition to winds and vertical mixing, Thomas et al. (2018) show that
increasing the eddy mixing parameter Aredi (Which governs stirring along density surfaces and is
poorly constrained in models) reduces both the stratification and amplitude of convective
variability. However increasing the interfacial diffusion coefficient Agwm (Which governs how
strongly eddies flatten strongly sloping isopycnals) increases the stratification, but also reduces

the amplitude of convectively driven variability. Eddy-permitting simulations of the Southern
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Ocean (Dufour et al., 2017) have been found to produce convective events but the length of the
simulations is too short to draw strong conclusions about the inherent period of these
oscillations. Kjellson et al. (2015) showed that in addition to vertical mixing, differing
initializations of sea ice thickness or representations of ice sheet melting could also trigger deep

convection in short historical simulations.

The primary focus of this manuscript is to describe the mechanisms that produce periodic
convection in a version of the coarse-resolution GFDL ESM2Mc model, in which the changes in
stratification leading to convection are dominated by changes in surface salinity. We choose this
model because it has a relatively skillful simulation of wintertime temperatures and salinities
within the Weddell Sea, winds over the Southern Ocean as a whole and the most regularly
periodic variation in convection amongst the versions of ESM2Mc which we have run at Johns
Hopkins. Previous work with ESM2Mc (Galbraith et al., 2011) suggested that convective
initiation and shutoff within the Weddell Sea could be predicted from salinity anomalies
originating near the prime meridian, but did not describe how such anomalies could be
generated, how such generation might be linked to convective variability in the Weddell Sea, and

why such a mechanism would produce periodic multidecadal variability.

The structure of this paper is as follows. In Section 2 we review the model to be used in
this paper and outline the Principal Oscillation Pattern analysis that we use to identify critical
regions for SST and SSS variability as well as the coupling between these regions. We also
describe the term balance analysis that we use to elucidate the mechanisms involved. In Section
3 we show that the Principal Oscillation Pattern analysis reveals a coupling between EOFs of
SST and SSS with centers of action in the Western Weddell and Eastern Weddell seas. We then

examine the term balances of SSS and SST in each region- highlighting how variation in the
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advective salt flux drives SSS variability in the Western Weddell Sea and the joint roles of
variability in currents and surface salinity anomalies in producing these changes. We then
examine how convection in turn results in changes in winds and mixing that produce anomalies
in both surface velocities and sea surface salinity. In Section 4, we examine the realism of the
physical processes involved in convection as well as the robustness of our story to changes in the

model physics.

2. Methods

a.) The model

The model used here is the Geophysical Fluid Dynamics Laboratory (GFDL) fully
coupled CM2Mc (Coupled Model 2 with Modular Ocean Model, coarse grid), comprised of
separate atmosphere, ocean, sea ice, and land components that are linked through a flux coupler.
The atmosphere model has 24 vertical levels, a 3.75° longitudinal resolution and a 3° latitudinal
resolution and has modern parameterizations of radiation, clouds, and boundary layers. The
ocean model has 28 vertical levels using a z* coordinate and a nominal 3 x 1.5 degree resolution,
with a latitudinal resolution which varies with latitude. The model was initialized with modern
observations and then run out for 1500 years with preindustrial levels of greenhouse gasses and
aerosols. In this paper, we consider three simulations branched from this point with three
different mesoscale eddy parameterizations, but with atmospheric radiative forcing remaining at

preindustrial levels.

In the control state of the model (described in Galbraith et al. 2011) eddy

parameterizations were tuned to minimize both maximum and RMS SST errors, produce a



174

175

176

177

178

179

180

181

182

183

184

185

186

187

188

189

190

191

192

193

194

195

relatively realistic Southern Ocean circulation, a relatively realistic El Nino and a stable and
realistic overturning circulation. As in most current climate models, the interfacial diffusion
coefficient Agm follows the theory of Visbeck et al. (1998), in which it is proportional to the

slope of the isopycnal surface S, and the stratification N:
Ay = aNS, 12, (1)

where «ais a scaling coefficient and L is generally chosen as the width of the baroclinic zone.

Equation 1 works well in capturing the difference between subtropical gyres (where S, is small)

and boundary currents (where it is large). However, it leaves Agm poorly defined in regions with
weak stratification where the isopycnal slope goes to infinity and the buoyancy frequency goes to
zero. To avoid instability Agwm is usually given a floor at some minimum value and a ceiling at
some maximum value. In our baseline simulation, the minimum value of Agm was set to 200
m?/s and the maximum value was set to 1400 m?%/s. We also ran a second set of simulations
where the minimum was raised to 600 m?/s, closer to the value used in the higher resolution

GFDL ESM2M model (Dunne et al., 2012). We refer to this simulation as AGMmin600.

In recent years, our group at JHU has examined the impact of changing the diffusion
coefficient Aredi that governs the stirring of passive tracers along isopycnals. This parameter is
poorly constrained in both observations and models (Gnanadesikan et al., 2015) but has
important impacts on convection (Pradal and Gnanadesikan, 2014) and biogeochemical cycling
(Bahl et al., 2019). After our initial spinup, a number of additional simulations were generated in
which the parameter was set to a lower value of 400 m?/s and higher values of 1200 and 2400
m?/s (a range similar to that seen in CMIP5 models) with all four cases being run out for an

additional 1000 years. In Thomas et al. (2018), we noted that the version of the model with the
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lowest mixing coefficient (denoted as AREDI400) had the most regular convection while the

model with the highest mixing coefficient (denoted as AREDI2400) had much less variability in
convection within the Weddell Sea. There is an initial adjustment period of about 100 years over
which surface temperatures come to equilibrium. In order to avoid trends due to this adjustment,

we analyze output from the last 600 years of each model simulation.

In this manuscript we will focus on the AREDI400 simulation, but will briefly compare
the mechanisms found in this simulation to the AREDI2400 and AGMmin600 simulations at the
end of the manuscript. Various diagnostics for the three models are compared with observations
and the range of CMIP5 models in Table 1. Despite its coarse resolution, AREDI400 produces a
relatively realistic mean state of the Southern Ocean compared to the CMIP5 suite of coupled
climate models. The ACC transport through Drake Passage is 169 Sv-very close to the modern
value of 170 Sv from Donahue et al. (2016) used as a metric of Southern Ocean circulation by
Beadling et al. (2019). The mean density gradient across the ACC of 0.26 kg/ m? is also close to
the observed value. The peak wind stress of 0.163 Pa lies between the 0.14 Pa estimated by the
NCEP-NCAR reanalysis between the years of 1949 and 1970 and more modern values of 0.18-
0.19 Pa, which include significant impacts from the ozone hole (Thompson and Solomon, 2002).
Maximum sea ice extent is 17.9 Mkm? in this model in the mean compared with 18.7 Mkm?
from observations (Turner et al., 2012). Density stratification between 300m and the surface
within the region of deep convection when convection is not present (a metric used by Reintges
et al., 2017 to look at the relationship between stratification and convective period) is 0.16
kg/m*. All of these metrics are close to the middle of the suite of CMIP5 models. The model
does have bottom temperatures and densities that are too warm and too light, but the wintertime

density stratification within the Weddell Sea is close to modern observations (though this
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involves compensating errors from temperature and salinity). The AREDI2400 model has less
stratification, cooler deep waters, weaker winds and ACC transport and less sea ice. The
AGMmin600 model is more stratified, with warmer deep waters and more sea ice, but
surprisingly also has weaker winds. With an ACC transport at Drake Passage of 135 Sv the
AGMmin600 is closer to the old estimate of 137 Sv of Cunningham et al. (2002) but still well

within the CMIP5 model range.

The strongest interdecadal sea surface temperature (SST) variability amongst the three
simulations is found in the AREDI400 model. A particularly important region of variability is
found in the Western Weddell Sea, between 50-20°W and 70-55°S (Fig. 1a, red box). Periodic
increases in annual mean SST of up to 1.2°C above the average are associated with extraction of
heat from the water column (Fig. 1b), higher salinity at the surface (Fig. 1¢) and higher densities
thoughout the water column, but particularly at the surface (Fig. 1d). Decreases in SST are
associated with a buildup of heat, lower surface salinity, and lower density throughout the water
column, but again particularly at the surface. This pattern is consistent with a periodic extraction
of heat by convection, but also with that convection being driven primarily from the surface.
The RMS variation in surface density (0.11 kg/m?) is about four times the variation at the depth
where we find the largest buildup of heat (0.03 kg/m?). The fact that high surface density is
associated with higher SSTs (which would lighten the water column) means it is the higher SSSs
that must be responsible for the increase in density. There is some hint of density anomalies
propagating downwards from the surface. The period is about 50 years. Similar dynamics are
found for salinity in the ESM2G model (Zanowski et al., 2015) which has a very similar
atmosphere but different ocean dynamics. This suggests that the simplest explanation for

convection (resetting of an unstable warm deep reservoir by large-scale circulation as in Loving
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and Vallis, 2005) is not a tenable explanation for periodicity of that convection and that we need

to look at how the surface anomalies are generated and sustained over multiple decades.

The cycles in sea surface temperature are also linked to variations in sea ice cover. Fig. 2
shows composites of the 15% sea ice extent contour during September taken relative to the time
at which the minimum ice cover occurs in the Western Weddell region. The variation is largely
expressed in terms of variation of the sea ice edge, rather than by the formation of a polynya
within the ice pack. The ice edge reaches its maximum extent about 25 years before a minimum
and drifts polewards over a period of about 15 years across the Weddell Sea (Fig. 2a). From
about 10 years to 4 years before the minimum, the sea ice retreats faster in the Eastern Weddell
Sea along the Prime Meridian, but from that time onward the retreat is much faster in the
Western Weddell Sea, where the wintertime ice edge retreats by over 1200 km (Fig. 2a). After
the minimum in ice cover associated with the maximum in convection, the ice cover advances
rapidly in the Western Weddell Sea for about 6 years, advances broadly across the Weddell Sea
for about 4 years (Fig. 2b), and then primarily advances in the Eastern Weddell Sea for the
remainder of the cycle (Fig. 2b). As we will see asymmetric behavior between the Eastern and
Western Weddell sectors (shown by the yellow and cyan boxes within the plot and denoted in
this paper by the acronyms EW and WW respectively) plays an important role in explaining this

oscillation.

b. Principal Oscillation Pattern Analysis

In order to isolate dynamics that can result in oscillations we need to identify centers of

action where variability in temperature and salinity is large and varies coherently. Such centers
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may be separated in space and peak at different times. We isolate both the key locations and the
interactions between them using a method similar to the Principal Oscillation Pattern
methodology developed by Hasselmann (1988) and applied by Xu and von Storch (1990) to
analyze El Nino. While Weisse et al. (1994) applied this methodology to the North Atlantic to

our knowledge it has not been applied to look at Southern Ocean dynamics.

We apply the following steps to generate the analysis (a more complete mathematical
description is provided in the Supplemental material and the Matlab routines are provided via the
data archive). 1. In order to focus on decadal variability, we smooth the surface temperature and
salinity time series with a ten-year boxcar. 2. In order to avoid drifts, we limit our analysis to the
last 600 years of this smoothed time series. 3.We are interested in covariation of temperature
and salinity, but the range of temperature is much larger than that of salinity. We therefore
normalize the anomalies by the standard deviation of the decadal variability in each field
averaged over the Southern Ocean. This ensures that any patterns of variability are not
dominated by temperature. 4. In order to identify the principal centers of action we perform an
empirical orthogonal function on the normalized SST and SSS fields together, performing a
singular vector decomposition on a data matrix containing both fields. We then extract the first
ten modes, which will capture the spatial patterns associated with greatest joint variability in
temperature and salinity. 5. Standard EOF analysis allows statistically insignificant correlations
between centers of action to cause them to become unphysically coupled, producing modes that
represent either a sum across the leading centers of action or of differences between these
centers. However, the leading modes can be rotated to a new set of modes that are not only
orthogonal but are also strongly peaked in space (though they are no longer strictly orthogonal in

time). This rotation thus isolates primary centers of action (see Lian and Chen, 2012 for an in-
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depth discussion of this). In our case we rotate the first ten modes using the varimax criterion
(Kaiser, 1958), which ensures that each rotated mode is as “peaked” in space as possible. 6. The
rotated modes are projected onto the anomaly fields to generate the associated time varying
amplitudes 1.4 which can be lumped together as a time-varying vector ¥ (note that in the
notation of Hasselmann, 1988, these correspond to the amplitudes of what he terms Principal
Prediction Patterns). 7. In order to identify relationships between the centers of action defined

by the rotated EOF patterns we use multiple linear regression to define a matrix equation

ox -
S=RxJ 2)

This equation isolates how anomalies in one convective region can produce changes in other
regions and how these changes may feed back onto the convective region. In general we are

looking for equation sets of the form

9 Xconv

ot = _Aconv)(conv + OcrXresp (33)
ox
% = OrcXconv — Aresp)(resp (3b)

Where y.ony represents the amplitude of a pattern of anomalous SSTs and SSSs that is centered
in a region with deep convection, Y., represents the amplitude of a similar pattern that
responds to this deep convection, the A terms represent the rate at which these anomaly patterns
are damped and the ¢ terms represent couplings between regions, where anomalies in one region
cause a change in another region. We are particularly interested in equation sets where g, *

o < 0, since such sets of equations would correspond to a harmonic oscillator. 8. In order to
find a prediction for the natural period of oscillation we extract the eigenvectors and eigenvalues

of the R matrix in equation (2). Eigenvectors with imaginary eigenvalues are rotary solutions and
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come in pairs. The least damped oscillatory state will then be one that can amplify that part of
random atmospheric forcing that has the appropriate range of frequencies (as in Xu and Von

Storch, 1990 for ENSO and Griffies and Tziperman, 1995 for the North Atlantic Overturning).

Such a state may also be sustained by coupling if one of the damping coefficients A is negative.

c.) Term balances

While the principal oscillation pattern analysis will show linkages between temperature
in one location and salinity in another, it cannot by itself tell us why such linkages exist or why
they have the sizes they do- i.e. what determines the size and sign of the A and o coefficients in
equation 3. In order to better understand such linkages we examine the term balances that lead to
changes. The MOM4 model breaks the time rate of change of any variable into several terms.

Physically, this can be described as

Time rate of change of tracer X = Advection + Vertical dif fusion from below +

Nonlocalgpp + Sources + Mesocale eddy + Submesoscale eddy + Surface fluxes (4)

In (4), “Advection” refers to the three-dimensional advection from the resolved flow, “Vertical
diffusion from below” is that component of the subgridscale diffusive flux associated with
downgradient diffusive transport by small-scale turbulent diffusion and “Nonlocalkpp* refers to
the transport due to large eddies within a mixed layer following Large et al., (1994). “Source”
terms are zero for salinity but may include the impact of vertically penetrating shortwave
radiation for temperature. “Mesoscale eddy” includes both the diffusive Redi and advective GM
terms. “Submesocale eddy” transport is due to mixed layer restratification following Fox-

Kemper et al. (2011). As in previous work (Seviour et. al., 2017) we sum these tendencies over
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some set of layers to define flux terms, Qf(ag where X denotes the relevant tracer and the tag

denotes the process. We combine vertical diffusion and Nonlocalkpp terms (which only depend
on boundary fluxes and the vertical structure of tracers and momentum) with any source terms
(shortwave heating in particular) to form a vertical mixing term Q¥™*. We also combine the

mesoscale and submesoscale eddy terms (which depend on lateral as well as vertical gradients)

to form an eddy term. Qf(ddy . Our term balance equation then becomes
tend _ padv vmix eddy surf 5
x =0Qx  +0Qx" T +Qx ~ +0Qy (5)

As we will see below, some of these terms can be in phase with peaks in temperature and salinity
corresponding to convective events. However, others (particularly the tendency term) will be out
of phase with these peaks. By looking for terms on the right-hand side of the equation that are
similarly out of phase with the temperature and salinity peaks we can gain insight into how we

can generate anomalies that persist over many decades.

3. Results

a.) EOF and POP analysis: AREDI400 model

We begin by analyzing the AREDI400 model, which as previously stated has the most
regular variation of any model we have run. The first ten unrotated EOFs in this model account
for 85% of the overall variance in temperature and salinity with the first mode accounting for
39.4% and the first four modes accounting for about 70%. The SST and SSS patterns associated

with the first rotated EOF are shown in Figure 3a and b. The EOFs are normalized so that the
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corresponding modal amplitude time series y(t) have standard deviation of 1 (the impact of a
mode on a particular point is given by the value of the pattern at that point times the value of the
modal amplitude over time). The first rotated EOF is associated with covariation of temperature
and salinity centered in the Weddell Sea- exactly the area where we see the maximum
temperature variability in Fig. 1a. The yellow boxes in Fig. 3 correspond to the WW region
where the signature of deep convection is seen in Figs. 1b-d. Figures 3¢ and 3d show the third
rotated EOF, which is the mode that exhibits the strongest two-way coupling with the first mode
(modes 2 and 4 are shown in the Supplemental material). The third rotated EOF is associated
with a negative salinity anomaly to the east and a positive temperature anomaly to the north of
the center of action of the first rotated EOF. The cyan boxes in Fig.3 show that the EW region

(20°W-20°E, 70-55°S) corresponds to the maximum salinity anomaly in Fig. 3d.

As shown in Fig. 4a, the time series of the modal amplitude for the third EOF y; (red
line) is out of phase with that for y; (blue line) and when plotted against it (Fig. 4b) produces a
tilted ellipse that corresponds to oscillatory behavior. It is thus unsurprising that the time
tendencies of each mode are related to the amplitude of the other mode. A multiple linear

regression produces the following set of relationships

% = 0.075yr 1« y; — 0.128yr 1 % x5 (6a)
% =0.132yr 1 x y; — 0.063yr ™1 x x4 (6b)

which produce correlation coefficients of 0.90 for the prediction of y; (blue line, Fig. 4c) and

0.92 for the prediction of y3 (red line, Fig. 4c).
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The physical story told by this set of equations helps to explain how we can get a
sustained oscillation over many decades. An initial positive perturbation in temperature and
salinity over the Western Weddell Sea (positive y;) will grow, but also generate a negative
salinity perturbation to the east and a positive temperature perturbation to the north (positive y3).
But positive perturbations in y; generate a negative trend in y; —resulting in oscillatory
behavior. Simply solving equation (6a,b) for an oscillatory solution produces a resonant period

of 57 years.

Performing the full principal oscillation pattern analysis (using the full R matrix with the
top 4 modes shown in Table S1) yields a complex eigenvector involving all four of these modes
whose structure is shown in Fig. 3d. The length of each arrow shows the relative contribution of
each mode to the pattern and demonstrates that the oscillation is dominated by modes 1 and 3.
As the corresponding eigenvalue is 0.0016+i*0.11 yr'!, the vectors rotate clockwise with a period
of 57 years (with a statistically insignificant growth). At any time we can get the actual physical
expression of the mode by taking the projection of these vectors on the real axis and summing
the resulting weighted spatial patterns. As suggested from the raw analysis of equation 6,
positive values of mode 1 (corresponding to high temperatures and deep convection across the
Weddell Sea) are followed by high values of mode 3 (corresponding to relative freshening in the
Eastern Weddell Sea) with a lag of ~9.5 years. High mode 3 then results in a slow reduction of
the convection and buildup of a salty anomaly in the Eastern Weddell Sea over ~19 years
(corresponding to half of the cycle of 57 years). Extending this to more modes results in a drop
of the time scale of the oscillation to 53 years when 10 modes are used in the regression and 51

years when 12 modes are used, but does not yield additional physical insight about how different
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regions are coupled. As we are primarily using the POP analysis to identify key regions that are

involved with the oscillation, we do not explore these results further here.

b.) Understanding the oscillatory dynamics using heat and salt budgets in the centers of action

While the modal analysis is helpful in identifying the centers of action that are connected
with each other and in characterizing the timescales governing such connections, it does not by
itself provide an explanation for the size of the relevant coefficients that set the timescales of
variability. To get a better sense for this we turn to an analysis of the term balances in the Eastern
Weddell (EW) and Western Weddell (WW) boxes shown in Figs. 2 and 3. As would be
expected from Figs 3 a and b, the decadally smoothed SST and SSS in each of these regions
correlate with y;with a value of ~0.95 and the sum of the anomalies in the two regions has an
even higher correlation with y; of 0.96 for SST and 0.97 for SSS. We also consider the SSS
difference between the Western Weddell Sea and Eastern Weddell Sea which as would be
expected from Fig. 3d projects strongly onto mode 3 variability (with a correlation of 0.8). In the
analysis that follows time mean heat and salt balances in each region are examined, followed by

a discussion of which terms are responsible for temporal variation in heat and salt.

1. Mean balances in the Western and Eastern Weddell Seas
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In the Western Weddell region (Table 2, left column) the net freshwater balance at the
surface is positive, with about 0.46 m.yr! of freshwater being added. Export of this freshwater
from the surface layer removes -15.2 kg.m.yr-! of salt, which must be supplied from other
sources. The leading source of salt is vertical mixing, which supplies 14.1 kg.m™.yr"! while
advection supplies 7.5 kg.m2.yr'! . Because eddies tend to bring fresher surface waters into
convective regions and export saltier denser waters, they actually remove salt at a rate of around
-6.4 kg.m™2.yr'!, closing the balance. The mean surface heat flux in the Western Weddell Sea is -
8.7 Wm, requiring an oceanic supply of heat. The two primary sources of heat to the upper
50m are vertical mixing (+14.6 W.m) and lateral eddy mixing (+6.2 W.m?). The mean effect

of advection is to cool this region (-12 W.m™).

In the Eastern Weddell region (Table 2, right-hand column) the surface fluxes also act to
dilute salt and remove heat, but at a slightly lower rate than in the Western Weddell region. (-
12.8 kg.m2.yr'! and -10.8 W.m™ respectively). Again vertical mixing (+12.2 kg.m2.yr'!") and
advection (+4.8 kg.m™.yr!) supply salt while lateral eddy fluxes (-4.2 kg.m™.yr’!) remove it.
Similarly vertical mixing (+12 W.m™) and lateral eddy mixing (+4.3 W.m?) supply heat while

advection closes the balance by removing heat (-5.7 W.m™).

i1. Variation of term balances in the Western Weddell Sea-identifying the role of salinity

advection

We computed composites of the term balances in the AREDI400 simulation by picking

11 peaks where y; was maximal and where we had at least 50 years of decadally smoothed term

20



435

436

437

438

439

440

441

442

443

444

445

446

447

448

449

450

451

452

453

454

455

456

457

balances before and after the peak. As shown in Fig. 5 the composited SST and SSS from the
Western Weddell (WW) region show peaks that are in phase with the y; time series, and which
have a periodicity of about 50 years -very close to what we get from the linear POP analysis. The
composite SSS variation from trough to peak is 0.54 PSU (which would produce a density
increase of 0.43 kg.m™ at the mean SST of 1.9°C) while the SST variation from trough to peak is
1.76°C (which would produce a density decrease of -0.14 kg.m™ at the mean salinity of 33.9
PSU). This supports the previous assertion of Galbraith et al. (2011) that it is the surface salinity
cycle in the Weddell Sea that holds the key to understanding why ESM2Mc shows such regular

convection.

Examining the composite salinity balance over the top 60m (the region where we see the

large changes in density in Fig. 1) shows that Q€74 is the result of several terms acting together.

We begin by looking at the evolution of Q¢4 (black line, Fig. 5¢) over the 50 year convective

cycle starting at a lag of zero with respect to the peak in ;. At this point in the cycle Q%% is
near zero (unsurprising given that such times correspond to a maxima in sea surface salinity).
The following ~20 years see a period of freshening, which is strongest about 7 years after the
maximum in y; with a value of -2 kg.m2.yr"! (corresponding to a salinity decline of 0.04 PSU yr’
1. Following this minimum, the remaining 30 years of the cycle see salinification in this region,
with an initial 15-20 year period characterized by relatively weak salinification of about 0.06-0.1
kg.m2.yr! (corresponding to a change of about 0.012-0.02 PSU.yr!"). At this point the
salinification accelerates to a peak value of around 2 kg.m2.yr’! about 7 years before the next
maximum before dropping back to zero at the end of the 50 year cycle. Examination of the

individual cycles (not shown) shows that this pattern is seen in most of the cases where we have

a convective event.
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458 The term balances for salinity project onto this cycle in a number of informative ways.

surf

459  The dilution flux driven by net surface freshwater balance (Q,;;

cyan line, Fig. 5¢) tends to
460  reinforce the convective cycle, as warmer waters and an ice-free surface during the winter

461  enhance evaporation during convective periods. The net impact of the changing water flux across
vmix

462  the surface is of the same order of magnitude as the vertical mixing flux (Q<;;" dark blue line,

463  Fig. 5¢) so that the higher densities at the surface during convection are actually due to both

eddy
salt

464  processes. Eddy fluxes (Q magenta line, Fig. 5¢), by contrast, represent a strong negative
465  feedback which is strongly anticorrelated with the surface salinity anomaly. When summed

466  together, the eddy, vertical mixing and surface dilution fluxes cancel over most of the cycle and
467  seem to be most important during convective initiation. None of them, however, is strongly

468  enough out of phase with convection to produce the regular oscillatory dynamics we see. The
469  key to explaining the 50 year time scale that emerges for convection must thus be tied to the
470  advective flux (Q%%” red line), which has a positive peak of about 2 kg.m2.yr! about 15 years

471  before the peak (or 10 years after the previous minimum) in y; and a negative trough of about

472  the same size about 10 years after the peak.

473 It is interesting to contrast the salt balance with the heat balance (Fig. 5d). In the WW
474  region Qfg,’,l{;, is much smaller than the Q}’e’%{'; and Qf:;l];, and shows very little trend during the

475  period about 15-30 years before a convective event when the salinity is slowly increasing. To

476 first order, Qfsnes is in phase with the surface temperature anomaly, while Qf;‘,g;, fo,flg ,

and
477 Q?ed,}{p damp this anomaly. Taken together, Figs. 5c and d show that the primary driver of
478  changes in the surface density in the Western Weddell Sea that are out of phase with the

479  convective cycle (and thus correlate with dy;/dt) is the advection of salinity.
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As would be expected from Fig. 5d, a parallel analysis of the heat budget in WW region
from 60-1000m (Fig. S2a) shows that upward mixing of heat through the top of this box is the
primary means by which heat is exported from intermediate depths. This export Q}’g”,,fg(60m) is
largely balanced by eddy fluxes of heat moving warm deep waters into convective regions.
However, the temperature signal at depth (Fig. S2a) is clearly out of phase with that at the
surface, though the amplitude is far smaller. The net storage of heat at depth is driven by

variations in the advective flux of heat (black and red lines, Fig. S2c¢).

Repeating this analysis in the Eastern Weddell region (Fig. 6) shows a broadly similar
picture for SSS and SST variability (Figures 6a and b) although the peak to trough differences in
SST (1.35°C) and salinity (0.48 PSU) are slightly smaller than in the Western Weddell region.
The intermediate-depth temperatures (Fig. S2b) vary much less, reflecting the fact that we do not

get deep convection in the EW region in this model. The term balances for salinity (Fig. 7c)

show some interesting differences with those in the WW. Peaks in Q¢%¢ (black line) have a

noticeably different shape are shifted slightly earlier, and so when y; peaks, EW salinity is

already dropping. Q2% (red line, Fig. 6¢) has a relatively similar out-of-phase cycle to y;,

adding salt before the peak and removing it after the peak. The surface dilution flux (szlrtf cyan

eddy

line, Fig. 6¢) is correlated with the temperature and the lateral eddy flux (Q;;

magenta line,
Fig. 6¢) is anticorrelated with y; and SSS as in the Western Weddell. Both fluxes, however, have

a much reduced amplitude relative to the Western Weddell region. The biggest difference is the

vertical mixing flux QY7

* (dark blue line, Fig. 6¢). Instead of being in phase with y;, mixing of
salt in the Eastern Weddell is out of phase with it, with the highest signal seen before the peak in

temperature.
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iii. Explaining the drivers of variation in near-surface salinity advection in the Western Weddell

Sea.

To first order, the anomalous advective salt tendency Q2%%’ can be written as the

anomalous advection of the mean salinity plus the mean advection of anomalous salinity
S =AvS) + @S (7)

where the brackets denote the mean field and the primes denote anomalies. Analysis of Q24Y' in

the Western Weddell Sea shows that both terms in equation (7) contribute to the total tendency.
Figure 7a shows the regression between Q2% (red line in Fig. 5c) and anomalous sea surface
salinity S’ with vectors of the mean horizontal transport overlaid. We see that a +1 kg.m™2.yr’!
tendency within the Western Weddell Sea corresponds to higher salinity in the Eastern Weddell
Sea, with a spatial pattern that maps closely onto the Mode 3 salinity anomaly field seen in Fig.
3b. Regressing Q24 onto the salinity difference between the Eastern Weddell and Western
Weddell boxes gives a correlation coefficient of 0.64 and a regression coefficient of 0.034 PSU/(
kg.m?2.yr!). As seen in Fig. 7a, the eastern boundary of the Western Weddell Sea box has an
inflow on its Southern flank (with a transport of 0.8 Sv) and an outflow on its northern flank
(with a transport of about 2 Sv). Multiplying these flows by the anomalous gradient between the
boxes and dividing by the area of the Western Weddell box (2.3 x 10'?> m?) gives a range of 0.37-
1.0 kg.m2.yr! so that this mechanism is indeed big enough to play an important role in

adv

explaining the variation in Qg;; seen in Fig. 5c. Combined with the fact that the salinity

difference between the Western Weddell and Eastern Weddell Seas correlates with the

24



523

524

525

526

527

528

529

530

531

532

533

534

535

536

537

538

539

540

541

542

543

544

X3 coefficient with a correlation of 0.8, this analysis helps explain why negative values of y;

lead to positive trends in y;.

Moving on to the effect of anomalous velocities, Figure 7b shows the regression between
advective salt tendencies Q4Y and transport anomalies with the mean salinity overlaid. The
perturbation that emerges has a complex structure with two counter-rotating gyres to the north of
the Western Weddell box which produce a jet leaving the box across the northern boundary.
Examining the relationship of this pattern of anomalous currents to the mean currents shown in
Fig. 7a, we see that the anomaly corresponds to a diversion of some of the transport within the
Circumpolar Current into the Western Weddell Sea with stronger transport removing more fresh
water across the northern face. The transport across this northern face is well-correlated with
Q&% (0.73) and the anomalous transport associated with a +1 kg.m2.yr! increase in Q24¥' is
0.23 Sv. This implies an effective salinity difference associated with this flow of about 0.3 PSU,

about what is seen between the northern face of the Western Weddell Sea box where there is

anomalous outflow and the eastern and western faces where there is anomalous inflow.

iv. Understanding the evolution in spatial salinity fluxes between the Eastern and Western

Weddell Seas-the role of mixing

We have shown that spatial salinity gradients are an important part of explaining the

advective salinity tendencies, and thus in connecting 5 to dy;/dt. But how does y;connect to
d . : . o ..
f? We explore this question by looking at the composite difference of the salinity between the

EW and WW regions (Fig. 8a) and the individual physical terms that combine to produce the
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545  time tendency of this difference. During the peak of convection, the salt tendency difference

546 QLM (EW) — Qe (WW) (black line Fig. 8b) is negative, so that the EW freshens relative to

547  the WW. Both the surface dilution flux Q%7 (light blue line) and vertical mixing flux Q¥

salt

548  (dark blue line) are positively correlated with this change, while the advective (Q24Y red line)

549  and eddy mixing flux (Qse g{iy ,magenta line) act to oppose it.
550 Examining the composited cycle of QY7 in Figs. 5, 6 and 8 we see that during deep

551  convective events this flux acts to bring warm salty water up from below in the WW region, but
552 not in the EW region. This then makes the Eastern Weddell “relatively fresh” and allows for

553  advection to shut off the convection. The fact that this happens in the Western Weddell and not
554  the Eastern Weddell is a function of the surface densities. Throughout the convective cycle, the
555  Eastern Weddell is fresher and lighter than the Western Weddell (as shown in Fig. 8a the

556  difference between these basins becomes small in magnitude before convection initiates, but it is
557  still negative). We see the impact of this by examining two typical points in the Western Weddell
558  region at 63°S, 40°W (located in the region of the highest climatological surface salinities seen
559 in Fig. 7b and denoted by the yellow + in that figure) and one in the Eastern Weddell region at
560  60.8°S, 1.5°W. (located in the center of the region of highest anomalous salinity in Fig. 7a and
561 denoted by the blue + in that figure). We examine individual points rather than averaging over
562 the entire region because spatial averaging masks the sharp thresholds associated with spatially
563  heterogeneous convection. We plot sea surface salinity (Fig. 9a) and sea surface density (Fig.
564  9b) during the month of September against the monthly mean thickness of the average boundary
565 layer depth Hy;; produced by the KPP mixing scheme at these two points. This depth represents
566  the depth to which active mixing occurs and is generally shallower than the classic mixed layer
567  depth computed using density stratification. Both locations have relatively similar mixed layer
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depths (with an average ~60m and maxima around 100m) for salinities below about 34.4 PSU
and densities below 27.7 kg m™. As salinities and densities rise above this threshold at the
Western Weddell site (red +) monthly mean boundary layer depths deepen to thousands of
meters. However, the salinities and densities at the Eastern Weddell site (blue o) never cross this
threshold, and the boundary layer depths never break through the permanent halocline at this

point.

UMY for the month of September shows a clear relationship with density and salinity at

the Western Weddell Sea point (red + marks, Figs. 9c and d). The salt mixed up by deep
convective events just during this month can be significant, particularly as the mixed layer is
deepening. However, in the Eastern Weddell Sea the relationship between QY™ and density
actually drops as the density increases, with a correlation between the two time series of -0.3. As
the salinities and temperatures at these two points are reasonably well correlated (0.75 and 0.70
respectively), this suggests that 15 years before the peak of convection in the Eastern Weddell

QUMIX'>() (more salt than average is being mixed up) whereas in the Western Weddell Q¥™'<0

(less salt than average is being mixed up). The spatial pattern of correlation between QU7/*' and
SST in the Weddell Sea is shown in Fig. 10a, and shows very large positive values in the

Western Weddell Sea and along the Antarctic continent but strong anticorrelation centered along

latitude 55°S between the prime meridian and about 100°E.

What accounts for such a relationship? If we examine the surface salinity and heat fluxes,

in Fig. 6 it is not clear why we would get enhanced QU™*' during cold periods, as the anomalous

surface heat flux is positive and surface salt flux is negative- resulting in an addition of

buoyancy. QX" in the Eastern Weddell also shows relatively little correlation with surface

density, salinity, or mixed layer depth. However, we do see a relationship with local winds. As
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shown in Fig. 10a,b the regions which see the greatest reduction in Q¥

*" during convective
events also see a reduction in wind stress (similar to that reported by Cabré et al., 2017). At any
given month, we see reasonable correlation between the strength of the winds and the amount of
mixing from below. As discussed in Ragen et al. (2020) this relationship arises because a warmer
Southern Ocean produces less thermal wind shear in the atmosphere, which in turn results in a
reduced eddy flux of momentum into the jet stream. The CM2Mc models have a reasonable

representation of this process, with a marginal sensitivity to gradients in atmosphere geopotential

height similar to that seen in the ECMWF reanalysis of Dee et al. (2011).

As shown in Fig. 10c, the changes in wind stress resulting from a 1°C change in SST
over the Weddell Sea are not small, with a relaxation of winds within the “Furious Fifties” of
0.012 Pa.K'!, implying declines of ~20% during the peak of convective events. Such declines in
wind suppress mixing in this region both by reducing mechanical stirring and by reducing the
transport of denser water from the south within the Ekman layer. By contrast, closer to the

continent higher surface densities do appear to be capable of driving more mixing from below.

v. Understanding the evolution of currents

The changes in wind stress seen in Fig. 10c are a big part of understanding the changes in
advective salt flux driven by anomalous currents. If we examine anomalous currents on the
northern side of the Western Weddell box, we find that they are only weakly anticorrelated with
SST in this box at zero lag (-0.29) but are strongly anticorrelated with the SST when lagged

several years (the peak of -0.84 is found at a lag of 9 years). That northward transport hits a

minimum (maximum) about a decade after a warming (cooling) helps explain why Q;"(ﬁ}" has an
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extremum with the opposite sign as each peak in y; (Fig. 5¢) with about the same lag. Such a lag
is broadly consistent with wind stress changes generating a Rossby wave that requires some time
to propagate westward. Mean westward barotropic velocities in the model are less than 0.005
m.s”' and with a Rossby radius in this region of around 15 km, the 1% baroclinic mode has a
speed of 0.003 m.s™!. With a total westward propagation speed of 0.005 m.s™! the time required to

transit 20 degrees of longitude at 55°S is about 10 years.

4. Discussion and conclusions
a.) Summary of mechanisms involved in producing periodic convection

A summary of the mechanisms involved in generating multidecadal variability in our
AREDI400 simulation is shown in Fig. 11a. Loop 1 is on the left, and involves convection
bringing warmer water to the surface and melting ice, allowing for more loss of heat to the
atmosphere and evaporation and thus increasing the buoyancy flux driving convection (cyan
lines in Fig. Sc and d). This positive feedback on convection helps to explain how convection
can persist over many decades and is reminiscent of the mechanisms suggested as long ago as
Martinson et al., 1981. In terms of equations 6 a and b, the positive relationship between y;and
d1/0t (salinity perturbations in Western Weddell grow with about a 12 year timescale) is able
to overcome the negative relationship between y; and dy3/0dt (salinity differences between
Eastern Weddell and Western Weddell are damped with about a 15 year timescale). The second
loop in Fig. 11 involves increases in Western Weddell temperature producing a relaxation in
winds (Fig. 10b,c) which we assert produces lagged changes in currents (Fig. 7b) which in turn

cause a reduction in the supply of saltier water to the Western Weddell (red lines Fig. 6b). This
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mechanism is similar to those of Latif et al. (1998) and Marshall et al. (2001) for the North

Atlantic, but with the difference that the focus is on salinity rather than temperature.

The relaxation of winds is also involved in a third feedback loop, as it suppresses mixing
in the Eastern Weddell (Fig. 10a), resulting in a stronger salinity gradient between the Eastern
and Western Weddell. This helps to drive a greater import of fresher waters into the Western
Weddell Sea (Fig. 7a). The resulting negative advective salinity tendency acts to shut off the
convection, so that positive y3 leads to negative dy,/dt. A fourth feedback loop involving a
greater supply of salt to the surface through deep convection in the Western Weddell Sea (Fig.
5c¢) also increases the salinity gradient between the Eastern and Western Weddell Seas, but with

less of a delay. In the “convection-off” phase, these processes work in reverse.

Another way of visualizing the evolution of the system is via a T-S diagram of
wintertime properties (Fig. 11b). Convection is initiated when the Western Weddell becomes
salty enough for heat and salt to start mixing up from below- a time during which the density and
salinity difference between the Eastern and Western Weddell is at a minimum. Both the Eastern
and Western Weddell then warm as heat and salt are mixed up in the Western Weddell (dark
blue line Figs 5S¢ and d) and advected into the Eastern Weddell (red lines Fig. 6¢ and d). As noted
before, warmer surface waters lose more heat to the atmosphere and also evaporate more. This
produces a negative buoyancy flux that enhances mixing, and we see that the wintertime
densities in both regions increase. Simultaneously, however, the difference in salinity between
the Eastern Weddell and Western Weddell is increasing, and eventually results in a shutoff of
convection. Note that even at the height of convection, the average surface water density over the
Western Weddell region almost never reaches the average density at 300m (shown by the red X

in Fig. 11b)-implying that convection is still patchy. The system now moves to a state where the
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Eastern Weddell is much fresher and lighter than the Western Weddell. At this point, the
increase in winds results in an increase both in vertical mixing in the Eastern Weddell (dark blue
line, Fig. 6¢) and advective salt supply to/freshwater export out of the Western Weddell (red line
Fig. 5c), with the Eastern Weddell salinity increasing more quickly than the Western Weddell
salinity (Fig. 8a) so that the salinity difference drops back to its minimum value and convection

is able to begin again.

b.) Evaluating model realism

A number of questions arise from this study. The first is whether there is any basis for
either the oscillations or the proposed mechanisms in the real world. A huge challenge to doing
this is the relatively short observational record. Although open-ocean convection in the Weddell
Sea was observed in the late 1970s at the start of the satellite era (Zwally and Gloerson, 1977)
and there is some evidence that the so-called Weddell Polynya was present even earlier than this
(Meier et al., 2013), the original polynya disappeared after only a few years. While its
reappearance in 2016 and 2017 (Campbell et al., 2019) is technically consistent with
multidecadal variability of the sort seen in many models, the record of direct observations is too
short to constrain a period of variability. Moreover, the modern observational period has
occurred during a period of anthropogenic global warming with an enhanced Southern
Hemisphere hydrological cycle (Durack and Wijftels, 2010) as well as shifts in winds due to the
ozone hole (Thompson and Solomon, 2002) both of which would be expected to produce

changes in Southern Ocean convection (de Lavergne et al., 2014; Ferreira et al., 2015; Seviour et
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al., 2017). Lack of measurements is also a problem in reconstructing regional decadal
hydrographic trends (Heuzé et al. 2015a), particularly for the wintertime salinities under sea ice

that are important in initiating deep convection in our models (Fig. 9).

A number of investigators have used proxy records to make estimates of convection,
vertical exchange and winds but these records are inconsistent. Latif et al. (2013) argued that a
multicentennial signal could be found in tree-ring records from long-lived Huon pine in
Tasmania. Estimates of radiocarbon reservoir ages have also shown multidecadal variability in
Southern Ocean vertical exchange (Hua et al., 2015; Paterne et al., 2019), but because of
radiocarbon’s long equilibration time it is difficult to isolate which regions drive such changes.
Proxy records of sedimentation in New Zealand suggest multidecadal variability in winds
(Hinajosa et al., 2017)- however, in our model New Zealand is outside of the main area where

winds driven by Weddell Sea convection would be expected to vary.

When it comes to individual mechanisms, however, we may be on more solid ground.
Campbell et al., (2019) used float observations to look at the conditions that led to the most
recent polynya and concluded that surface density changes driven by salinity were more
important than deep density changes. The relationship between Southern Ocean winds and
temperature gradients between the tropics and high Southern Ocean latitudes is attested in
reanalysis with a marginal dependence similar to what is found in our models (Ragen et al.,
2020). Sea surface salinity anomalies that were initiated by winds, propagated to the Western
Weddell Sea and excited convection there were also seen in the higher-resolution regional ice-
ocean model of Hellmer et al., (2009). Moreover, changes in Southern Ocean winds have been
associated with a “two-timescale” response in which a persistent increase in winds produces an

initial cooling of the Southern Ocean associated with advection of cold, fresh water from the
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south (Ferreira et al., 2015) and consequent suppression of mixing (Seviour et al., 2017)
followed by warming either driven by upwelling subsurface warm water (Ferreira et al., 2015) or
export of freshwater from convective regions (Seviour et al., 2017). Although Doddridge et al.
(2019) do not find a strong warming phase in an idealized eddy-resolving model, Kostov et al.
(2017) argued that such a response was not only found across a range of climate models but
could also be inferred from observational data. Mathematically, such a response could lead to a
delayed oscillator with dynamics similar to that seen here, as the cooling stage would be

expected to enhance winds while the warming stage would be expected to cause them to relax.

c. Evaluating model robustness

Finally, we briefly consider the robustness of these results to the parameterization of
mesoscale eddies. In previous work (Thomas et al., 2018) we showed that the AREDI400 model
produced regular, large-amplitude variability in convection, the AREDI2400 model produced
much smaller-amplitude variability and the AGMmin600 produced very little convection at all.
T-S plots of wintertime surface waters for these two simulations are shown in Fig. 12a and b.
The decline in wintertime variability is clearly visible in both model simulations but has a very
different expression. In AREDI2400 simulation (Fig. 12a) both regions sit on the “convection
on” part of the cycle in Fig. 10b but oscillate back and forth along a relatively small range of
densities. The differences between the Eastern and Western Weddell salinities are much smaller,
implying that the ability to generate advective salinity tendency anomalies is also much less.

Qualitatively we can explain this in terms of the negative feedback loops in Fig. 11 not being
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activated in this model. Note also that the subsurface densities at 300m are actually slightly
larger- making it more difficult for the surface densities to break through to the deep over a wide
area. In the AGMmin600 simulation (Fig. 12b) the two regions sit on the “convection off” part of
the cycle in Fig. 11b, with very little variation in temperature, and some variation in salinity.
Note again that the maximum densities are always significantly lighter than the densities at
300m. For this case, it appears that the higher value of Agm within convective regions prevents
the initial positive feedback loop in Fig. 11a involving mixing, temperature and buoyancy loss.
Given the strong sensitivity of the feedback loops to processes that vary significantly across
climate models, it is unsurprising that such models do not agree about the periodicity of Southern

Ocean convection.

The lack of cyclicity in watermasses in the Weddell Sea does not, however, mean that the
AREDI400 and AREDI2400 models have no variability at all. As shown in Figs. 12c and d, the
first rotated EOF mode for both simulations still shows strong centers of action for temperature
variability-just not in the Weddell Sea. In AREDI2400, the first mode of temperature variability
is shifted to the west of the Antarctic Peninsula, while in AGMmin600 the primary center of
action moves even further to the west. This latter region is one where the sea ice edge intersects a
region of low stratification and has been shown to be sensitive to changes in winds in Seviour et
al. (2017). The SST structure shown in Fig. 12d for AGMmin600 is very similar to the SST
structure in Mode 2 from AREDI400 (Fig. S1a) though the salinity structure (not shown)
matches less well. Preliminary analysis indicates the variability of these centers of action is
governed by dynamics similar to those found in AREDI400, with salinity gradients within the

Ross Sea varying out of phase with SSTs. A full analysis will be provided in future work.
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d.) Summary of key result

In conclusion, we show that a coarse-resolution climate model can generate periodic

multidecadal variability as a result of surface forcing. The long time period arises from:

1. The self-reinforcing nature of convection on buoyancy fluxes as heat mixed to the surface

results in buoyancy loss.

2. The long time scale required for salinity anomalies forced by small imbalances in mixing and

advection to build up in the mixed layer

3. A delay between the near-instantaneous response of Southern Ocean winds to the warming
caused by deep ocean convection and changes in the wind-driven currents in the convective

region.

We suggest that it would be profitable to examine other, higher resolution climate models as well

as observational data for these mechanisms.
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Table 1: Metrics of Southern Ocean Circulation and hydrography from three simulations considered in

this paper compared with observations and CMIP5 model range from recent publications.

Observational | CMIP5 range | AREDI400 | AREDI2400 | AGMmin600

range
ACC transport in 13748 88-242 169 146 135
Drake Passage (Sv) | (Cunningham (Beadling et

et al. 2003) al., 2019)

170+11

(Donahue et

al., 2016)
Maximum wind 0.14 (NCEP 0.14-0.21 0.163 0.147 0.154
stress (Pa) pre-1972) (Beadling et

0.15 (Verdy al., 2019)

and Mazloff,

2017)

0.19+.01

(ERA-Interim

Dee et al.,

2011)
Ao depth averaged | 0.27 0.15-0.47 0.26 0.20 0.24
65S-45S (kg/m?) (Beadling et

al., 2019)

Error in mean 0.0 -0.94-1.46 1.01 0.33 1.61
bottom temperature Heuzé et al.
<50S (°C) (2013)
Error in mean 0.0 -0.17-0.63 -0.13 -0.09 -0.16
bottom g, Heuzé et al.
z>1000m, 1at<50S, (2013)
(kg/m?)
September sea ice 18.7 6.9-23.6 17.0 12.9 18.9
extent (Mkm?) (Turner et al., (Turner et al.,

2012) 2012)
Nonconvective ~0.12 0.05-0.3 0.167 0.115 0.07
Sept. ag difference | (Reintges et al., | (Reintges et
(300m-surf, regions | 2017) al. 2017)
showing deep
convection in
Weddell Sea
between 70S-50S)
Sept. Aog 300m- | 0.246 0.249 0.182 0.280
surf, 70S-508, (WOA09)
S0W-20E
September AT 1.99 (WOA09) 248 1.15 2.68
300m-surf, 70S-
508, S0W-20E
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Table 2: Mean heat and salt balances in the upper 60 meters of the Western and Eastern Weddell Seas for

a 100 year climatology.QS*"/ refers to surface fluxes, either dilution due to net precipitation minus

evaporation for salt or air-sea heat fluxes for temperature. Q*™ is the flux due to the one-dimensional
mixed layer entering the box across the bottom face. Q4% is the total flux associated with three-
dimensional advection at the grid scale and Q¢%%Y refers to the tendency associated with three-
dimensional mixing and advection from meso- and submesoscale eddies.

Region/ term Western Weddell Sea Eastern Weddell Sea
(70°W-50°W, 70°S-55°S) (20°W-20°E, 70°S-55°S)
Salt (kg/m?/yr) Temp (W/m?) Salt (kg/m?/yr) Temp (W/m?)
Qswf -15.2 -8.7 -12.8 -10.8
Qumix 14.1 14.6 12.2 12.0
Qadv 7.5 -12.0 4.8 -5.7
Qedy -6.4 6.2 -4.2 4.3
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Figure 1: Convective variability in the AREDI400 simulation. (a) Root-mean square variability of
decadally smoothed SST. Red box shows Western Weddell Sea box (70°S-55°S, 50°W-20°W) (b)
Annually smoothed temperature anomaly (color) averaged over the Western Weddell Sea box showing
that warming (cooling) at the surface is associated with cooling (warming) at depth. (c) Annually
smoothed salinity anomaly Western Weddell Sea box, zero contour from (b) overlaid. (d) Annually

smoothed density anomaly over Western Weddell Sea box, zero contour for (b) overlaid.
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Figure 2: Evolution of September sea ice edge over the convective cycle in AREDI400 model. All lines
show 15% sea ice extent contour. Black lines in all four plots show composite contour (based on 11
events) for all times when the ice concentration in the Western Weddell Box (yellow rectangle)<5%,
corresponding to the minimum in ice extent. Cyan box shows Eastern Weddell Sea region used for
analysis later in this paper. Colored lines are shown in terms of time lagged from this, with negative
numbers referring to the ice edge before the minimum and positive numbers referring to the ice edge after
the minimum. (a) Composites at 0-20 years before the minimum. (b) Composites at 0-20yr after the

minimum.
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(a) AREDI400: SST Mode 1 (b) AREDI400: SSS Mode 1
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(c) AREDI400: SST Mode 3 (d) AREDI400: SSS Mode 3
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958

959  Figure 3: Structure of rotated EOFs in AREDI400 that dominate periodic convective dynamics. Modes
960  are normalized so that the time series of the coefficients has a standard deviation of 1. Yellow and cyan
961  Dboxes outline regions in the Western and Eastern Weddell Seas that are used for analysis in this paper. (a)

962  SST Mode 1. (b) SSS Mode 1. (c) SST Mode 3 (d) SSS Mode 3.
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(a) Modal Amplitudes: AREDI400
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Figure 4: Evolution of modal amplitudes, AREDI400. (a) Time series of y4 (red) y3 (blue). (b) y; plotted

against y3 showing oscillatory behavior. (c) Evaluation of how equations (6a,b) predict the time series of

0dyx,/0t (red) and 0dy3/0dt (blue). (d) Structure of POP in terms of the first 4 modes. Length of vector

shows contribution from each mode, angle shows relative phase. Italic numbers identify which rotated

EOF corresponds to which vector.
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(a) W. Weddell $SS (b) W. Weddell SST
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972  Figure 5: Composited time series in Western Weddell Sea region (50°W-20°W, 70°S-55°S), lagged
973  relative to peaks in y;, for AREDI400 simulation. (a) SSS in PSU. (b) SST in °C. (c) Salt balance over

974  top 60m. (d) Heat balance over top 60m. See text surrounding equation 5 for definitions of how the term

975 balances are calculated.

51



976

(a) Salinity anomaly (PSU) (b) Temperature: EW
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977

978  Figure 6: Composited time series in Eastern Weddell Sea region (20°W-20°E, 70°S-55°S), lagged
979 relative to peaks in y;, for AREDI400 simulation. (a) SSS in PSU. (b) SST in °C. (¢) Salt balance over

980  top 60m. (d) Heat balance over top 60m. See text surrounding equation 5 for definitions of how the term

981 balances are calculated.
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Figure 7: Explaining the time variation of Qg,;¢ in Western Weddell box. Yellow box shows the WW
box, Dark blue box shows the EW box. + marks are individual grid points which are used in Fig. 9 to

adv ;

illustrate the different mixing dynamics in the two regions. (a) Regression between Qgg;; in Western

Weddell box and SSS (color), mean 0-60m transport (vectors) overlaid. (b) Regression between Q

Western Weddell box and 0-60m transport (vectors), mean SSS (colors) overlaid.
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(a) A SSS (EW-WW) (b) Salt balance EW-WW

0 4
-0.05 =
> 27
) o
n =
o -0.1 D
[ =
i £ 07
£ -0.15 3
» =
3]
o -27
-0.2
025 — i i Al
-50 -40 -30 -20 -10 O 10 20 30 40 50 -50 -40 -30 -20 -10 O 10 20 30 40 50
Lag in yr relative to X Lag in yr relative to X4

Figure 8: Evolution of difference in SSS between Eastern Weddell and Western Weddell
(strongly correlated with EOF mode 3) in AREDI400 simulation. (a) Composited SSS difference

lagged relative to peaks in y;. (b) Difference in salinity term balances between the two regions.

See text surrounding equation 5 for definitions of how the term balances are calculated.
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(a) September Salinity and Convection
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. {b) September Density and Convection

10 T
+  G3S40W (WW)
O  60.8S 1.5E (EW)
£ 10°
£
=
T
iy
n 10?
10! : : : :
26.8 27 27.2 27.4 276 27.8
Sep o, in kg,fm3
(d) September Density and Q :2’::"
20 T T T T
+  G3S40W (WW) n
15 O 60.85 1.5E (EW) |

X= 5
E®
> w
g
0
-5

26.8 27 272 274 276 27.8
Sep 7, in kgr’m3

996  Figure 9: Relationship between surface salinity (left column) and density (right column) and

997  monthly mean depth of surface boundary layer from KPP code (top row) and QZ7};* bottom row,

998  at two points- red is in the Western Weddell and shows deep mixing (yellow + in Fig. 7b), blue

999 s in the Eastern Weddell (blue + in Fig. 7a).
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Figure 10: Understanding drivers of QU™ . (a) Correlation between decadally smoothed Q¥

and decadally smoothed SST in Western Weddell Sea (50°W-20°W, 70°S-55°S). (b) Correlation
between decadally smoothed eastward wind stress and decadally smoothed SST in the Western

Weddell Sea. (c) Regression of decadally smoothed eastward stress on decadally smoothed SST

in the Western Weddell Sea.
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a. Schematic of feedback loops involved in producing oscillatory convection

Vertical mixing of EW salinity higher

4

saltin Ww than WW salinity
Heat loss to
atmosphere, 4. = feedback l
evaporation \ .
, Deep convection in : — 10 year
L+ feedback| W. Weddell Sea “ Advective Salinity lag
supply to W.
SSTin ﬂ = feedback ~9 yearlteig [E:rave Weddell Sea
WW,EW with delay pmpagay 3. = feedback with
. dela
Westerly winds y - .
Vertical mixing of
to east of ﬁ .
. salt in EW
convection
A== B positive association A ==f) B  Negative association
b. September Watermass Evolution AREDI400
7T T 7 7 1 7T T T T
2t /N - - .
o v X
e/ |
15 / , Difference in mixing, 555 ]
/ ) /" between EW and WW produces
1k /.f' * large enough salinity difference |
/ ~ to turn off convection via I ©
‘_‘U ‘ & ad.\;ectmn of fresher EW water N /‘ /&n ’(\
c 057} L ! v
— Reduction in mixing
o cools and freshens,
= ot buoyancy flux anomaly
© is positive - . Mixing up of
Q 3/ L heat, salt in WW,
£ 05 ,-"/' ¢ advection of
g f gy signal to EW
| ,;; L more evap, more
-1r g buoyancy loss,
more mixing.
1.5 . ,’f Parts of WW become :? 7
Stronger winds mix up salt, heat N dense enough to oy
ok from below- but still cold in winter initiate convction i
! 1 [ 1 1 1 L 1 1 1 1 1
336 337 338 339 34 341 342 343 344 345 346
Salinity in PSU

Figure 11: Schematics illustrating mechanisms responsible for convective oscillations in
AREDI400. (a) Feedback diagram, red arrows with triangular heads show positive associations
(increase in A leads to increase in B), blue arrows with circular heads show negative association
(increase in A leads to decrease in B). Net feedback of each loop shown in colored labels. Note
that the negative relationship producing the negative feedback in loop 3 (which starts and ends

with the deep convection in the WW) is that between SST and winds.

(b) Evolution in

watermass space showing only the month of September. Average surface watermasses in
Eastern (blue) and Western Weddell (red) cycle counterclockwise, coming closest together when
there is convective initiation. Red X shows average water mass properties in Western Weddell

box at 300m.
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(b) Sep. Watermass Evolution, AGMmin600
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Figure 12: Comparison of results with two other simulations with different representations of

eddy mixing. (a) September water mass evolution (compare with Fig. 11b) but for AREDI2400

case. (b) September water mass evolution (compare with Fig. 11b) for AGMmin600 case. (¢)

SST structure of 1% rotated mode (compare with Fig. 3a) in AREDI2400 case. (d) SST structure

of 1% rotated mode (compare with Fig. 3a) in AGMmin600 case.
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