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Abstract 17 

Numerous climate models display large-amplitude, long-period variability associated with 18 

quasiperiodic convection in the Southern Ocean, but the mechanisms responsible for producing 19 

such oscillatory convection are poorly understood. In this paper we identify three feedbacks that 20 

help generate such oscillations within an Earth System Model with a particularly regular 21 

oscillation. The first feedback involves increased (decreased) upward mixing of warm interior 22 

water to the surface, resulting in more (less) evaporation and loss of heat to the atmosphere 23 

which produces more (less) mixing. This positive feedback helps explain why temperature 24 

anomalies are not damped out by surface forcing. A second key mechanism involves convective 25 

(nonconvective) events in the Weddell Sea causing a relaxation (intensification) of westerly 26 

winds, which at some later time results in a pattern of currents that reduces (increases) the 27 

advection of freshwater out of the Weddell Sea. This allows for the surface to become lighter 28 

(denser) which in turn can dampen (trigger) convection- so that the overall feedback is a negative 29 

one with a delay-helping to produce a multidecadal oscillation timescale. The decrease (increase) 30 

in winds associated with convective (nonconvective) states also results in a decrease (increase) in 31 

the upward mixing of salt in the Eastern Weddell Sea, creating a negative (positive) salinity 32 

anomaly that propagates into the Western Weddell Sea and dampens (triggers) convection-again 33 

producing a negative feedback with a delay. A principal oscillatory pattern analysis yields a 34 

reasonable prediction for the period of oscillation. Strengths of the feedbacks are sensitive to 35 

parameterization of mesoscale eddies. 36 

  37 
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1. Introduction 38 

 The Weddell Sea represents a major challenge in simulating the circulation of the global 39 

ocean within climate models. Within this basin, warmer and saltier waters influenced by North 40 

Atlantic Deep Waters intrude below cold, fresh Antarctic Surface Waters. Such intrusions result 41 

in conditional instability as deep waters brought near enough to the surface can become lighter 42 

than the surface waters. As a result, mixing between the deep and surface waters will produce 43 

cabelling. In many models that were part of the CMIP5 climate suite open-ocean deep 44 

convection within the Weddell Sea determines the temperature, salinity and density of the 45 

Antarctic Bottom Waters (Heuzé et al., 2013). Cessation of such convection in CMIP5 models 46 

was found by de Lavergne et al. (2014) to be associated with a more realistic lag in the warming 47 

of the Southern Ocean over the past century.  48 

A number of current climate models exhibit regular, long-period variability in this 49 

convection. Models with regular periods range from ~40 years in the GFDL ESM2G model 50 

(Zanowski et al. 2015; Zanowski and Hallberg, 2017) to around 50 years in the GFDL ESM2Mc 51 

model (Galbraith et al., 2011, Bernardello et al. 2014) to multicentennial variability in the Kiel 52 

KCM1.2 model (Latif et al., 2013). Reintges et al. (2017) analyzed convective behavior in 15 53 

such models and found an inverse relationship between the fraction of years exhibiting 54 

convection and the magnitude of stratification, with more stratified models exhibiting longer-55 

period oscillations. Within individual models, such variability has been found to drive 56 

interdecadal variations in the formation of Antarctic Bottom Waters (Zanowski et al.,2015), 57 

Drake Passage transport and Weddell gyre strength (Behrens et al., 2016) ocean heat and carbon 58 

content (Bernardello et al. 2014,  Thomas et al. 2018) and hemispheric atmospheric circulation 59 

(Cabré et al., 2017). Zhang et al. (2017) argued that convective variability allows for 60 
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predictability of local climate with the GFDL ESM2M model. However, the mechanisms 61 

underlying such convective variability remain poorly understood.   62 

 A number of mechanisms have been proposed which might drive periodic convection in 63 

the ocean.  The simplest of these relates to the fact that convection moves heat upwards in the 64 

water column, providing the primary balance to the downward transport of heat due to large-65 

scale advection (Gnanadesikan et al., 2005). As a result, shutting off convection tends to trap 66 

heat at depth-which in turn over time creates instability that restarts convection. Martin et al. 67 

(2013) assert that this process is responsible for triggering convection in the Kiel Climate Model. 68 

The timescale of the variability is thus determined by the time required to build a sufficient warm 69 

anomaly at depth to counter the surface freshwater stratification.  70 

An order-of-magnitude estimate of such a time scale in the real world can be taken from 71 

the amount of Atlantic, Indian and Pacific Deep Waters transformed within the Southern Ocean. 72 

Observationally-based estimates of this flux range from about 24 Sv (the inverse model of 73 

Talley, 2008) to 29 Sv (the ECCO data-assimilation solution of Forget, 2010) to 47 Sv (the 74 

inverse model of Sloyan and Rintoul, 2001). The volume of deep waters south of 50°S with a 75 

potential density 0>27.7 is 1.5 x 1017 m3, implying a residence time of order 200 years for the 76 

lower flux and 100 years for the higher one. Limiting the volume to waters between 300 and 77 

2000m (the volume used in Reintges et al., 2017) causes the expected timescale for convection to 78 

shrink by about 2/3.  On the other hand, if it is the volume of the entire deep ocean that needs to 79 

change (as in Loving and Vallis, 2005) the time scale rises to thousands of years. 80 

 An alternative possibility for periodic convection driven by surface forcing was proposed 81 

by Welander (1982). In this system there are two equilibrium states, one corresponding to low 82 

mixing and the other to high mixing. If the equilibrium density of the low mixing state is higher 83 
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than that of the high mixing state, and if the mixing is a positive function of density with a 84 

transition in between the two equilibrium states, the result is to produce an oscillation. If the 85 

mean buoyancy flux in the Southern Ocean is positive due to freshwater addition, as it is in the 86 

real world, the dominant driver of instability is expected to be cooling of the surface. However, it 87 

is unclear how such a mechanism could produce multidecadal convection, given that the 88 

relaxation time scale for surface temperature anomalies in the Southern Ocean is 3-6 months 89 

(Hausmann et al., 2016), as is the timescale for deep convection to replace the water in the 90 

surface layer (as shown by the annual resetting of surface nutrients to their deep values). 91 

 One possibility is that a decadal time scale could be related to slow vertical mixing across 92 

the pycnocline. A number of investigators (Timmermann and Beckmann, 2004; Heuzé et al., 93 

2015b) have shown that the representation of background vertical mixing can affect whether a 94 

polynya occurs within the Southern Ocean in short-term simulations. However, both papers 95 

demonstrate that stronger wind-driven mixing suppresses convection- a result that would seem to 96 

conflict with the Reintges et al. (2017) observation that weaker stratification is associated with 97 

more frequent convection in long-term coupled simulations. 98 

 Another class of theories invokes slow integration of anomalies in freshwater forcing to 99 

drive convection, with the idea that salinity anomalies build up until they reach some critical 100 

value, at which point they trigger convection. Martinson et al., (1982) proposed that such 101 

preconditioning of the surface was important for driving the Weddell Polynya, with advection 102 

potentially helping to set a timescale.  Weisse et al. (1994) found that stochastic freshwater 103 

forcing in an ocean-only GCM was able to generate decadal variability in North Atlantic 104 

overturning without invoking atmospheric coupling.  105 
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 A final class of theories for periodic convection proposed by a number of investigators 106 

for the North Atlantic (Latif et al., 1996, Marshall et al., 2001) allows for longer timescales of 107 

convection by invoking a delayed oscillator mechanism involving atmospheric coupling. Larger 108 

SST gradients between the tropics and high latitudes produce a poleward shift of the westerly 109 

wind jet (positive North Atlantic Oscillation). The wind changes extract more heat from the 110 

subpolar gyre, causing a larger density gradient which in turn spins up the meridional 111 

overturning circulation. The stronger wind also spins up the subpolar gyre producing more heat 112 

transport. The changes in ocean circulation thus damp the SST gradient, but with a delay 113 

determined by the speed of Rossby wave propagation and the strength of air-sea coupling. Note, 114 

however, that both of these papers neglect the impact of salinity.  Behrens et al. (2016) suggest 115 

that a similar oscillator might play a role in the generation of deep Southern Ocean convection 116 

and an important role for wind forcing in Southern Ocean convection was also proposed by 117 

Gordon et al. (2007) and Cheon et al. (2014).  Cabré et al. (2017) demonstrate that wind stresses 118 

do vary in phase with Southern Ocean convection in one version of the GFDL ESM2Mc model. 119 

However, none of these papers clearly demonstrated how changes in winds would drive 120 

convection and what time scales might be involved. 121 

 A final complication is the range of physical processes that have been shown to affect 122 

convection in models. In addition to winds and vertical mixing, Thomas et al. (2018) show that 123 

increasing the eddy mixing parameter ARedi (which governs stirring along density surfaces and is 124 

poorly constrained in models) reduces both the stratification and amplitude of convective 125 

variability.  However increasing the interfacial diffusion coefficient  AGM (which governs how 126 

strongly eddies flatten strongly sloping isopycnals) increases the stratification, but also reduces 127 

the amplitude of convectively driven variability. Eddy-permitting simulations of the Southern 128 
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Ocean (Dufour et al., 2017) have been found to produce convective events but the length of the 129 

simulations is too short to draw strong conclusions about the inherent period of these 130 

oscillations. Kjellson et al. (2015) showed that in addition to vertical mixing, differing 131 

initializations of sea ice thickness or representations of ice sheet melting could also trigger deep 132 

convection in short historical simulations. 133 

 The primary focus of this manuscript is to describe the mechanisms that produce periodic 134 

convection in a version of the coarse-resolution GFDL ESM2Mc model, in which the changes in 135 

stratification leading to convection are dominated by changes in surface salinity. We choose this 136 

model because it has a relatively skillful simulation of wintertime temperatures and salinities 137 

within the Weddell Sea, winds over the Southern Ocean as a whole and the most regularly 138 

periodic variation in convection amongst the versions of ESM2Mc which we have run at Johns 139 

Hopkins. Previous work with ESM2Mc (Galbraith et al., 2011) suggested that convective 140 

initiation and shutoff within the Weddell Sea could be predicted from salinity anomalies 141 

originating near the prime meridian, but did not describe how such anomalies could be 142 

generated, how such generation might be linked to convective variability in the Weddell Sea, and 143 

why such a mechanism would produce periodic multidecadal variability.  144 

 The structure of this paper is as follows. In Section 2 we review the model to be used in 145 

this paper and outline the Principal Oscillation Pattern analysis that we use to identify critical 146 

regions for SST and SSS variability as well as the coupling between these regions. We also 147 

describe the term balance analysis that we use to elucidate the mechanisms involved. In Section 148 

3 we show that the Principal Oscillation Pattern analysis reveals a coupling between EOFs of 149 

SST and SSS with centers of action in the Western Weddell and Eastern Weddell seas. We then 150 

examine the term balances of SSS and SST in each region- highlighting how variation in the 151 
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advective salt flux drives SSS variability in the Western Weddell Sea and the joint roles of 152 

variability in currents and surface salinity anomalies in producing these changes. We then 153 

examine how convection in turn results in changes in winds and mixing that produce anomalies 154 

in both surface velocities and sea surface salinity. In Section 4, we examine the realism of the 155 

physical processes involved in convection as well as the robustness of our story to changes in the 156 

model physics.  157 

  158 

2. Methods 159 

a.) The model 160 

The model used here is the Geophysical Fluid Dynamics Laboratory (GFDL) fully 161 

coupled CM2Mc (Coupled Model 2 with Modular Ocean Model, coarse grid), comprised of 162 

separate atmosphere, ocean, sea ice, and land components that are linked through a flux coupler. 163 

The atmosphere model has 24 vertical levels, a 3.75° longitudinal resolution and a 3° latitudinal 164 

resolution and has modern parameterizations of radiation, clouds, and boundary layers. The 165 

ocean model has 28 vertical levels using a z* coordinate and a nominal 3 x 1.5 degree resolution, 166 

with a latitudinal resolution which varies with latitude. The model was initialized with modern 167 

observations and then run out for 1500 years with preindustrial levels of greenhouse gasses and 168 

aerosols. In this paper, we consider three simulations branched from this point with three 169 

different mesoscale eddy parameterizations, but with atmospheric radiative forcing remaining at 170 

preindustrial levels. 171 

In the control state of the model (described in Galbraith et al. 2011) eddy 172 

parameterizations were tuned to minimize both maximum and RMS SST errors, produce a 173 
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relatively realistic Southern Ocean circulation, a relatively realistic El Nino and a stable and 174 

realistic overturning circulation. As in most current climate models, the interfacial diffusion 175 

coefficient AGM follows the theory of Visbeck et al. (1998), in which it is proportional to the 176 

slope of the isopycnal surface 𝑆𝜌 and the stratification N: 177 

 𝐴𝐺𝑀 = 𝛼𝑁𝑆𝜌𝐿2, (1) 178 

where 𝛼is a scaling coefficient and L is generally chosen as the width of the baroclinic zone.  179 

Equation 1 works well in capturing the difference between subtropical gyres (where 𝑆𝜌is small) 180 

and boundary currents (where it is large). However, it leaves AGM poorly defined in regions with 181 

weak stratification where the isopycnal slope goes to infinity and the buoyancy frequency goes to 182 

zero. To avoid instability AGM is usually given a floor at some minimum value and a ceiling at 183 

some maximum value. In our baseline simulation, the minimum value of AGM was set to 200 184 

m2/s and the maximum value was set to 1400 m2/s. We also ran a second set of simulations 185 

where the minimum was raised to 600 m2/s, closer to the value used in the higher resolution 186 

GFDL ESM2M model (Dunne et al., 2012). We refer to this simulation as AGMmin600.  187 

In recent years, our group at JHU has examined the impact of changing the diffusion 188 

coefficient ARedi that governs the stirring of passive tracers along isopycnals. This parameter is 189 

poorly constrained in both observations and models (Gnanadesikan et al., 2015) but has 190 

important impacts on convection (Pradal and Gnanadesikan, 2014) and biogeochemical cycling 191 

(Bahl et al., 2019). After our initial spinup, a number of additional simulations were generated in 192 

which the parameter was set to a lower value of 400 m2/s and higher values of 1200 and 2400 193 

m2/s (a range similar to that seen in CMIP5 models) with all four cases being run out for an 194 

additional 1000 years. In Thomas et al. (2018), we noted that the version of the model with the 195 
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lowest mixing coefficient (denoted as AREDI400) had the most regular convection while the 196 

model with the highest mixing coefficient (denoted as AREDI2400) had much less variability in 197 

convection within the Weddell Sea. There is an initial adjustment period of about 100 years over 198 

which surface temperatures come to equilibrium. In order to avoid trends due to this adjustment, 199 

we analyze output from the last 600 years of each model simulation.   200 

In this manuscript we will focus on the AREDI400 simulation, but will briefly compare 201 

the mechanisms found in this simulation to the AREDI2400 and AGMmin600 simulations at the 202 

end of the manuscript.   Various diagnostics for the three models are compared with observations 203 

and the range of CMIP5 models in Table 1.  Despite its coarse resolution, AREDI400 produces a 204 

relatively realistic mean state of the Southern Ocean compared to the CMIP5 suite of coupled 205 

climate models. The ACC transport through Drake Passage is 169 Sv-very close to the modern 206 

value of 170 Sv from Donahue et al. (2016) used as a metric of Southern Ocean circulation by 207 

Beadling et al. (2019).  The mean density gradient across the ACC of  0.26 kg/ m3 is also close to 208 

the observed value.   The peak wind stress of 0.163 Pa lies between the 0.14 Pa estimated by the 209 

NCEP-NCAR reanalysis between the years of 1949 and 1970 and more modern values of 0.18-210 

0.19 Pa, which include significant impacts from the ozone hole (Thompson and Solomon, 2002).  211 

Maximum sea ice extent is 17.9 Mkm2 in this model in the mean compared with 18.7 Mkm2 212 

from observations (Turner et al., 2012). Density stratification between 300m and the surface 213 

within the region of deep convection when convection is not present (a metric used by Reintges 214 

et al., 2017 to look at the relationship between stratification and convective period) is 0.16 215 

kg/m3.  All of these metrics are close to the middle of the suite of CMIP5 models. The model 216 

does have bottom temperatures and densities that are too warm and too light, but the wintertime 217 

density stratification within the Weddell Sea is close to modern observations (though this 218 
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involves compensating errors from temperature and salinity). The AREDI2400 model has less 219 

stratification, cooler deep waters, weaker winds and ACC transport and less sea ice. The 220 

AGMmin600 model is more stratified, with warmer deep waters and more sea ice, but 221 

surprisingly also has weaker winds. With an ACC transport at Drake Passage of 135 Sv the 222 

AGMmin600 is closer to the old estimate of 137 Sv of Cunningham et al. (2002) but still well 223 

within the CMIP5 model range.  224 

The strongest interdecadal sea surface temperature (SST) variability amongst the three 225 

simulations is found in the AREDI400 model. A particularly important region of variability is 226 

found in the Western Weddell Sea, between 50-20°W and 70-55°S (Fig. 1a, red box).  Periodic 227 

increases in annual mean SST of up to 1.2°C above the average are associated with extraction of 228 

heat from the water column (Fig. 1b), higher salinity at the surface (Fig. 1c) and higher densities 229 

thoughout the water column, but particularly at the surface (Fig. 1d). Decreases in SST are 230 

associated with a buildup of heat, lower surface salinity, and lower density throughout the water 231 

column, but again particularly at the surface. This pattern is consistent with a periodic extraction 232 

of heat by convection, but also with that convection being driven primarily from the surface.  233 

The RMS variation in surface density (0.11 kg/m3) is about four times the variation at the depth 234 

where we find the largest buildup of heat (0.03 kg/m3).  The fact that high surface density is 235 

associated with higher SSTs (which would lighten the water column) means it is the higher SSSs 236 

that must be responsible for the increase in density. There is some hint of density anomalies 237 

propagating downwards from the surface. The period is about 50 years. Similar dynamics are 238 

found for salinity in the ESM2G model (Zanowski et al., 2015) which has a very similar 239 

atmosphere but different ocean dynamics.  This suggests that the simplest explanation for 240 

convection (resetting of an unstable warm deep reservoir by large-scale circulation as in Loving 241 
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and Vallis, 2005) is not a tenable explanation for periodicity of that convection and that we need 242 

to look at how the surface anomalies are generated and sustained over multiple decades. 243 

The cycles in sea surface temperature are also linked to variations in sea ice cover. Fig. 2 244 

shows composites of the 15% sea ice extent contour during September taken relative to the time 245 

at which the minimum ice cover occurs in the Western Weddell region. The variation is largely 246 

expressed in terms of variation of the sea ice edge, rather than by the formation of a polynya 247 

within the ice pack. The ice edge reaches its maximum extent about 25 years before a minimum 248 

and drifts polewards over a period of about 15 years across the Weddell Sea (Fig. 2a).  From 249 

about 10 years to 4 years before the minimum, the sea ice retreats faster in the Eastern Weddell 250 

Sea along the Prime Meridian, but from that time onward the retreat is much faster in the 251 

Western Weddell Sea, where the wintertime ice edge retreats by over 1200 km (Fig. 2a). After 252 

the minimum in ice cover associated with the maximum in convection, the ice cover advances 253 

rapidly in the Western Weddell Sea for about 6 years, advances broadly across the Weddell Sea 254 

for about 4 years (Fig. 2b), and then primarily advances in the Eastern Weddell Sea for the 255 

remainder of the cycle (Fig. 2b). As we will see asymmetric behavior between the Eastern and 256 

Western Weddell sectors (shown by the yellow and cyan boxes within the plot and denoted in 257 

this paper by the acronyms EW and WW respectively) plays an important role in explaining this 258 

oscillation. 259 

 260 

b. Principal Oscillation Pattern Analysis  261 

In order to isolate dynamics that can result in oscillations we need to identify centers of 262 

action where variability in temperature and salinity is large and varies coherently. Such centers 263 
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may be separated in space and peak at different times. We isolate both the key locations and the 264 

interactions between them using a method similar to the Principal Oscillation Pattern 265 

methodology developed by Hasselmann (1988) and applied by Xu and von Storch (1990) to 266 

analyze El Nino. While Weisse et al. (1994) applied this methodology to the North Atlantic to 267 

our knowledge it has not been applied to look at Southern Ocean dynamics.   268 

We apply the following steps to generate the analysis (a more complete mathematical 269 

description is provided in the Supplemental material and the Matlab routines are provided via the 270 

data archive). 1. In order to focus on decadal variability, we smooth the surface temperature and 271 

salinity time series with a ten-year boxcar. 2. In order to avoid drifts, we limit our analysis to the 272 

last 600 years of this smoothed time series.  3.We are interested in covariation of temperature 273 

and salinity, but the range of temperature is much larger than that of salinity. We therefore 274 

normalize the anomalies by the standard deviation of the decadal variability in each field 275 

averaged over the Southern Ocean. This ensures that any patterns of variability are not 276 

dominated by temperature.  4. In order to identify the principal centers of action we perform an 277 

empirical orthogonal function on the normalized SST and SSS fields together, performing a 278 

singular vector decomposition on a data matrix containing both fields. We then extract the first 279 

ten modes, which will capture the spatial patterns associated with greatest joint variability in 280 

temperature and salinity. 5. Standard EOF analysis allows statistically insignificant correlations 281 

between centers of action to cause them to become unphysically coupled, producing modes that 282 

represent either a sum across the leading centers of action or of differences between these 283 

centers.  However, the leading modes can be rotated to a new set of modes that are not only 284 

orthogonal but are also strongly peaked in space (though they are no longer strictly orthogonal in 285 

time). This rotation thus isolates primary centers of action (see Lian and Chen, 2012 for an in-286 
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depth discussion of this).  In our case we rotate the first ten modes using the varimax criterion 287 

(Kaiser, 1958), which ensures that each rotated mode is as “peaked” in space as possible.  6. The 288 

rotated modes are projected onto the anomaly fields to generate the associated time varying 289 

amplitudes χ1-4 which can be lumped together as a time-varying vector 𝜒 (note that in the 290 

notation of Hasselmann, 1988, these correspond to the amplitudes of what he terms Principal 291 

Prediction Patterns).   7. In order to identify relationships between the centers of action defined 292 

by the rotated EOF patterns we use multiple linear regression to define a matrix equation 293 

 
𝜕𝜒⃗⃗⃗

𝜕𝑡
= 𝑅 ∗ 𝜒 (2) 294 

This equation isolates how anomalies in one convective region can produce changes in other 295 

regions and how these changes may feed back onto the convective region. In general we are 296 

looking for equation sets of the form 297 

 
𝜕𝜒𝑐𝑜𝑛𝑣

𝜕𝑡
= −𝜆𝑐𝑜𝑛𝑣𝜒𝑐𝑜𝑛𝑣 + 𝜎𝑐𝑟𝜒𝑟𝑒𝑠𝑝 (3a) 298 

 
𝜕𝜒𝑟𝑒𝑠𝑝

𝜕𝑡
= 𝜎𝑟𝑐𝜒𝑐𝑜𝑛𝑣 − 𝜆𝑟𝑒𝑠𝑝𝜒𝑟𝑒𝑠𝑝 (3b) 299 

Where 𝜒𝑐𝑜𝑛𝑣 represents the amplitude of a pattern of anomalous SSTs and SSSs  that is centered 300 

in a region with deep convection,  𝜒𝑟𝑒𝑠𝑝 represents the amplitude of a similar pattern that 301 

responds to this deep convection, the 𝜆 terms represent the rate at which these anomaly patterns  302 

are damped and the 𝜎 terms represent couplings between regions, where anomalies in one region 303 

cause a change in another region.  We are particularly interested in equation sets where 𝜎𝑟𝑐 ∗304 

𝜎𝑐𝑟 < 0, since such sets of equations would correspond to a harmonic oscillator.  8. In order to 305 

find a prediction for the natural period of oscillation we extract the eigenvectors and eigenvalues 306 

of the R matrix in equation (2). Eigenvectors with imaginary eigenvalues are rotary solutions and 307 



 

15 
 

come in pairs. The least damped oscillatory state will then be one that can amplify that part of 308 

random atmospheric forcing that has the appropriate range of frequencies (as in Xu and Von 309 

Storch, 1990 for ENSO and Griffies and Tziperman, 1995 for the North Atlantic Overturning). 310 

Such a state may also be sustained by coupling if one of the damping coefficients 𝜆 is negative.  311 

   312 

c.) Term balances 313 

 While the principal oscillation pattern analysis will show linkages between temperature 314 

in one location and salinity in another, it cannot by itself tell us why such linkages exist or why 315 

they have the sizes they do- i.e. what determines the size and sign of the 𝜆 and 𝜎 coefficients in 316 

equation 3. In order to better understand such linkages we examine the term balances that lead to 317 

changes. The MOM4 model breaks the time rate of change of any variable into several terms. 318 

Physically, this can be described as 319 

𝑇𝑖𝑚𝑒 𝑟𝑎𝑡𝑒 𝑜𝑓 𝑐ℎ𝑎𝑛𝑔𝑒 𝑜𝑓 𝑡𝑟𝑎𝑐𝑒𝑟 𝑋 = 𝐴𝑑𝑣𝑒𝑐𝑡𝑖𝑜𝑛 + 𝑉𝑒𝑟𝑡𝑖𝑐𝑎𝑙 𝑑𝑖𝑓𝑓𝑢𝑠𝑖𝑜𝑛  𝑓𝑟𝑜𝑚 𝑏𝑒𝑙𝑜𝑤 +320 

𝑁𝑜𝑛𝑙𝑜𝑐𝑎𝑙𝐾𝑃𝑃 + 𝑆𝑜𝑢𝑟𝑐𝑒𝑠 + 𝑀𝑒𝑠𝑜𝑐𝑎𝑙𝑒 𝑒𝑑𝑑𝑦 + 𝑆𝑢𝑏𝑚𝑒𝑠𝑜𝑠𝑐𝑎𝑙𝑒 𝑒𝑑𝑑𝑦 + 𝑆𝑢𝑟𝑓𝑎𝑐𝑒 𝑓𝑙𝑢𝑥𝑒𝑠 (4) 321 

In (4), “Advection” refers to the three-dimensional advection from the resolved flow, “Vertical 322 

diffusion from below” is that component of the subgridscale diffusive flux associated with 323 

downgradient diffusive transport by small-scale turbulent diffusion and “NonlocalKPP“ refers to 324 

the transport due to large eddies within a mixed layer following Large et al., (1994). “Source” 325 

terms are zero for salinity but may include the impact of vertically penetrating shortwave 326 

radiation for temperature. “Mesoscale eddy” includes both the diffusive Redi and advective GM 327 

terms. “Submesocale eddy” transport is due to mixed layer restratification following Fox-328 

Kemper et al. (2011).  As in previous work (Seviour et. al., 2017) we sum these tendencies over 329 
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some set of layers to define flux terms,  𝑄𝑋
𝑡𝑎𝑔

 where X denotes the relevant tracer and the tag 330 

denotes the process.  We combine vertical diffusion and NonlocalKPP terms (which only depend 331 

on boundary fluxes and the vertical structure of tracers and momentum) with any source terms 332 

(shortwave heating in particular) to form a vertical mixing term 𝑄𝑋
𝑣𝑚𝑖𝑥. We also combine the 333 

mesoscale and submesoscale eddy terms (which depend on lateral as well as vertical gradients) 334 

to form an eddy term. 𝑄𝑋
𝑒𝑑𝑑𝑦

.  Our term balance equation then becomes 335 

 𝑄𝑋
𝑡𝑒𝑛𝑑 = 𝑄𝑋

𝑎𝑑𝑣 + 𝑄𝑋
𝑣𝑚𝑖𝑥 + 𝑄𝑋

𝑒𝑑𝑑𝑦
+ 𝑄𝑋

𝑠𝑢𝑟𝑓
 (5) 336 

As we will see below, some of these terms can be in phase with peaks in temperature and salinity 337 

corresponding to convective events.  However, others (particularly the tendency term) will be out 338 

of phase with these peaks.  By looking for terms on the right-hand side of the equation that are 339 

similarly out of phase with the temperature and salinity peaks we can gain insight into how we 340 

can generate anomalies that persist over many decades.  341 

 342 

3. Results 343 

a.) EOF and POP analysis: AREDI400 model 344 

 345 

 We begin by analyzing the AREDI400 model, which as previously stated has the most 346 

regular variation of any model we have run. The first ten unrotated EOFs in this model account 347 

for 85% of the overall variance in temperature and salinity with the first mode accounting for 348 

39.4% and the first four modes accounting for about 70%. The SST and SSS patterns associated 349 

with the first rotated EOF are shown in Figure 3a and b. The EOFs are normalized so that the 350 
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corresponding modal amplitude time series 𝜒(𝑡) have standard deviation of 1 (the impact of a 351 

mode on a particular point is given by the value of the pattern at that point times the value of the 352 

modal amplitude over time).  The first rotated EOF is associated with covariation of temperature 353 

and salinity centered in the Weddell Sea- exactly the area where we see the maximum 354 

temperature variability in Fig. 1a. The yellow boxes in Fig. 3 correspond to the WW region 355 

where the signature of deep convection is seen in Figs. 1b-d.  Figures 3c and 3d show the third 356 

rotated EOF, which is the mode that exhibits the strongest two-way coupling with the first mode 357 

(modes 2 and 4 are shown in the Supplemental material). The third rotated EOF is associated 358 

with a negative salinity anomaly to the east and a positive temperature anomaly to the north of 359 

the center of action of the first rotated EOF. The cyan boxes in Fig.3 show that the EW region 360 

(20°W-20°E, 70-55°S) corresponds to the maximum salinity anomaly in Fig. 3d. 361 

As shown in Fig. 4a, the time series of the modal amplitude for the third EOF  𝜒3 (red 362 

line) is out of phase with that for 𝜒1 (blue line) and when plotted against it (Fig. 4b) produces a 363 

tilted ellipse that corresponds to oscillatory behavior. It is thus unsurprising that the time 364 

tendencies of each mode are related to the amplitude of the other mode. A multiple linear 365 

regression produces the following set of relationships 366 

 
𝜕𝜒1

𝜕𝑡
= 0.075𝑦𝑟−1 ∗ 𝜒1 − 0.128𝑦𝑟−1 ∗ 𝜒3 (6a) 367 

 
𝜕𝜒3

𝜕𝑡
= 0.132𝑦𝑟−1 ∗ 𝜒1 − 0.063𝑦𝑟−1 ∗ 𝜒3 (6b) 368 

which produce correlation coefficients of 0.90 for the prediction of 𝜒1 (blue line, Fig. 4c) and 369 

0.92 for the prediction of 𝜒3 (red line, Fig. 4c).   370 
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 The physical story told by this set of equations helps to explain how we can get a 371 

sustained oscillation over many decades. An initial positive perturbation in temperature and 372 

salinity over the Western Weddell Sea (positive 𝜒1) will grow, but also generate a negative 373 

salinity perturbation to the east and a positive temperature perturbation to the north (positive 𝜒3). 374 

But positive perturbations in 𝜒3  generate a negative trend in 𝜒1 −resulting in oscillatory 375 

behavior. Simply solving equation (6a,b) for an oscillatory solution produces a resonant period 376 

of 57 years.  377 

 Performing the full principal oscillation pattern analysis (using the full R matrix with the 378 

top 4 modes shown in Table S1) yields a complex eigenvector involving all four of these modes 379 

whose structure is shown in Fig. 3d.  The length of each arrow shows the relative contribution of 380 

each mode to the pattern and demonstrates that the oscillation is dominated by modes 1 and 3.  381 

As the corresponding eigenvalue is 0.0016+i*0.11 yr-1, the vectors rotate clockwise with a period 382 

of 57 years (with a statistically insignificant growth). At any time we can get the actual physical 383 

expression of the mode by taking the projection of these vectors on the real axis and summing 384 

the resulting weighted spatial patterns. As suggested from the raw analysis of equation 6, 385 

positive values of mode 1 (corresponding to high temperatures and deep convection across the 386 

Weddell Sea) are followed by high values of mode 3 (corresponding to relative freshening in the 387 

Eastern Weddell Sea) with a lag of ~9.5 years. High mode 3 then results in a slow reduction of 388 

the convection and buildup of a salty anomaly in the Eastern Weddell Sea over ~19 years 389 

(corresponding to half of the cycle of 57 years). Extending this to more modes results in a drop 390 

of the time scale of the oscillation to 53 years when 10 modes are used in the regression and 51 391 

years when 12 modes are used, but does not yield additional physical insight about how different 392 



 

19 
 

regions are coupled. As we are primarily using the POP analysis to identify key regions that are 393 

involved with the oscillation, we do not explore these results further here.  394 

 395 

b.) Understanding the oscillatory dynamics using heat and salt budgets in the centers of action 396 

 397 

 While the modal analysis is helpful in identifying the centers of action that are connected 398 

with each other and in characterizing the timescales governing such connections, it does not by 399 

itself provide an explanation for the size of the relevant coefficients that set the timescales of 400 

variability. To get a better sense for this we turn to an analysis of the term balances in the Eastern 401 

Weddell (EW) and Western Weddell (WW) boxes shown in Figs. 2 and 3.  As would be 402 

expected from Figs 3 a and b, the decadally smoothed SST and SSS in each of these regions 403 

correlate with 𝜒1with a value of ~0.95 and the sum of the anomalies in the two regions has an 404 

even higher correlation with 𝜒1 of 0.96 for SST and 0.97 for SSS. We also consider the SSS 405 

difference between the Western Weddell Sea and Eastern Weddell Sea which as would be 406 

expected from Fig. 3d projects strongly onto mode 3 variability (with a correlation of 0.8). In the 407 

analysis that follows time mean heat and salt balances in each region are examined, followed by 408 

a discussion of which terms are responsible for temporal variation in heat and salt. 409 

 410 

i. Mean balances in the Western and Eastern Weddell Seas 411 

 412 
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In the Western Weddell region (Table 2, left column) the net freshwater balance at the 413 

surface is positive, with about 0.46 m.yr-1 of freshwater being added. Export of this freshwater 414 

from the surface layer removes -15.2 kg.m-2.yr-1 of salt, which must be supplied from other 415 

sources. The leading source of salt is vertical mixing, which supplies 14.1 kg.m-2.yr-1 while 416 

advection supplies 7.5 kg.m-2.yr-1 . Because eddies tend to bring fresher surface waters into 417 

convective regions and export saltier denser waters, they actually remove salt at a rate of around 418 

-6.4 kg.m-2.yr-1, closing the balance. The mean surface heat flux in the Western Weddell Sea is -419 

8.7 Wm-2,  requiring an oceanic supply of heat. The two primary sources of heat to the upper 420 

50m are vertical mixing (+14.6 W.m-2) and lateral eddy mixing (+6.2 W.m-2).  The mean effect 421 

of advection is to cool this region (-12 W.m-2).   422 

In the Eastern Weddell region (Table 2, right-hand column) the surface fluxes also act to 423 

dilute salt and remove heat, but at a slightly lower rate than in the Western Weddell region. (-424 

12.8 kg.m-2.yr-1 and -10.8 W.m-2 respectively). Again vertical mixing (+12.2 kg.m-2.yr-1) and 425 

advection (+4.8 kg.m-2.yr-1) supply salt while lateral eddy fluxes (-4.2 kg.m-2.yr-1) remove it. 426 

Similarly vertical mixing (+12 W.m-2) and lateral eddy mixing (+4.3 W.m-2) supply heat while 427 

advection closes the balance by removing heat (-5.7 W.m-2). 428 

 429 

ii. Variation of term balances in the Western Weddell Sea-identifying the role of salinity 430 

advection 431 

 432 

 We computed composites of the term balances in the AREDI400 simulation by picking 433 

11 peaks where 𝜒1 was maximal and where we had at least 50 years of decadally smoothed term 434 
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balances before and after the peak. As shown in Fig. 5 the composited SST and SSS from the 435 

Western Weddell (WW) region show peaks that are in phase with the 𝜒1 time series, and which 436 

have a periodicity of about 50 years -very close to what we get from the linear POP analysis. The 437 

composite SSS variation from trough to peak is 0.54 PSU (which would produce a density 438 

increase of 0.43 kg.m-3 at the mean SST of 1.9°C) while the SST variation from trough to peak is 439 

1.76°C (which would produce a density decrease of -0.14 kg.m-3 at the mean salinity of 33.9 440 

PSU). This supports the previous assertion of Galbraith et al. (2011) that it is the surface salinity 441 

cycle in the Weddell Sea that holds the key to understanding why ESM2Mc shows such regular 442 

convection. 443 

 Examining the composite salinity balance over the top 60m (the region where we see the 444 

large changes in density in Fig. 1) shows that 𝑄𝑠𝑎𝑙𝑡
𝑡𝑒𝑛𝑑 is the result of several terms acting together. 445 

We begin by looking at the evolution of 𝑄𝑠𝑎𝑙𝑡
𝑡𝑒𝑛𝑑  (black line, Fig. 5c) over the 50 year convective 446 

cycle starting at a lag of zero with respect to the peak in  𝜒1. At this point in the cycle 𝑄𝑠𝑎𝑙𝑡
𝑡𝑒𝑛𝑑 is 447 

near zero (unsurprising given that such times correspond to a maxima in sea surface salinity). 448 

The following ~20 years see a period of freshening, which is strongest about 7 years after the 449 

maximum in 𝜒1 with a value of -2 kg.m-2.yr-1 (corresponding to a salinity decline of 0.04 PSU yr-450 

1). Following this minimum, the remaining 30 years of the cycle see salinification in this region, 451 

with an initial 15-20 year period characterized by relatively weak salinification of about 0.06-0.1 452 

kg.m-2.yr-1 (corresponding to a change of about 0.012-0.02 PSU.yr-1).  At this point the 453 

salinification accelerates to a peak value of around 2 kg.m-2.yr-1 about 7 years before the next 454 

maximum before dropping back to zero at the end of the 50 year cycle. Examination of the 455 

individual cycles (not shown) shows that this pattern is seen in most of the cases where we have 456 

a convective event. 457 
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 The term balances for salinity project onto this cycle in a number of informative ways. 458 

The dilution flux driven by net surface freshwater balance (𝑄𝑠𝑎𝑙𝑡
𝑠𝑢𝑟𝑓

  cyan line, Fig. 5c) tends to 459 

reinforce the convective cycle, as warmer waters and an ice-free surface during the winter 460 

enhance evaporation during convective periods. The net impact of the changing water flux across 461 

the surface is of the same order of magnitude as the vertical mixing flux (𝑄𝑠𝑎𝑙𝑡
𝑣𝑚𝑖𝑥 dark blue line, 462 

Fig. 5c) so that the higher densities at the surface during convection are actually due to both 463 

processes. Eddy fluxes (𝑄𝑠𝑎𝑙𝑡
𝑒𝑑𝑑𝑦

  magenta line, Fig. 5c), by contrast, represent a strong negative 464 

feedback which is strongly anticorrelated with the surface salinity anomaly. When summed 465 

together, the eddy, vertical mixing and surface dilution fluxes cancel over most of the cycle and 466 

seem to be most important during convective initiation. None of them, however, is strongly 467 

enough out of phase with convection to produce the regular oscillatory dynamics we see. The 468 

key to explaining the 50 year time scale that emerges for convection must thus be tied to the 469 

advective flux (𝑄𝑠𝑎𝑙𝑡
𝑎𝑑𝑣  red line), which has a positive peak of about 2 kg.m-2.yr-1 about 15 years 470 

before the peak (or 10 years after the previous  minimum) in 𝜒1 and a negative trough of about 471 

the same size about 10 years after the peak.   472 

 It is interesting to contrast the salt balance with the heat balance (Fig. 5d). In the WW 473 

region 𝑄𝑡𝑒𝑚𝑝
𝑡𝑒𝑛𝑑  is much smaller than the  𝑄𝑡𝑒𝑚𝑝

𝑣𝑚𝑖𝑥 and 𝑄𝑡𝑒𝑚𝑝
𝑠𝑢𝑟𝑓

, and shows very little trend during the 474 

period about 15-30 years before a convective event when the salinity is slowly increasing. To 475 

first order, 𝑄𝑡𝑒𝑚𝑝
𝑣𝑚𝑖𝑥 is in phase with the surface temperature anomaly, while  𝑄𝑡𝑒𝑚𝑝

𝑠𝑢𝑟𝑓
, 𝑄𝑡𝑒𝑚𝑝

𝑒𝑑𝑑𝑦
 , and 476 

𝑄𝑡𝑒𝑚𝑝
𝑎𝑑𝑣  damp this anomaly. Taken together, Figs. 5c and d show that the primary driver of 477 

changes in the surface density in the Western Weddell Sea that are out of phase with the 478 

convective cycle (and thus correlate with 𝜕𝜒1/𝜕𝑡)  is the advection of salinity.  479 
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As would be expected from Fig. 5d, a parallel analysis of the heat budget in WW region 480 

from 60-1000m (Fig. S2a) shows that upward mixing of heat through the top of this box is the 481 

primary means by which heat is exported from intermediate depths. This export 𝑄𝑡𝑒𝑚𝑝
𝑣𝑚𝑖𝑥(60𝑚) is 482 

largely balanced by eddy fluxes of heat moving warm deep waters into convective regions. 483 

However, the temperature signal at depth (Fig. S2a) is clearly out of phase with that at the 484 

surface, though the amplitude is far smaller. The net storage of heat at depth is driven by 485 

variations in the advective flux of heat (black and red lines, Fig. S2c). 486 

 Repeating this analysis in the Eastern Weddell region (Fig. 6) shows a broadly similar 487 

picture for SSS and SST variability (Figures 6a and b) although the peak to trough differences in 488 

SST (1.35°C) and salinity (0.48 PSU) are slightly smaller than in the Western Weddell region. 489 

The intermediate-depth temperatures (Fig. S2b) vary much less, reflecting the fact that we do not 490 

get deep convection in the EW region in this model. The term balances for salinity (Fig. 7c) 491 

show some interesting differences with those in the WW. Peaks in 𝑄𝑠𝑎𝑙𝑡
𝑡𝑒𝑛𝑑 (black line) have a 492 

noticeably different shape are shifted slightly earlier, and so when 𝜒1 peaks, EW salinity is 493 

already dropping. 𝑄𝑠𝑎𝑙𝑡
𝑎𝑑𝑣 (red line, Fig. 6c) has a relatively similar out-of-phase cycle to 𝜒1, 494 

adding salt before the peak and removing it after the peak. The surface dilution flux (𝑄𝑠𝑎𝑙𝑡
𝑠𝑢𝑟𝑓

 cyan 495 

line, Fig. 6c) is correlated with the temperature and the lateral eddy flux (𝑄𝑠𝑎𝑙𝑡
𝑒𝑑𝑑𝑦 magenta line, 496 

Fig. 6c) is anticorrelated with 𝜒1 and SSS as in the Western Weddell. Both fluxes, however, have 497 

a much reduced amplitude relative to the Western Weddell region. The biggest difference is the 498 

vertical mixing flux 𝑄𝑠𝑎𝑙𝑡
𝑣𝑚𝑖𝑥 (dark blue line, Fig. 6c). Instead of being in phase with 𝜒1, mixing of 499 

salt in the Eastern Weddell is out of phase with it, with the highest signal seen before the peak in 500 

temperature. 501 
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  502 

iii. Explaining the drivers of variation in near-surface salinity advection in the Western Weddell 503 

Sea. 504 

To first order, the anomalous advective salt tendency 𝑄𝑠𝑎𝑙𝑡
𝑎𝑑𝑣′ can be written as the 505 

anomalous advection of the mean salinity plus the mean advection of anomalous salinity 506 

𝑄𝑠𝑎𝑙𝑡
𝑎𝑑𝑣′ = 𝑢⃗⃗′∇〈𝑆〉 + 〈𝑢⃗⃗〉∇𝑆′    (7) 507 

where the brackets denote the mean field and the primes denote anomalies.  Analysis of 𝑄𝑠𝑎𝑙𝑡
𝑎𝑑𝑣′ in 508 

the Western Weddell Sea shows that both terms in equation (7) contribute to the total tendency. 509 

Figure 7a shows the regression between 𝑄𝑠𝑎𝑙𝑡
𝑎𝑑𝑣 (red line in Fig. 5c) and anomalous sea surface 510 

salinity 𝑆′ with vectors of the mean horizontal transport overlaid. We see that a +1 kg.m-2.yr-1 511 

tendency within the Western Weddell Sea corresponds to higher salinity in the Eastern Weddell 512 

Sea, with a spatial pattern that maps closely onto the Mode 3 salinity anomaly field seen in Fig. 513 

3b.  Regressing 𝑄𝑠𝑎𝑙𝑡
𝑎𝑑𝑣 onto the salinity difference between the Eastern Weddell and Western 514 

Weddell boxes gives a correlation coefficient of 0.64 and a regression coefficient of 0.034 PSU/( 515 

kg.m-2.yr-1 ). As seen in Fig. 7a, the eastern boundary of the Western Weddell Sea box has an 516 

inflow on its Southern flank (with a transport of 0.8 Sv) and an outflow on its northern flank 517 

(with a transport of about 2 Sv). Multiplying these flows by the anomalous gradient between the 518 

boxes and dividing by the area of the Western Weddell box (2.3 x 1012 m2) gives a range of 0.37-519 

1.0 kg.m-2.yr-1 so that this mechanism is indeed big enough to play an important role in 520 

explaining the variation in 𝑄𝑠𝑎𝑙𝑡
𝑎𝑑𝑣 seen in Fig. 5c.   Combined with the fact that the salinity 521 

difference between the Western Weddell and Eastern Weddell Seas correlates with the 522 
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𝜒3 coefficient with a correlation of 0.8,  this analysis helps explain why negative values of 𝜒3  523 

lead to positive trends in 𝜒1.  524 

Moving on to the effect of anomalous velocities, Figure 7b shows the regression between 525 

advective salt tendencies 𝑄𝑠𝑎𝑙𝑡
𝑎𝑑𝑣 and transport anomalies with the mean salinity overlaid.  The 526 

perturbation that emerges has a complex structure with two counter-rotating gyres to the north of 527 

the Western Weddell box which produce a jet leaving the box across the northern boundary. 528 

Examining the relationship of this pattern of anomalous currents to the mean currents shown in 529 

Fig. 7a, we see that the anomaly corresponds to a diversion of some of the transport within the 530 

Circumpolar Current into the Western Weddell Sea with stronger transport removing more fresh 531 

water across the northern face. The transport across this northern face is well-correlated with 532 

𝑄𝑠𝑎𝑙𝑡
𝑎𝑑𝑣′   (0.73) and the anomalous transport associated with a +1 kg.m-2.yr-1 increase in 𝑄𝑠𝑎𝑙𝑡

𝑎𝑑𝑣′    is 533 

0.23 Sv. This implies an effective salinity difference associated with this flow of about 0.3 PSU, 534 

about what is seen between the northern face of the Western Weddell Sea box where there is 535 

anomalous outflow and the eastern and western faces where there is anomalous inflow.  536 

 537 

iv. Understanding the evolution in spatial salinity fluxes between the Eastern and Western 538 

Weddell Seas-the role of mixing 539 

 540 

 We have shown that spatial salinity gradients are an important part of explaining the 541 

advective salinity tendencies, and thus in connecting 𝜒3 to 𝜕𝜒1/𝜕𝑡. But how does 𝜒1connect to 542 

𝜕𝜒3

𝜕𝑡
? We explore this question by looking at the composite difference of the salinity between the 543 

EW and WW  regions (Fig. 8a) and the individual physical terms that combine to produce the 544 
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time tendency of this difference. During the peak of convection, the salt tendency difference 545 

𝑄𝑠𝑎𝑙𝑡
𝑡𝑒𝑛𝑑′

(𝐸𝑊) − 𝑄𝑠𝑎𝑙𝑡
𝑡𝑒𝑛𝑑′

(𝑊𝑊)   (black line Fig. 8b) is negative, so that the EW freshens relative to 546 

the WW.  Both the surface dilution flux 𝑄𝑠𝑎𝑙𝑡
𝑠𝑢𝑟𝑓 (light blue line) and vertical mixing flux 𝑄𝑠𝑎𝑙𝑡

𝑣𝑚𝑖𝑥  547 

(dark blue line) are positively correlated with this change, while the advective (𝑄𝑠𝑎𝑙𝑡
𝑎𝑑𝑣 ,red line) 548 

and eddy mixing flux (𝑄𝑠𝑎𝑙𝑡
𝑒𝑑𝑑𝑦 ,magenta line)  act to oppose it.  549 

 Examining the composited cycle of  𝑄𝑠𝑎𝑙𝑡
𝑣𝑚𝑖𝑥 in Figs. 5, 6 and 8  we see that during deep 550 

convective events this flux acts to bring warm salty water up from below in the WW region, but 551 

not in the EW region. This then makes the Eastern Weddell “relatively fresh” and allows for 552 

advection to shut off the convection. The fact that this happens in the Western Weddell and not 553 

the Eastern Weddell is a function of the surface densities. Throughout the convective cycle, the 554 

Eastern Weddell is fresher and lighter than the Western Weddell (as shown in Fig. 8a the 555 

difference between these basins becomes small in magnitude before convection initiates, but it is 556 

still negative). We see the impact of this by examining two typical points in the Western Weddell 557 

region at 63°S, 40°W  (located in the region of the highest climatological surface salinities seen 558 

in Fig. 7b and denoted by the yellow + in that figure)  and one in the Eastern Weddell region at 559 

60.8°S, 1.5°W. (located in the center of the region of highest anomalous salinity in Fig. 7a and 560 

denoted by the blue + in that figure).  We examine individual points rather than averaging over 561 

the entire region because spatial averaging masks the sharp thresholds associated with spatially 562 

heterogeneous convection.  We plot sea surface salinity (Fig. 9a) and sea surface density  (Fig. 563 

9b) during the month of September  against the monthly mean thickness of the average boundary 564 

layer depth 𝐻𝑏𝑙𝑡 produced by the KPP mixing scheme at these two points. This depth represents 565 

the depth to which active mixing occurs and is generally shallower than the classic mixed layer 566 

depth computed using density stratification.  Both locations have relatively similar mixed layer 567 
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depths (with an average ~60m and maxima around 100m) for salinities below about 34.4 PSU 568 

and densities below 27.7 kg m-3. As salinities and densities rise above this threshold at the 569 

Western Weddell site (red +) monthly mean boundary layer depths deepen to thousands of 570 

meters.  However, the salinities and densities at the Eastern Weddell site (blue o) never cross this 571 

threshold, and the boundary layer depths never break through the permanent halocline at this 572 

point.  573 

𝑄𝑠𝑎𝑙𝑡
𝑣𝑚𝑖𝑥 for the month of September shows a clear relationship with density and salinity at 574 

the Western Weddell Sea point (red + marks, Figs. 9c and d).  The salt mixed up by deep 575 

convective events just during this month can be significant, particularly as the mixed layer is 576 

deepening. However, in the Eastern Weddell Sea the relationship between  𝑄𝑠𝑎𝑙𝑡
𝑣𝑚𝑖𝑥 and density 577 

actually drops as the density increases, with a correlation between the two time series of -0.3. As 578 

the salinities and temperatures at these two points are reasonably well correlated (0.75 and 0.70 579 

respectively), this suggests that 15 years before the peak of convection in the Eastern Weddell  580 

𝑄𝑠𝑎𝑙𝑡
𝑣𝑚𝑖𝑥′>0 (more salt than average is being mixed up) whereas in the Western Weddell 𝑄𝑠𝑎𝑙𝑡

𝑣𝑚𝑖𝑥′<0 581 

(less salt than average is being mixed up). The spatial pattern of correlation between 𝑄𝑠𝑎𝑙𝑡
𝑣𝑚𝑖𝑥′ and 582 

SST in the Weddell Sea is shown in Fig. 10a, and shows very large positive values in the 583 

Western Weddell Sea and along the Antarctic continent but strong anticorrelation centered along 584 

latitude 55°S between the prime meridian and about 100°E.  585 

 What accounts for such a relationship? If we examine the surface salinity and heat fluxes, 586 

in Fig. 6 it is not clear why we would get enhanced 𝑄𝑠𝑎𝑙𝑡
𝑣𝑚𝑖𝑥′ during cold periods, as the anomalous 587 

surface heat flux is positive and surface salt flux is negative- resulting in an addition of 588 

buoyancy. 𝑄𝑠𝑎𝑙𝑡
𝑣𝑚𝑖𝑥′  in the Eastern Weddell also shows relatively little correlation with surface 589 

density, salinity, or mixed layer depth. However, we do see a relationship with local winds. As 590 
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shown in Fig. 10a,b the regions which see the greatest reduction in 𝑄𝑠𝑎𝑙𝑡
𝑣𝑚𝑖𝑥′ during convective 591 

events also see a reduction in wind stress (similar to that reported by Cabré et al., 2017). At any 592 

given month, we see reasonable correlation between the strength of the winds and the amount of 593 

mixing from below. As discussed in Ragen et al. (2020) this relationship arises because a warmer 594 

Southern Ocean produces less thermal wind shear in the atmosphere, which in turn results in a 595 

reduced eddy flux of momentum into the jet stream. The CM2Mc models have a reasonable 596 

representation of this process, with a marginal sensitivity to gradients in atmosphere geopotential 597 

height similar to that seen in the ECMWF reanalysis of Dee et al. (2011).  598 

 As shown in Fig. 10c, the changes in wind stress resulting from a 1°C change in SST 599 

over the Weddell Sea are not small, with a relaxation of winds within the “Furious Fifties” of 600 

0.012 Pa.K-1, implying declines of ~20% during the peak of convective events. Such declines in 601 

wind suppress mixing in this region both by reducing mechanical stirring and by reducing the 602 

transport of denser water from the south within the Ekman layer. By contrast, closer to the 603 

continent higher surface densities do appear to be capable of driving more mixing from below. 604 

 605 

v. Understanding the evolution of currents  606 

 The changes in wind stress seen in Fig. 10c are a big part of understanding the changes in 607 

advective salt flux driven by anomalous currents. If we examine anomalous currents on the 608 

northern side of the Western Weddell box, we find that they are only weakly anticorrelated with 609 

SST in this box at zero lag (-0.29) but are strongly anticorrelated with the SST when lagged 610 

several years (the peak of -0.84 is found at a lag of 9 years).   That northward transport hits a 611 

minimum (maximum) about a decade after a warming (cooling) helps explain why 𝑄𝑠𝑎𝑙𝑡
𝑎𝑑𝑣′

 has an 612 
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extremum with the opposite sign as each peak in 𝜒1 (Fig. 5c) with about the same lag. Such a lag 613 

is broadly consistent with wind stress changes generating a Rossby wave that requires some time 614 

to propagate westward. Mean westward barotropic velocities in the model are less than 0.005 615 

m.s-1 and with a Rossby radius in this region of around 15 km, the 1st baroclinic mode has a 616 

speed of 0.003 m.s-1. With a total westward propagation speed of 0.005 m.s-1 the time required to 617 

transit 20 degrees of longitude at 55°S is about 10 years. 618 

 619 

4. Discussion and conclusions 620 

a.) Summary of mechanisms involved in producing periodic convection 621 

 A summary of the mechanisms involved in generating multidecadal variability in our 622 

AREDI400 simulation is shown in Fig. 11a. Loop 1 is on the left, and involves convection 623 

bringing warmer water to the surface and melting ice, allowing for more loss of heat to the 624 

atmosphere and evaporation and thus increasing the buoyancy flux driving convection (cyan 625 

lines in  Fig. 5c and d). This positive feedback on convection helps to explain how convection 626 

can persist over many decades and is reminiscent of the mechanisms suggested as long ago as 627 

Martinson et al., 1981. In terms of equations 6 a and b, the positive relationship between 𝜒1and 628 

𝜕𝜒1/𝜕𝑡 (salinity perturbations in Western Weddell grow with about a 12 year timescale) is able 629 

to overcome the negative relationship between  𝜒3 and 𝜕𝜒3/𝜕𝑡 (salinity differences between 630 

Eastern Weddell and Western Weddell are damped with about a 15 year timescale).   The second 631 

loop in Fig. 11 involves increases in Western Weddell temperature producing a relaxation in 632 

winds (Fig. 10b,c) which we assert produces lagged changes in currents (Fig. 7b) which in turn 633 

cause a reduction in the supply of saltier water to the Western Weddell (red lines Fig. 6b). This 634 
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mechanism is similar to those of Latif et al. (1998) and Marshall et al. (2001) for the North 635 

Atlantic, but with the difference that the focus is on salinity rather than temperature.  636 

The relaxation of winds is also involved in a third feedback loop, as it suppresses mixing 637 

in the Eastern Weddell (Fig. 10a), resulting in a stronger salinity gradient between the Eastern 638 

and Western Weddell.  This helps to drive a greater import of fresher waters into the Western 639 

Weddell Sea (Fig. 7a). The resulting negative advective salinity tendency acts to shut off the 640 

convection, so that positive 𝜒3 leads to negative  𝜕𝜒1/𝜕𝑡.  A fourth feedback loop involving a 641 

greater supply of salt to the surface through deep convection in the Western Weddell Sea (Fig.  642 

5c) also increases the salinity gradient between the Eastern and Western Weddell Seas, but with 643 

less of a delay. In the “convection-off” phase, these processes work in reverse.  644 

 Another way of visualizing the evolution of the system is via a T-S diagram of 645 

wintertime properties (Fig. 11b). Convection is initiated when the Western Weddell becomes 646 

salty enough for heat and salt to start mixing up from below- a time during which the density and 647 

salinity difference between the Eastern and Western Weddell is at a minimum. Both the Eastern 648 

and Western Weddell then warm as heat and salt are mixed up in the Western Weddell (dark 649 

blue line Figs 5c and d) and advected into the Eastern Weddell (red lines Fig. 6c and d). As noted 650 

before, warmer surface waters lose more heat to the atmosphere and also evaporate more. This 651 

produces a negative buoyancy flux that enhances mixing, and we see that the wintertime 652 

densities in both regions increase. Simultaneously, however, the difference in salinity between 653 

the Eastern Weddell and Western Weddell is increasing, and eventually results in a shutoff of 654 

convection. Note that even at the height of convection, the average surface water density over the 655 

Western Weddell region almost never reaches the average density at 300m (shown by the red X 656 

in Fig. 11b)-implying that convection is still patchy.  The system now moves to a state where the 657 
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Eastern Weddell is much fresher and lighter than the Western Weddell. At this point, the 658 

increase in winds results in an increase both in vertical mixing in the Eastern Weddell (dark blue 659 

line, Fig. 6c) and advective salt supply to/freshwater export out of the Western Weddell (red line 660 

Fig. 5c), with the Eastern Weddell salinity increasing more quickly than the Western Weddell 661 

salinity (Fig. 8a) so that the salinity difference drops back to its minimum value and convection 662 

is able to begin again. 663 

 664 

b.) Evaluating model realism 665 

   666 

 A number of questions arise from this study. The first is whether there is any basis for 667 

either the oscillations or the proposed mechanisms in the real world. A huge challenge to doing 668 

this is the relatively short observational record.  Although open-ocean convection in the Weddell 669 

Sea was observed in the late 1970s at the start of the satellite era (Zwally and Gloerson, 1977) 670 

and there is some evidence that the so-called Weddell Polynya was present even earlier than this 671 

(Meier et al., 2013), the original polynya disappeared after only a few years. While its 672 

reappearance in 2016 and 2017 (Campbell et al., 2019) is technically consistent with 673 

multidecadal variability of the sort seen in many models, the record of direct observations is too 674 

short to constrain a period of variability. Moreover, the modern observational period has 675 

occurred during a period of anthropogenic global warming with an enhanced Southern 676 

Hemisphere hydrological cycle (Durack and Wijffels, 2010) as well as shifts in winds due to the 677 

ozone hole (Thompson and Solomon, 2002) both of which would be expected to produce 678 

changes in Southern Ocean convection (de Lavergne et al., 2014; Ferreira et al., 2015; Seviour et 679 
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al., 2017). Lack of measurements is also a problem in reconstructing regional decadal 680 

hydrographic trends (Heuzé et al. 2015a), particularly for the wintertime salinities under sea ice 681 

that are important in initiating deep convection in our models (Fig. 9).  682 

 A number of investigators have used proxy records to make estimates of convection, 683 

vertical exchange and winds but these records are inconsistent. Latif et al. (2013) argued that a 684 

multicentennial signal could be found in tree-ring records from long-lived Huon pine in 685 

Tasmania. Estimates of radiocarbon reservoir ages have also shown multidecadal variability in 686 

Southern Ocean vertical exchange (Hua et al., 2015; Paterne et al., 2019), but because of 687 

radiocarbon’s long equilibration time it is difficult to isolate which regions drive such changes. 688 

Proxy records of sedimentation in New Zealand suggest multidecadal variability in winds 689 

(Hinajosa et al., 2017)- however, in our model New Zealand is outside of the main area where 690 

winds driven by Weddell Sea convection would be expected to vary.  691 

 When it comes to individual mechanisms, however, we may be on more solid ground. 692 

Campbell et al., (2019) used float observations to look at the conditions that led to the most 693 

recent polynya and concluded that surface density changes driven by salinity were more 694 

important than deep density changes. The relationship between Southern Ocean winds and 695 

temperature gradients between the tropics and high Southern Ocean latitudes is attested in 696 

reanalysis with a marginal dependence similar to what is found in our models (Ragen et al., 697 

2020). Sea surface salinity anomalies that were initiated by winds, propagated to the Western 698 

Weddell Sea and excited convection there were also seen in the higher-resolution regional ice-699 

ocean model of Hellmer et al., (2009). Moreover, changes in Southern Ocean winds have been 700 

associated with a “two-timescale” response in which a persistent increase in winds produces an 701 

initial cooling of the Southern Ocean associated with advection of cold, fresh water from the 702 
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south (Ferreira et al., 2015) and consequent suppression of mixing (Seviour et al., 2017) 703 

followed by warming either driven by upwelling subsurface warm water (Ferreira et al., 2015) or 704 

export of freshwater from convective regions (Seviour et al., 2017). Although Doddridge et al. 705 

(2019) do not find a strong warming phase in an idealized eddy-resolving model, Kostov et al. 706 

(2017) argued that such a response was not only found across a range of climate models but 707 

could also be inferred from observational data. Mathematically, such a response could lead to a 708 

delayed oscillator with dynamics similar to that seen here, as the cooling stage would be 709 

expected to enhance winds while the warming stage would be expected to cause them to relax.  710 

 711 

c. Evaluating model robustness 712 

 713 

 Finally, we briefly consider the robustness of these results to the parameterization of 714 

mesoscale eddies. In previous work (Thomas et al., 2018) we showed that the AREDI400 model 715 

produced regular, large-amplitude variability in convection, the AREDI2400 model produced 716 

much smaller-amplitude variability and the AGMmin600 produced very little convection at all. 717 

T-S plots of wintertime surface waters for these two simulations are shown in Fig. 12a and b. 718 

The decline in wintertime variability is clearly visible in both model simulations but has a very 719 

different expression. In AREDI2400 simulation (Fig. 12a) both regions sit on the “convection 720 

on” part of the cycle in Fig. 10b but oscillate back and forth along a relatively small range of 721 

densities.  The differences between the Eastern and Western Weddell salinities are much smaller, 722 

implying that the ability to generate advective salinity tendency anomalies is also much less. 723 

Qualitatively we can explain this in terms of the negative feedback loops in Fig. 11 not being 724 
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activated in this model. Note also that the subsurface densities at 300m are actually slightly 725 

larger- making it more difficult for the surface densities to break through to the deep over a wide 726 

area. In the AGMmin600 simulation (Fig. 12b) the two regions sit on the “convection off” part of 727 

the cycle in Fig. 11b, with very little variation in temperature, and some variation in salinity. 728 

Note again that the maximum densities are always significantly lighter than the densities at 729 

300m. For this case, it appears that the higher value of AGM within convective regions prevents 730 

the initial positive feedback loop in Fig. 11a involving mixing, temperature and buoyancy loss. 731 

Given the strong sensitivity of the feedback loops to processes that vary significantly across 732 

climate models, it is unsurprising that such models do not agree about the periodicity of Southern 733 

Ocean convection. 734 

 The lack of cyclicity in watermasses in the Weddell Sea does not, however, mean that the 735 

AREDI400 and AREDI2400 models have no variability at all. As shown in Figs. 12c and d, the 736 

first rotated EOF mode for both simulations still shows strong centers of action for temperature 737 

variability-just not in the Weddell Sea. In AREDI2400, the first mode of temperature variability 738 

is shifted to the west of the Antarctic Peninsula, while in AGMmin600 the primary center of 739 

action moves even further to the west. This latter region is one where the sea ice edge intersects a 740 

region of low stratification and has been shown to be sensitive to changes in winds in Seviour et 741 

al. (2017). The SST structure shown in Fig. 12d for AGMmin600 is very similar to the SST 742 

structure in Mode 2 from AREDI400 (Fig. S1a) though the salinity structure (not shown) 743 

matches less well.  Preliminary analysis indicates the variability of these centers of action is 744 

governed by dynamics similar to those found in AREDI400, with salinity gradients within the 745 

Ross Sea varying out of phase with SSTs. A full analysis will be provided in future work. 746 

 747 
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d.)  Summary of key result  748 

 In conclusion, we show that a coarse-resolution climate model can generate periodic 749 

multidecadal variability as a result of surface forcing. The long time period arises from: 750 

1. The self-reinforcing nature of convection on buoyancy fluxes as heat mixed to the surface 751 

results in buoyancy loss.  752 

2. The long time scale required for salinity anomalies forced by small imbalances in mixing and 753 

advection to build up in the mixed layer  754 

3. A delay between the near-instantaneous response of Southern Ocean winds to the warming 755 

caused by deep ocean convection and changes in the wind-driven currents in the convective 756 

region.   757 

We suggest that it would be profitable to examine other, higher resolution climate models as well 758 

as observational data for these mechanisms. 759 

 760 
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Table 1: Metrics of Southern Ocean Circulation and hydrography from three simulations considered in 928 

this paper compared with observations and CMIP5 model range from recent publications. 929 

 Observational 

range 

CMIP5 range AREDI400 AREDI2400 AGMmin600 

ACC transport in 

Drake Passage (Sv) 

137±8 

(Cunningham 

et al. 2003) 

170±11 

(Donahue et 

al., 2016)  

88-242 

(Beadling et 

al., 2019) 

169 146 135 

Maximum wind 

stress (Pa) 

0.14 (NCEP 

pre-1972) 

0.15 (Verdy 

and Mazloff, 

2017) 

0.19±.01 

(ERA-Interim 

Dee et al., 

2011) 

0.14-0.21 

(Beadling et 

al., 2019) 

0.163 0.147 0.154 

Δ𝜎 depth averaged 

65S-45S (kg/m3) 

0.27 0.15-0.47 

(Beadling et 

al., 2019) 

0.26 0.20 0.24 

Error in mean 

bottom temperature 

<50S (°C) 

0.0  -0.94-1.46 

Heuzé et al. 

(2013) 

1.01 0.33 1.61 

Error in mean 

bottom 𝜎2 

z>1000m, lat<50S, 

(kg/m3) 

0.0 -0.17-0.63 

Heuzé et al. 

(2013) 

-0.13 -0.09 -0.16 

September sea ice 

extent (Mkm2) 

18.7  

(Turner et al., 

2012) 

6.9-23.6 

(Turner et al., 

2012) 

17.0 12.9 18.9 

Nonconvective 

Sept. 𝜎𝜃 difference  

(300m-surf, regions 

showing deep 

convection in 

Weddell Sea 

between 70S-50S) 

~0.12  

(Reintges et al., 

2017) 

0.05-0.3 

(Reintges et 

al. 2017) 

0.167 

 

0.115  0.07 

Sept. Δ𝜎𝜃   300m-

surf, 70S-50S, 

50W-20E 

0.246 

(WOA09) 

 0.249 0.182 0.280 

September Δ𝑇 

300m-surf, 70S-

50S, 50W-20E 

1.99 (WOA09)  2.48 1.15 2.68 

  930 
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Table 2: Mean heat and salt balances in the upper 60 meters of the Western and Eastern Weddell Seas for 931 

a 100 year climatology.𝑄𝑠𝑢𝑟𝑓  refers to surface fluxes, either dilution due to net precipitation minus 932 

evaporation for salt or air-sea heat fluxes for temperature. 𝑄𝑣𝑚𝑖𝑥 is the flux due to the one-dimensional 933 

mixed layer entering the box across the bottom face. 𝑄𝑎𝑑𝑣 is the total flux associated with three-934 

dimensional  advection at the grid scale and 𝑄𝑒𝑑𝑑𝑦 refers to the tendency associated with three-935 

dimensional mixing and advection from meso- and submesoscale eddies. 936 

Region/ term  Western Weddell Sea  

(70°W-50°W, 70°S-55°S) 

Eastern Weddell Sea 

(20°W-20°E, 70°S-55°S) 

Salt (kg/m2/yr) Temp (W/m2) Salt (kg/m2/yr) Temp (W/m2) 

𝑄𝑠𝑢𝑟𝑓  -15.2 -8.7 -12.8 -10.8 

𝑄𝑣𝑚𝑖𝑥 14.1 14.6 12.2 12.0 

𝑄𝑎𝑑𝑣 7.5 -12.0 4.8 -5.7 

𝑄𝑒𝑑𝑑𝑦 -6.4 6.2 -4.2 4.3 

  937 
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 938 

 939 

Figure 1: Convective variability in the AREDI400 simulation. (a) Root-mean square variability of 940 

decadally smoothed SST. Red box shows Western Weddell Sea box (70°S-55°S, 50°W-20°W) (b) 941 

Annually smoothed temperature anomaly (color) averaged over the Western Weddell Sea box showing 942 

that warming (cooling) at the surface is associated with cooling (warming) at depth. (c) Annually 943 

smoothed salinity anomaly Western Weddell Sea box, zero contour from (b) overlaid. (d) Annually 944 

smoothed density anomaly over Western Weddell Sea box, zero  contour for (b) overlaid.  945 

  946 
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 947 

 948 

 949 

Figure 2: Evolution of September sea ice edge over the convective cycle in AREDI400 model. All lines 950 
show 15% sea ice extent contour. Black lines in all four plots show composite contour (based on 11 951 
events) for all times when the ice concentration in the Western Weddell Box (yellow rectangle)<5%, 952 

corresponding to the minimum in ice extent. Cyan box shows Eastern Weddell Sea region used for 953 
analysis later in this paper. Colored lines are shown in terms of time lagged from this, with negative 954 
numbers referring to the ice edge before the minimum and positive numbers referring to the ice edge after 955 
the minimum. (a) Composites at 0-20 years before the minimum. (b) Composites at 0-20yr after the 956 

minimum.  957 
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 958 

Figure 3: Structure of rotated EOFs in AREDI400 that dominate periodic convective dynamics. Modes 959 

are normalized so that the time series of the coefficients has a standard deviation of 1. Yellow and cyan 960 

boxes outline regions in the Western and Eastern Weddell Seas that are used for analysis in this paper. (a) 961 

SST Mode 1. (b) SSS Mode 1. (c) SST Mode 3 (d) SSS Mode 3. 962 
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 963 

 964 

Figure 4: Evolution of modal amplitudes, AREDI400. (a) Time series of 𝜒1 (red) 𝜒3 (blue). (b) 𝜒1 plotted 965 

against 𝜒3 showing oscillatory behavior. (c) Evaluation of how equations (6a,b) predict the time series of 966 

𝜕𝜒1/𝜕𝑡 (red) and  𝜕𝜒3/𝜕𝑡 (blue). (d) Structure of POP in terms of the first 4 modes. Length of vector 967 

shows contribution from each mode, angle shows relative phase. Italic numbers identify which rotated 968 

EOF corresponds to which vector.  969 
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 970 

 971 

Figure 5: Composited time series in Western Weddell Sea region (50°W-20°W, 70°S-55°S), lagged 972 

relative to peaks in 𝜒1, for AREDI400 simulation. (a) SSS in PSU. (b) SST in °C. (c) Salt balance over 973 

top 60m. (d) Heat balance over top 60m.  See text surrounding equation 5 for definitions of how the term 974 

balances are calculated.   975 
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 976 

977 

Figure 6: Composited time series in Eastern Weddell Sea region (20°W-20°E, 70°S-55°S), lagged 978 

relative to peaks in 𝜒1, for AREDI400 simulation. (a) SSS in PSU. (b) SST in °C. (c) Salt balance over 979 

top 60m. (d) Heat balance over top 60m.  See text surrounding equation 5 for definitions of how the term 980 

balances are calculated.   981 

  982 



 

53 
 

  983 

Figure 7: Explaining the time variation of 𝑄𝑠𝑎𝑙𝑡
𝑎𝑑𝑣 in Western Weddell  box. Yellow box shows the WW 984 

box, Dark blue box shows the EW box. + marks are individual grid points which are used in Fig. 9 to 985 

illustrate the different mixing dynamics in the two regions.  (a) Regression between 𝑄𝑠𝑎𝑙𝑡
𝑎𝑑𝑣 in Western 986 

Weddell box and SSS (color), mean 0-60m transport (vectors) overlaid. (b) Regression between 𝑄𝑠𝑎𝑙𝑡
𝑎𝑑𝑣 in 987 

Western Weddell box and 0-60m transport (vectors), mean SSS (colors) overlaid. 988 
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 989 

Figure 8: Evolution of difference in SSS between Eastern Weddell and Western Weddell 990 

(strongly correlated with EOF mode 3) in AREDI400 simulation. (a) Composited SSS difference 991 

lagged relative to peaks in 𝜒1. (b) Difference in salinity term balances between the two regions. 992 

See text surrounding equation 5 for definitions of how the term balances are calculated.   993 
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  994 

 995 

Figure 9: Relationship between surface salinity (left column) and density (right column) and 996 

monthly mean depth of surface boundary layer from KPP code (top row) and 𝑄𝑠𝑎𝑙𝑡
𝑣𝑚𝑖𝑥 bottom row, 997 

at two points- red is in the Western Weddell  and shows deep mixing (yellow + in Fig. 7b), blue 998 

is in the Eastern Weddell (blue + in Fig. 7a).  999 

  1000 
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 1001 

 1002 

 1003 

Figure 10: Understanding drivers of 𝑄𝑠𝑎𝑙𝑡
𝑣𝑚𝑖𝑥. (a) Correlation between decadally smoothed 𝑄𝑠𝑎𝑙𝑡

𝑣𝑚𝑖𝑥 1004 

and decadally smoothed SST in Western Weddell Sea (50°W-20°W, 70°S-55°S). (b) Correlation 1005 

between decadally smoothed eastward wind stress and decadally smoothed SST in the Western 1006 

Weddell Sea. (c) Regression of decadally smoothed eastward stress on decadally smoothed SST 1007 

in the Western Weddell Sea.   1008 
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 1009 

Figure 11: Schematics illustrating mechanisms responsible for convective oscillations in 1010 

AREDI400. (a) Feedback diagram, red arrows with triangular heads show positive associations 1011 

(increase in A leads to increase in B), blue arrows with circular heads show negative association 1012 

(increase in A leads to decrease in B).  Net feedback of each loop shown in colored labels. Note 1013 

that the negative relationship producing the negative feedback in loop 3 (which starts and ends 1014 

with the deep convection in the WW) is that between SST and winds.    (b) Evolution in 1015 

watermass space showing only the month of September. Average surface watermasses in  1016 

Eastern (blue) and Western Weddell (red) cycle counterclockwise, coming closest together when 1017 

there is convective initiation. Red X shows average water mass properties in Western Weddell 1018 

box at 300m.  1019 
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 1020 

 1021 

Figure 12: Comparison of results with two other simulations with different representations of 1022 

eddy mixing. (a) September water mass evolution (compare with Fig. 11b) but for AREDI2400 1023 

case. (b) September water mass evolution (compare with Fig. 11b) for AGMmin600 case. (c) 1024 

SST structure of 1st rotated mode (compare with Fig. 3a) in AREDI2400 case. (d) SST structure 1025 

of 1st rotated mode (compare with Fig. 3a) in AGMmin600 case.  1026 


