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Hyperbolic geometry of gene expression
Nonmetric multi-dimensional scaling can detect
intrinsic geometry in high dimensional datasets  
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SUMMARY

Patterns of gene expressions play a key role in determining cell state. Although
correlations in gene expressions have beenwell documented, most of the current
methods treat them as independent variables. Oneway to take into account gene
correlations is to find a low-dimensional curved geometry that describes variation
in the data. Here we develop such a method and find that gene expression across
multiple cell types exhibits a low-dimensional hyperbolic structure. When more
genes are taken into account, hyperbolic effects become stronger but represen-
tation remains low dimensional. The size of the hyperbolic map, which indicates
the hierarchical depth of the data, was the largest for human cells, the smallest
for mouse embryonic cells, and intermediate in differentiated cells from different
mouse organs. We also describe how hyperbolic metric can be incorporated into
the t-SNE method to improve visualizations compared with leading methods.

INTRODUCTION

One of the great challenges of modern biology is to understand how the genotype of an organism impacts

its phenotype, such as disease risk. The difficulty of this problem stems from the complexity of this relation-

ship where thousands of genes can affect a phenotype of interest through nonlinear interactions (TheWell-

come Trust Case Control Consortium, 2007; Manolio et al., 2009; Yang et al., 2010). In the past 15 years,

genome-wide association studies have demonstrated that a range of traits, including those that are related

to metabolic and mental health disorders, are potentially linked to thousands of genes, with each gene ex-

plaining only a small fraction of the expected heritability (Manolio et al., 2009). At the same time, correla-

tions between genes are widespread (Novembre et al., 2008). These observations raise the possibility that

genetic variation and their expression can be described by a low-dimensional geometry. Identifying this

geometry would make it easier to find relevant gene combinations and how they impact a given trait.

Traditional approaches to finding low-dimensional spaces, such as the principal-component analysis (PCA), as-

sume that the space is ‘‘flat’’ (i.e., has zero curvature) and evaluate distances between points according to

Euclideanmetric. Recently, hyperbolic spaces have attracted a lot of attention both for the analysis of biological

data (Zhou et al., 2018; Klimovskaia et al., 2020; Ding and Regev, 2019) and in computer science (Wilson et al.,

2014; Nickel and Kiela, 2017; Walter and Ritter, 2002; Shavitt and Tankel, 2008; Cvetkovski and Crovella, 2017;

Ovinnikov, 2019;Ganea et al., 2018). The reason for this interest is that hyperbolicmetric approximates the expo-

nential expansion of possible states of the system described by a hierarchical tree-like process (Krioukov et al.,

2010). Hierarchical representations, such as phylogenetic trees and clustering clades have long been used to

characterizedifferences between cells (Eisenet al., 1998), proteins (Manninget al., 2002), the activity ofmetabolic

networkswithin cells (Ravaszetal., 2002;Dunkel et al., 2014), andhumanbrain functional networks (Meunier et al.,

2009). This suggests that hyperbolic metric should be considered as one of the possibilities when searching for

the low-dimensionalgeometry inbiologicaldata.At the same time, anyhyperbolicgeometry (whichhasnegative

curvature) can locally be approximated using Euclidean geometry (which has zero curvature). Therefore, in this

work we focus on comparing the signatures of Euclidean and hyperbolic geometry. For completeness, we

also include results fromthe spherical geometry that haspositive curvatureand represents the remainingof three

possible geometries with constant curvature.

In this work we pursue two goals. The first goal is to develop a quantitative test for distinguishing the cur-

vature of the underlying low-dimensional geometry. We show that this can be achieved by performing non-

metric multi-dimensional scaling using both Euclidean and hyperbolic metric and comparing the results.

Our second goal is to develop visualization tools for data that exhibit a low-dimensional hyperbolic geom-

etry. Many of the current state-of-the-art visualization tools, such as k-means clustering (MacQueen, 1967),

local linear embedding (Roweis and Saul, 2000), t-distributed Stochastic Neighbor Embedding (t-SNE)
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(Maaten and Hinton, 2008; Zhou and Sharpee, 2018), and Uniform Manifold Approximation and Projection

(UMAP) (Becht et al., 2019), all use Euclidean metric. We propose a method for incorporating hyperbolic

metric into the t-SNEmethod and show that this leads to improved visualization across a range of datasets.

To demonstrate the utility of both the diagnostic method and the hyperbolic t-SNE (h-SNE), we apply these

methods to a range of gene expression datasets from mouse and human. These datasets uniformly show

that gene expression data across different cell types exhibit a low-dimensional hyperbolic geometry. The

curvature of this space, which is related to the branching ratio of the corresponding tree-like process, was

systematically higher in differentiated cell types compared with embryonic cells and took even larger

values for brain cells. These results demonstrate that gene expression data can be effectively described

using a small number of coordinates under hyperbolic metric. Visualizations using hyperbolic metric consis-

tently showed more accurate representations, both in terms of local and large-scale structure, including

more consistent estimates of developmental states in datasets where pseudo-time trajectories could be

constructed (Klimovskaia et al., 2020).

RESULTS

Non-metric MDS outperforms metric MDS in geometry detection

Multi-dimensional scaling (MDS) has beenwidely used to embed a set of data points into a geometric space in a

way that attempts to best preserve the distances between points in the original space.MetricMDS tries tomake

the embedding distances proportional to the input distances, whereas non-metric MDS only preserves the

ordinal values, allowing a monotonic nonlinear transformation between the distances. Both metric and non-

metricMDS in high-dimensional Euclidean spacehavebeenwell studiedduring thepast fewdecades. However,

the MDS in the hyperbolic space has not been fully developed yet. Several metric MDS algorithms have been

proposed recently for embedding data into hyperbolic space, offering advantages over Euclidean visualizations

in terms of distance preservation, space capacity, trajectory inference, and unseen data prediction (Sala et al.,

2018; Klimovskaia et al., 2020; Wilson et al., 2014; Nickel and Kiela, 2017; Walter and Ritter, 2002; Shavitt and

Tankel, 2008; Cvetkovski and Crovella, 2017; Ovinnikov, 2019; Ganea et al., 2018; Ding and Regev, 2019), etc.

However, we find that metric MDS does not correctly distinguish between Euclidean and hyperbolic geometry

of inputdata,butnon-metricMDSdoes (Figure1). The reason for this is thatnon-metricMDSmatches the ranking

order instead of exact values of the data distances. The resulting nonlinear distortions in embedding distances

can be used as indicators for a geometry mismatch between data and embedding points. When using non-

metric MDS, we illustrate that as soon as there is a mismatch between native and embedding geometry, a

nonlinear distortion appears in the scatterplots of embedding distances versus input data distances (Figures

1A and 1B). These scatterplots are known as Shepard diagrams (Shepard, 1980). When Euclidean data are

embedded into a hyperbolic space, the Shepard diagram has negative convexity (Figure 1A). When hyperbolic

data are embedded into Euclidean space, the Shepard diagram has a positive convexity (Figure 1B). Thus the

convexity of the Shepard diagram can indicate the difference in geometric properties between the embedding

andnative spaces, and inparticular could indicate thedifference incurvatureofgeometry.Whenusing themetric

MDS, the Shepard diagram shows increased spread (Figure 1D) but does not yield a nonlinear relationship upon

embedding Euclidean data to hyperbolic space (Figure 1C). The reason is that Euclidean distances can be fully

embedded into the faster-expanding hyperbolic space masking the distortion of distances, and this does not

happen in thenon-metricMDS (Shepard, 1980). Inwhat followsweapplynon-metricMDS tosynthetic andseveral

real gene expression datasets to detect their hidden geometry, and we refer to non-metricMDS as simplyMDS

for brevity.

Synthetic geometric data

When cells are characterized according to the expression of thousands of genes, the number of genes rep-

resents the nominal dimension of the representation space. However, the real dimension of the gene

expression space might be much lower. Furthermore, the true geometry of the hidden space is not neces-

sarily Euclidean. Therefore, in this section we analyze the signatures of low-dimensional geometry of con-

stant curvature (either Euclidean, spherical, or hyperbolic) in the situation where each data point is

described with respect to large number of variables. In the synthetic examples below, the points are first

sampled from a low-dimensional geometry and then embedded into a high-dimensional Euclidean space.

This step is included to mimic analysis of experimental data, where each data point is evaluated according

to a large number of measurements. After this, the data points are embedded into spaces of different cur-

vatures to determine indicators through which the properties of the original low-dimensional space can

become apparent. In the examples below, we focus primarily on hyperbolic and Euclidean geometries,
2 iScience 24, 102225, March 19, 2021
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Figure 1. Shepard diagrams for metric MDS and non-metric MDS applied to synthetic geometric data with either

Euclidean or hyperbolic native geometry

(A–D) These simulations were produced by (1) randomly sampling 100 points in 5D Euclidean (A and C) and hyperbolic

space (B and D), (2) computing geometric distances using the corresponding distance metrics, and (3) using either non-

metric MDS (A and B) or metric MDS (C and D) to embed the points to 5D Euclidean and hyperbolic space. The radius of

the hyperbolic space (measured in units of inverse curvature) was 3.0 for both the sampling and embedding spaces. The

convexity of Shepard diagrams reflects the difference in geometry between the embedding and native spaces; it is

positive when hyperbolic data are embedded in Euclidean space and negative when Euclidean data are embedded into

the hyperbolic space. These differences are less distinct in the case of metric MDS (bottom row).
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because hyperbolic geometry describes hierarchically organized data, whereas Euclidean metric is often

the only feasible geometric metric for computing distances of high-dimensional vectors. Comparison

with the results for spherical spaces is provided in Figure S1.

First, we analyze the case where data have a 5D Euclidean underlying geometry. To simulate this case we

randomly sample 100 points from a 5D Euclidean space and use Euclidean MDS (EMDS) to embed the

points to 5D, 10D, 50D, and 100D space, respectively (Figure 2A, left). This step emulates the representa-

tion of real data where each data point is described by a large number of measurements (e.g., transcrip-

tome) according to which each cell is characterized, and the distances between points are measured ac-

cording to a Euclidean metric. The embeddings with different number of dimensions correspond to

cases where measurements are taken with respect to different number of genes. As expected, the dis-

tances of synthetic 5D Euclidean points can be preserved without distortion when embedding data to

Euclidean spaces of higher dimensions. This is evidenced by the linearity of Shepard diagrams in the left

column of Figure 2A. Next, we apply EMDS (Figure 2A, middle) and hyperbolic MDS (HMDS) (Figure 2A,

right) to the points in the Euclidean representation space, as we did in Figures 1A and 1B. As one can

see in Figure 2A, Euclidean embeddings of these data do not generate distortions in the Shepard dia-

grams, but hyperbolic embeddings yield Shepard diagrams with negative convexity that is largely indepen-

dent of embedding dimensions. This indicates that the data have an underlying Euclidean geometry.

To quantitatively characterize Shepard diagrams we fit them using:

y = a,ðx � x0Þk+ 1
; (Equation 1)

where x and y represent distances of points before and after embedding, respectively; parameter x0 =

min(x)�ε is the distance offset representing the difference caused by noise from biological variations

or experimental measurements, with a small ε introduced to avoid zero input values in the fitting. The

parameter k is key because it characterizes the convexity of Shepard diagrams. The zero k = 0 indicates

pure linearity and an exact match between the model and data geometries, whereas k s 0 indicates con-

vexity and a mismatch between the two geometries. So the sign of k can indicate the difference in cur-

vature between two spaces. In the current examples, k = 0 in EMDS and k = �0.5 in HMDS embedding
iScience 24, 102225, March 19, 2021 3



Figure 2. Illustration of the diagnostic approach based on MDS for geometry detection on synthetic data

(A) Randomly sampled 100 points from 5D Euclidean space are embedded into 5, 10, 50, and 100 dimensional Euclidean

spaces (left), followed by subsequent embeddings into 5D Euclidean space (middle) or hyperbolic space (right). The solid

lines represent the fits using Equation (1), the Shepard diagram curvatures k are shown at the top of each panel.

(B) Same analysis for 100 sampled points from a 5D hyperbolic space with Rdata = 3.0. The hyperbolic radii used in HMDS

are Rmodel = 3.0 in both (A) and (B).
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with Rmodel = 3, with no changes as the representation dimension (Figure 2A). These values describe the

signatures of data that have intrinsic Euclidean geometry (Figure 1A).

The situation is qualitatively different for the case where the data have a hidden hyperbolic geometry, cf. Fig-

ure 2B. Here we sample 100 points from a 5D hyperbolic space with Rdata = 3.0. The initial embedding of these

points into a low-dimensional Euclidean space produces distortions, indicating that using Euclidean metric to

evaluate hyperbolic distances between points will not be accurate when using the same dimension for the

embedding space. However, Euclidean embeddings into larger dimensional spaces can produce accurate dis-

tance representations. For example, in the left column of Figure 2B, accurate distance representation is ob-

tained starting with �50 embedding dimensions. The reason for this is that in a large-dimensional Euclidean

space points could be distributed along hyperbolic manifolds, approximating the true hyperbolic metric. We

next apply MDS to examine the geometry of the representations by embedding them into a low-dimensional

Euclidean (middle column) or hyperbolic space (right column). With the increase of representation dimension,

the convexity parameter k of the Shepard diagram increases from approximately zero value (k = �0.06) to k =

1.05 in EMDS and increases from k = �0.58 to an approximately zero value (k = �0.04) in HMDS (Figure 2B).

These signatures (Figure 1B) indicate that hyperbolic property is more fully preserved when points are charac-

terizedwith respect tomore dimensions. These analyses of synthetic data illustrate how a combination of EMDS

andHMDS can beused to elucidate the intrinsic geometry startingwith the initial Euclidean representation. This

method can also be used to detect spherical geometry, which has positive curvature. Synthetic results show that

spherical geometry has opposite property as hyperbolic geometry: spherical is to Euclidean looks like what

Euclidean is to hyperbolic in Shepard diagram (Figure S1).

Geometry of gene expression data

We now apply this method to analyze the intrinsic geometry of gene expression data. We first analyze a

discrete gene expression data from Lukk et al. (2010). In the article, they integrated microarray data

from 5,372 human samples representing 369 different cell and tissue types, disease states, and cell lines,

which has a complex global structure. They constructed a global gene expression map by performing
4 iScience 24, 102225, March 19, 2021
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Figure 3. Human gene expression has locally Euclidean and globally hyperbolic hidden geometry

(A) MDS embedding results for samples taken from a single k-means cluster, with distances evaluated by Euclideanmetric

with respect to increasing number of probes. Left and right columns show results of embeddings into 5D Euclidean and

hyperbolic space, respectively.

(B) Same analysis for samples taken randomly from the whole data. The hyperbolic space used in HMDS had radius

Rmodel = 2.6 in both (A) and (B).
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PCA and found that the first two principal axes described variation in biological variables corresponding to

hematopoietic and malignancy properties. However, the presence and properties of the underlying low-

dimensional geometry and how the samples are organized in the space remain to be investigated. Several

previous studies showed that gene expression was stochastic both at the single cell level and the popula-

tion level (Elowitz et al., 2002; Oleksiak et al., 2002; Raj and van Oudenaarden, 2008), and the expression

profiles of samples within the same cluster were dominated by intrinsic noise (Elowitz et al., 2002). This

would imply either Euclidean geometry, at least locally, or a lack of geometric structure altogether. On a

global scale, biological systems usually show a hierarchical structure, which would imply hyperbolic geom-

etry (Ravasz et al., 2002; Meunier et al., 2009). Therefore, we separately probe the geometry of gene expres-

sion data at the local and global scales. To probe local geometry we apply k-means (k = 50) method to clus-

ter the whole data and select 100 samples from a single cluster randomly. Similarly to Figure 2, we use

increasing subsets of genes (from 20 probes to all the 22,283 probes) to represent samples and then

perform EMDS and HMDS embeddings (Rmodel = 2.6) for geometry detection (Figure 3A). Increasing the

number of probes with respect to which samples were characterized corresponds to increasing the dimen-

sionality of the initial Euclidean embedding as in Figure 2. We find that this does not significantly change

the convexity of the Shepard diagram in both EMDS and HMDS (k z 0 in EMDS and k % �0.4 in HMDS).

These results match the fitting in Figure 2A and indicate that the samples taken from the same cluster have

Euclidean structure, even when all the probes are used (Figure 3A). Additional analyses show that the

Euclidean structure is indeed caused by the stochastic Gaussian expressions of genes among the samples

within a cluster (Figure S2).

Variations in gene expression across samples taken from different clusters, which represent different cell

types, tissues, and disease states, show more complicated distributions (Figure S2) and have attracted a

great deal of attention (Aguet et al., 2017). To study the geometric structure of expression space globally,

we selected 100 samples randomly from the whole population instead of local clusters and performed the

same embeddings as in Figure 3A. Surprisingly we find that, as the number of probes increases, the
iScience 24, 102225, March 19, 2021 5
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Figure 4. Statistics of convexity parameter of Shepard diagrams across human gene expression data

(A and B) Violin plots show the convexity statistics in 5D EMDS (A) and 5D HMDS (B) across 300 repeated samplings from

different k-means clusters, as a function of the number of probes. 100 data points are taken in each sampling.

(C and D) Same analysis for samples taken with replacement from the whole data. The black dashed lines show k = 0 and

signify Euclidean geometry in EMDS (A and C) or hyperbolic geometry with Rdata = Rmodel = 2.6 in 5D HMDS (B and D). In

each plot, the width of the shape shows the probability density of different values; the central line, the left edge and right

edge of the box within the shape represent the median, the 75th, and the 25th percentiles respectively. The line within the

shape extends to the most extreme non-outlier points; the outliers are represented by dots.
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convexity of the Shepard diagram increases from being approximately zero k = �0.07 to k = 0.64 in EMDS

and from k =�0.42 to k = 0.05 in HMDS (Figure 3B). These fitting results match the signatures expected for

hyperbolic geometry in Figure 2B. It shows that the gene expression space has hyperbolic structure that

becomes increasingly more apparent upon including a moderately large number of genes (>1,000 probes)

in the measurements.

To test the robustness of this conclusion and make full use of the whole data, we repeat the sampling pro-

cess 300 times both for the local sampling where samples are taken fromdifferent single clusters and for the

global sampling where samples are broadly taken from the whole data. The samples are taken with replace-

ment. As expected, for samples taken from local clusters, themedian values of convexity kz 0 in EMDS and

k < 0 in HMDS (Figures 4A and 4B) even when all genes are used. These measurements indicate Euclidean

structure. For samples taken across the whole population, with increasing number of probes, themedian of

k increases to be positive in EMDS and close to zero in HMDS (Figures 4C and 4D); these signatures indicate

that samples across population have hyperbolic structure when represented by a moderately large number

of genes (R1,000 probes).
The size of the hyperbolic gene expression map varies systematically across cell types

The HMDS method can also be used to estimate the curvature of the underlying low-dimensional space or

equivalently the size of the hyperbolic map measured in units of inverse curvature (Figure S3). The hyper-

bolic radius Rdata can be used as an indication of the hierarchical depth of the corresponding tree structure

(Krioukov et al., 2010). Above we have shown that global human gene expression data can be embedded

without distortion to 5D hyperbolic space with Rmodel = 2.6. This value was obtained by systematically

screening across different R values to find those best matching Rdata as indicated by the zero convexity

parameter k obtained by fitting the corresponding Shepard diagram. In Figure 5A we show that the con-

vexity k decreases with Rmodel and crosses 0 at Rmodelz2.6. Therefore, we conclude that Rdata = 2.6 in 5D

hyperbolic representation. Next, we examine several other gene expression datasets and determine Rdata

for them. Han et al. (2018) performed Microwell-seq of cells from multiple mouse organs and generated

mouse cell atlas map using the t-SNEmethod. Here we re-analyze these data to find if they have a nonlinear

low-dimensional structure. The microwell-seq data in this dataset are much sparser than the microarray

data. Therefore, we first check whether changes in sparseness of measurement data could affect the geom-

etry detection and its parameters. To this end, we re-analyze synthetic data where at the stage of Euclidean

high-dimensional embedding all values are re-set to zero if their values are in the smallest 5%. Even though

intermediate embeddings into larger dimensional space have more values that are set to zero, this does
6 iScience 24, 102225, March 19, 2021
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Figure 5. Radius of the hyperbolic space of gene expression varies systematically across cell types

(A–E) The violin plots of convexity of Shepard diagrams k as a function of the radius of the embedding space Rmodel. (A)

Microarray data from human samples in Lukk et al. (2010) dataset. (B–E) Microwell-seq data (Han et al., 2018) for brain cells

(B), kidney (C), lung (D), and embryonic stem cells (E). Solid lines show the linear regression; their y-intercepts yield

estimates of the radius of the hyperbolic map for each dataset (see printed values with G2 SD from 300 samplings). The

HMDS embedding dimension is D = 5 in (A–E).

(F) Dependence of the radius of the hyperbolic space as a function of the embedding dimension for datasets in (A–E) on

human cells (HS), mouse brain (MB), mouse kidney (MK), mouse lung (ML), and mouse embryonic cells (ME). Rdata = 0 (DR

8 in ME) means that k remains negative regardless of Rmodel.
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not change the estimated convexity values for low-dimensional embeddings using either Euclidean or hy-

perbolic metric, and the tests correctly identify the presence of a low-dimensional hyperbolic geometry

(Figure S4).

With these checks at hand, we proceeded to analyze the microwell-seq data from different mouse organs.

Following previous studies (Macosko et al., 2015), the data were pre-processed using the Seurat algorithm

(Butler et al., 2018) and projected onto top 50 principal components (see transparent methods). Next, we

applied 5D HMDS to the processed data from four of the mouse organs – brain, kidney, lung, and embry-

onic stem cells. We find that all these data have an underlying hyperbolic structure (Figures 5B–5E). It is

worth noting that the hyperbolic radius necessary to describe these data is smaller than that for human

samples. Among the four mouse cell types, the largest radius is found for the mouse brain cells with Rbrain =

2.03 G 0.02 (Figure 5B), followed by mouse kidney and lung that have similar radii Rdata = 1.78 G 0.02 and

1.77 G 0.02, respectively (Figures 5B and 5C). Finally, the smallest radius is observed for mouse embryonic

stem cells with Rdata = 1.15G 0.04 (Figure 5E). Because hyperbolic radius indicates the depth of the under-

lying hierarchical tree, these findings indicate an interesting progression in complexity with embryonic cells

exhibiting the smallest degree of hierarchical organization and brain cells exhibiting the largest degree.

We note that the HMDS methods produce estimates of the hyperbolic radius that depend on the embed-

ding dimensionD. This happens because the density of points increases exponentially with exponent (D�1)

R according to Equation (S3). Results in Figures 5A–5E are obtained for a 5D hyperbolic space. In panel F,

we show how the estimates of Rdata decrease with embedding dimension in different datasets (Figure 5F).

Importantly, the relative differences in Rdata across cell types are maintained across a range of different

embedding dimensions. The hyperbolic maps continue to have the smallest radius for mouse embryonic

cells, larger values for mouse differentiated cells, and yet larger values for mouse brain and human cells.

We also find that the minimal embedding dimension for all of these datasets is D = 3, and that smaller

dimension fails to properly embed the data.
iScience 24, 102225, March 19, 2021 7
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We also tested the robustness of the HMDS method to noise in the data. Toward that goal, we add varying

amounts of themultiplicativeGaussiannoise to the Lukket al. data (Lukket al., 2010) andfit the resulting Shepard

diagrams. The fits produce stable convexity estimates for Shepard’s diagramsover a broad rangeof noise values

(Figures S5A–S5E). This robustness is observed up to very large noise values with ε = 0.5 when noise completely

destroys the data structure (Figure S5F). The reason for this robustness is that noise does not systematically shift

the shape of the Shepard diagram, yielding the same fitting exponent under varying noise amounts.
Hyperbolic low-dimensional visualization of gene expression data

Although MDS embedding can be used to detect intrinsic geometry, it is not ideal for low-dimensional

visualization. One of the primary reasons common to all MDS-based algorithms is that they are not de-

signed to attract similar points together like t-SNE. Consequently, MDS-based methods achieve poor clus-

tering results. These limitations were solved by nonlinear methods like t-SNE and UMAP, which, however,

are only performed in the Euclidean space. As a result, existing visualization methods may cause distortion

of global structure in the data that has a global hyperbolic structure. Here we aim to adapt the t-SNE algo-

rithm to work in hyperbolic space. To achieve this we use hyperbolic metric to evaluate global distances in

the data while keeping the local clustering aspects of the algorithm. The standard t-SNEmethod effectively

discards large distance information between distant points. We recently proposed a variant of t-SNE, which

aims to preserve global Euclidean structure in the data, which was called global t-SNE (g-SNE) (Zhou and

Sharpee, 2018). The g-SNE method works by adding to the similarity distance measures present in the t-

SNE another term that focuses on large Euclidean distances (see transparent methods). When applied

to Lukk et al. data (Lukk et al., 2010), g-SNE preserves data distances very well (Figure 6A, R = 0.848).

Despite the high quality of embedding, g-SNE cannot reveal the hierarchical structure of data, which is

only visible in hyperbolic embedding. Therefore, considering that human gene expression space is locally

Euclidean and globally hyperbolic, we develop a hyperbolic t-SNE (h-SNE) method that applies hyperbolic

metric to global similarities as defined in g-SNE (Zhou and Sharpee, 2018) while still using Euclidean metric

for original local similarities. We find that h-SNE gives similar embedding accuracy as g-SNE, both of

which largely outperform PCA and UMAP, with R = 0.841 for h-SNE compared with R = 0.744 for PCA

and R = 0.627 for UMAP (Figure 6A). The distance correlation of Shepard diagram generally quantifies

the quality of embedding with respect to large distances, i.e., the global inter-class structure preservation.

To measure the local structure preservation, we use the silhouette score, which measures the quality of

clustering (Rousseeuw, 1987). Here we find that h-SNE achieves higher silhouette score than g-SNE and

significantly higher score than other algorithms (Figure 6B).

These quantitative improvements by h-SNE are also reflected in the improved local and global visualiza-

tions that the method provides. For local visualization, the clusters identified by h-SNE are well separated

with respect to 15 different tissues and disease types (Figure S6). By comparison, the PCA representation

does not separate the 15 clusters very well, mixing nervous system neoplasm cells (cyan) with the breast

cancer cells (magenta) (Figure 6C). The non-neoplastic cell line (yellow) is also not separated in the PCA

representation from the solid tissue neoplasm cell line (green) (Figure 6C, see all the 15 labels in Figure S6).

The UMAP methods separate clusters better but generate too many disconnected components that are

difficult to be matched to sample labels (Figure S6). In terms of global properties, the h-SNE visualization

generates a clearer global hierarchical organization of clusters, which is not attainable in g-SNE embed-

ding: cells from nervous system neoplasm, breast cancer, non-neoplastic cell line, and solid tissue

neoplasm cell line are sequentially positioned at different branches in the disk (Figure 6C); in addition,

the two principal hematopoietic and malignancy axes can be clearly identified in h-SNE, but not in

UMAP (Figure S7). Finally, it is particularly interesting to note the differences in hierarchical positioning

that are assigned to breast cancer cells (magenta). Many of these cells occupy points with smaller radii. Po-

sitions that are closer to the center of the hyperbolic space typically correspond to more de-differentiated

cells, as we have already seen in the comparison between mouse embryonic cells and differentiated cells.

Thus, the more central positions assigned to breast cancer cells are consistent with observations of them

being close to de-differentiated cells (Friedmann-Morvinski and Verma, 2014).

The quality of h-SNE visualization is also illustrated by the topography with respect to gradient expressions of

three marker genes: NCAM1 (Deborde et al., 2016) for nervous system neoplasm, ASPN (Castellana et al.,

2012) for breast cancer, and PLOD2 (Songet al., 2017) for non-neoplastic cell line. Thesemarker genes are highly

expressed in distinct but continuous branches in h-SNE; by comparison, the expression patterns of these three

genes are more difficult to organize in g-SNE, to cluster in UMAP, or to separate in PCA (Figure 6D).
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Figure 6. Comparison of two-dimensional visualizations of human expression data (Lukk et al., 2010) using g-SNE,

h-SNE, PCA, and UMAP

(A) Shepard diagrams of the four different mappings. The Pearson correlation coefficients of pairwise distances plots are

shown at the top of each panel. The shaded regions represent the 95% range of the points at each of the binned data

distance intervals (20 bins), the lines in the middle represent the medium.

(B) Quantification of local and global structure preservation using Pearson correlation coefficient of Shepard diagram (y

axis) and Silhouette score (x axis), respectively, for five algorithms (including t-SNE). The Silhouette score is defined as the

geometric mean of the three scores obtained by using six hematopoietic labels, four malignancy labels, and fifteen

subtype labels, respectively (see transparent methods).

(C) In h-SNE, the data points are visualized within a 2D Poincaré disk with order-7 triangular tiling, which represents a

compressed version of a hyperbolic space. In g-SNE, PCA, and UMAP, the points are visualized in 2D Euclidean plane.

Four cell types are highlighted with color: nervous system neoplasm (cyan), breast cancer (magenta), solid tissue

neoplasm cell line (green), and non-neoplastic cell line (yellow). The rest of the data points are shown in gray to avoid

confusion between multiple colors; see Figure S6 for colors across all cell types.

(D) The embedding samples are colored using subtractive CMY color mode according to normalized expressions of three

marker genes NCAM1 (nervous system neoplasm), ASPN (breast cancer), and PLOD2 (non-neoplastic cell line).

See also Figure S6.
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In addition to visualizing discrete data, hyperbolic embedding is especially useful in representing tempo-

rally continuous data and predicting lineage information. Klimovskaia et al. (2020) developed Poincaré map

method to visualize hierarchies in single-cell data. This method used similar idea as t-SNE but implemented

hyperbolic metric in the representation space. This has led to improvements in the representations of cell

trajectories. However, the Poincaré mapmethod, being based on t-SNE, still largely discards large distance

information. This problem can be well solved by h-SNE, which is designed to capture global hyperbolic

structure. For comparison with the Poincaré map method (Figure 4 in Klimovskaia et al., 2020), we select

the mouse hematopoiesis data in Moignard et al. (2015). This dataset consists of cells from different devel-

opment stages: primitive streak (PS), neural plate (NP), head fold (HF), four somite GFP (Runx1) negative

(4SG-), and four somite GFP positive (4SG+). We first apply HMDS method to determine the intrinsic ge-

ometry of the data and find that the data space is hyperbolic with Rdata = 1.72 (Figure S8). Then we apply

h-SNE to the data and compare the results with Poincaré map. The h-SNE method produces similar local

clustering as in Poincaré map, but it generates very distinct global pattern: the two differentiated branches

4SFG and 4SG extend around the disk with clear division along the angular variable in the h-SNE
iScience 24, 102225, March 19, 2021 9
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Figure 7. Comparison of hyperbolic embedding of mouse hematopoiesis data using h-SNE and Poincaré map

(A and B) h-SNE and Poincaré mapping of the data after centering the root node in Poincaré disk (see transparent

methods). Gray cluster represents potential outliers or ‘‘mesodermal’’ cells (Klimovskaia et al., 2020) (Moignard et al.,

2015).

(C and D) Shepard diagram of h-SNE and Poincaré mapping. The data distances are calculated using Euclidean metric in

the original data space, whereas the embedding distances are calculated using hyperbolic metric.

(E and F) Predicted pseudo time from h-SNE and Poincaré mapping; the pseudo time is defined as the hyperbolic

distances between points and the root node.

(G and H) Normalized gene expressions of two main genes Gfi1b (hemogenic marker) and Cdh5 (endothelial marker) in h-

SNE and Poincaré maps.
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visualization (Figure 7A). The corresponding pattern is not as clear in Poincaré map (Figure 7B). The She-

pard diagrams of the embeddings show that h-SNE preserves data distances much better than Poincaré

map, especially the large distances (Figures 7C and 7D). When predicting the pseudo time, the h-SNE

method produces a clear pseudo time prediction with a much smaller variance compared with the Poincaré

map (c.f. compare the pseudo time in 4SFG stage, Figures 7E and 7F). Finally, as another example, we show

the normalized gene expressions of two marker genes Gfi1b (hemogenic marker) and Cdh5 (endothelial

marker), finding that these two genes are differentially expressed in different branches in h-SNE (Figure 7G).

This separation is not obvious in Poincaré map (Figure 7H). The clear hierarchical organization of cells in h-

SNE map may help us better understand the relationships between cells at different stages.
DISCUSSION

In this article we developed a non-metric MDS in hyperbolic space and showed how it can be used to detect

the hidden geometry of data starting with an initial Euclidean representation. By applying this method to
10 iScience 24, 102225, March 19, 2021
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several gene expression datasets, we found that gene expression data exhibit Euclidean geometry locally

and hyperbolic geometry globally. The radius of the hyperbolic space differed depending on the cell types.

The lowest values were observed for embryonic cells and the highest values were observed for brain cells in

mouse data. Given that hyperbolic geometry is indicative of hierarchically organized data (Zhou et al., 2018;

Krioukov et al., 2010), and the spanned radius represents the depth of the network hierarchy, it is perhaps

intuitive that the largest value would be observed for highly differentiated and specialized brain cells and

the smallest value for the embryonic cells.

The method that we used to detect the presence of hyperbolic geometry was based on non-metric MDS. One

can also usemethods fromalgebraic topology (Zhou et al., 2018; Giusti et al., 2015) for this purpose, as has been

recently demonstrated for metabolic networks underlying natural odor mixtures produced by plants and ani-

mals (Zhou et al., 2018). The advantage of the topological method is that it is very sensitive to changes in the

underlying geometry, including its dimensionality and hyperbolic radius. However, this method is computation-

ally intensive and does not scale well to large datasets. In contrast, the non-metricMDSmethod is computation-

ally much faster. Therefore, we recommend using it as a first step in determining whether the underlying geom-

etry is hyperbolic or Euclidean. If hyperbolic geometry is detected, then radial position of embedding points can

be used to arrange data hierarchically. We have also seen that taking into account hyperbolic geometry pro-

duces better low-dimensional visualizations, cf. Figures 6 and 7.

Accurate representation of data across scales is a very active area of research (Wu et al., 2018; Ding et al.,

2018; Kobak and Berens, 2018). Special attention is being devoted to developing visualization methods

that can not only cluster data in a useful way but also preserve relative positions between clusters (Zhou

and Sharpee, 2018; Becht et al., 2019). In particular, preserving global data structure was one of the driving

factors for the UMAP method (Becht et al., 2019). Knowing the underlying geometry helps to position clus-

ters appropriately and robustly map them across different runs in a visualization method. For example, the

t-SNE method produces random positions of the clusters across different runs of the algorithm (Watten-

berg et al., 2016). This problem can in part be alleviated by additional constraints on large distances

(Zhou and Sharpee, 2018). Here we find that using a combination of a hyperbolic metric for large distances

and Euclidean metric for local distances offers strong improvements in this respect. It also outperforms the

recent Poincaré map method that implements hyperbolic metric only for local distances (Klimovskaia et al.,

2020). We notice that although h-SNE is best fit for hyperbolic data, it performs similarly as g-SNE in accu-

racy distances preservation. A future direction is to further optimize h-SNE algorithm.

What could be the origin of hyperbolic geometry at the large scale and Euclidean at small scale? First, any

curved geometry, including hyperbolic, is locally flat, i.e., Euclidean. The scale at which non-Euclidean ef-

fects become important depends on the curvature of the space. From a biological perspective, the

Euclidean aspects can arise from intrinsic noise in gene expression (Elowitz et al., 2002; Oleksiak et al.,

2002; Raj and van Oudenaarden, 2008). This noise effectively smoothes the underlying hierarchical process

that generates the data. We find that hyperbolic effects of human gene expression can be detected by

including measurements on as few as �100 probes. Why do hyperbolic effects require measurements

along multiple dimensions? The reason is that hyperbolic geometry is a representation of an underlying

hierarchical process, which generates correlations between variables. These correlations become detect-

able above the noise once a sufficient number of measurements are made. As an example, one can think of

leaves in a tree-like network, and how their activity becomes correlated when it is induced by turning on and

off branches of the network. Intuitively, these correlations generate the outstanding branches of a hyper-

bola. We observe that these correlations can be detected bymonitoring even a relatively small (�100) num-

ber of probes. This makes it possible to construct a global map of genes from partial measurements, and

open new ways for combining data from different experiments.
Limitations of the study

The main limitations of the study pertain to computational constraints. Currently, the hyperbolic MDS

methods can reliably embed several hundred data points. Therefore, we analyze data by randomly select-

ing 100 points at a time. The hyperbolic t-SNE (h-SNE) presented here was developed based on the t-SNE

version that performs exact embedding without any speed optimization (e.g., Barnes-Hut t-SNE). As a

result, it becomes computationally expensive for large datasets and convergence starts to become prob-

lematic when the number of cells becomes too large. The current version performs well with less

than �6,000 cells.
iScience 24, 102225, March 19, 2021 11
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Moignard et al. data: https://github.com/facebookresearch/PoincareMaps/blob/master/datasets/

Moignard2015.csv. The codes for non-metric hyperbolic MDS are available from: https://github.com/
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1. Transparent Methods

Metric and non-metric MDS in Euclidean model
Assume there sectionre n objects described by a set of measurements, the dissimilarity of the

objects can be obtained by the experimental measurements of the objects. For example, the dis-
similarities of two cells can be calculated by the Euclidean distances of the gene expression vectors.
Metric MDS approximates the geometric distances dij to the data dissimilarities δij, while non-
metric MDS approximates a monotonic transformation of dissimilarities of data. The transformed
values are known as disparities d̂ij. The loss function S in Euclidean embedding was defined as :

S =

√
S∗

T ∗
(S1)

Where S∗ = Σi,j(dij − d̂ij)2, T ∗ = Σi,jd
2
ij. In non-metric MDS, d̂ij is determined using the greatest

convex minorant method in Kruskal’s approach Kruskal (1964). In metric MDS, disparities are
equal to dissimilarities: d̂ij = δij.

1.1. Non-metric MDS in native hyperbolic model
There are many hyperbolic space representations, we will use the native representation with polar

coordinates Krioukov et al. (2010) in our hyperbolic MDS. The angular coordinates in the space are
the same as in an Euclidean ball, the radius Rmodel ∈ (0,∞) characterizes the hierarchical depth
of the structure, measures the degree of hierarchy in data, and determines how points distribute in
the space. The distance of two points dij is calculated as:

cosh(dij) = cosh(ri) cosh(rj)− sinh(ri) sinh(rj) cos(∆θij) (S2)

Where ri and rj are the radial coordinates of the two points, and ∆θij is the angle between them.
In D-dimensional HMDS, we initialize the embedding process by uniformly sampling points within
radius Rmodel in the native hyperbolic model. The points directions are uniformly sampled around
the high-dimensional sphere, and the radial coordinate r ∈ (0, Rmodel] follows :

ρ(r) ∼ sinhD−1 r (S3)

We note that there can be merits to sample the points uniformly in the angular variables. Although
this does not lead to uniform sampling of points along the sphere Koay (2011), this way of sampling
can be particularly advantageous in the situation where the angular variable maps onto periodic
variables that correspond to cell cycle or other rhytms. We have used this sampling in our previous
publication on olfactory signals produced by fruits and plants Zhou et al. (2018) where it matched
developmental processes in the fruit.

During the iteration process, we update both angular and radial coordinates according to the
gradient descent of the loss function Eq. (S1), and at the same time set Rmodel as the upper bound
of the radial coordinates. The reason of setting a bound is that the coordinates in hyperbolic model
are polar coordinates which cannot be normalized after each iteration as performed in Euclidean
MDS, so without bound the gradient descent of loss functionsection Eq. (S1) would lead to very
large ri and dij (since dij is in the denominator) and hence fail to preserve radial coordinates of
data. By setting the upper bound for radial coordinates, the HMDS embedding can well preserve
the data distances and precisely detect hyperbolic radius of data Rdata (Fig. S3).
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1.2. Fitting of Shepard diagram

The Shepard diagram is linear if the geometry of input data matches the geometry of embedding
space, and otherwise nonlinear. In both EMDS and HMDS, we use the power function below to fit
the pairwise distances:

y = a(x− x0)κ+1 (S4)

Where x0 = min(x) − ε is an offset representing the distance caused by intrinsic noise of data, a
small value ε is introduced to avoid zero inputs in the fitting. The convexity κ describes the linearity
of the fitting. κ = 0 indicates Euclidean input in EMDS and means Rdata = Rmodel in HMDS. κ > 0
means the data is more hyperbolic than the model, and vice versa.

1.3. Hyperbolic t-SNE

Given a data set containingN data points described byD dimensional vectors: {x1,x2,x3, ...,xN ; xi ∈
RD}. The t-SNE algorithm Maaten and Hinton (2008) defines the similarity of two points xi,xj as
the joint probability pij:

pj|i =
exp(−‖xi − xj‖2/2σ2

i )∑
k 6=i exp(−‖xi − xk‖2/2σ2

i )
, (S5)

pij =
pj|i + pi|j

2n
. (S6)

The similarity of two points yi,yj in embedding space is defined as the joint probability qij:

qij =
(1 + ‖yi − yj‖2)−1∑

m 6=n (1 + ‖ym − yn‖2)−1
. (S7)

The discrepancy between the similarities of data and embedding points is the loss function, which
is defined by Kullback-Leibler (KL) divergence of the joint probability pij and qij :

L = DKL(P‖Q) =
∑
i

∑
j

pij log

(
pij
qij

)
. (S8)

Minimizing the loss function L with respect to the embedding coordinates yi by gradient descent
gives:

∂L

∂yi
= 4

∑
j

(pij − qij)(yi − yj)(1 + ‖yi − yj‖2)−1. (S9)

The original definitions of similarities Eqs. (S5-S7) in t-SNE are sensitive to small pairwise distances
among neighboring points but not to large distances between distant points. To preserve large
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distances, Zhou et al. Zhou and Sharpee (2018) proposed global t-SNE algorithm that introduced
global similarity terms p̂ij and q̂ij which are primarily sensitive to large distance values:

p̂ij =
1 + ‖xi − xj‖2∑

m 6=n (1 + ‖xm − xn‖2)

q̂ij =
1 + ‖yi − yj‖2∑

m 6=n (1 + ‖ym − yn‖2)

(S10)

And they defined the global loss function L̂ as:

L̂ = DKL(P̂‖Q̂) =
∑
i

∑
j

p̂ij log

(
p̂ij
q̂ij

)
(S11)

The total loss function Ltotal was then defined by combining the two loss functions using a weight
parameter λ:

Ltotal = L+ λL̂ (S12)

The gradient of the total loss function Ltotal gives:

∂Ltotal

∂yi
= 4

∑
j

[(pij − qij)− λ(p̂ij − q̂ij)] · (yi − yj)(1 + ‖yi − yj‖2)−1, (S13)

where the weight λ of the global loss function controls the balance between the local clustering and
global organization of the data. Large λ values lead to more robust global distribution of clusters,
but less clear classifications. Small λ moves back to approximate the traditional t-SNE, and will be
exactly the same when λ = 0. In hyperbolic t-SNE, we still use native representation parametrized
by Rmodel as in HMDS, but here Rmodel is only used to determine the initial radial distribution, not
to set the upper bound. We substitute the Euclidean distances in global similarity terms Eq. (S10)
by hyperbolic distances dhij defined in Eq. (S2), and change Cartesian coordinate system to polar
one for all the distance calculations. Then the gradient of total loss function with respect to polar
coordinates would be:

∂Ltotal
∂ri

= 4
∑
j

[(pij − qij) · deij ·
∂deij
∂ri

(1 + (deij)
2)−1

− λ(p̂ij − q̂ij) · dhij ·
∂dhij
∂ri

(1 + (dhij)
2)−1]

∂Ltotal
∂θi

= 4
∑
j

[(pij − qij) · deij ·
∂deij
∂θi

(1 + (deij)
2)−1

− λ(p̂ij − q̂ij) · dhij ·
∂dhij
∂θi

(1 + (dhij)
2)−1]

(S14)
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Where deij is the Euclidean pairwise distance in polar coordinates, dhij is the hyperbolic pairwise
distance obtained from Eq. (S2). pij, qij, p̂ij and q̂ij are defined by Eqs. (S5-S7) and Eq. (S10) with
polar coordinates. When implementing the algorithm, we substitute the radial coordinates with
their exponential transformation to avoid negative radii during the iteration:

rexp = er (S15)

The derivative of distances with respect to the new variable would be:

∂

∂rexp
=

∂

∂r
· ∂r

∂rexp
=

1

rexp
· ∂
∂r

(S16)

When the iterations converge, we make logarithm transformation of rexp to get the real radial
coordinates.

1.4. Parameters in visualization algorithms
For Lukk et al. Lukk et al. (2010) data, we set λ = 8 and Rmodel = 1 in h-SNE. We select the

result that best preserves data distances from 30 repeats. After obtaining the embedded points,
we transform the points from native representation to Poincaré disk model by performing the
transformation on radial coordinates:

rPoincare = tanh(
rnative

2
) (S17)

In g-SNE, the parameter is: λ = 20. In PCA, we use the first two principal components for
visualization. In UMAP, we screen a wide range of the combination of two key parameters: number
of neighbors ∈ {5, 10, 20, 50, 100} and minimal distance ∈ {0.001, 0.01, 0.1, 0.5, 0.8}, each of the 25
combinations was repeated 30 times. The optimal combination of parameters that leads to largest
distance correlation of Shepard diagram is: number of neighbors = 100 and minimal distance = 0.5,
and the corresponding result is shown in Fig. 6.For Moignard et al. data Moignard et al. (2015),
the parameters for h-SNE are: λ = 10, Rmodel = 1. The root node index is 1800. When plotting
Poincaré map, we directly use the embedding positions provided in Klimovskaia et al. Klimovskaia
et al. (2020).

1.5. Evaluation of embedding
The Pearson correlation coefficient of Shepard diagram (embedding distances versus data dis-

tances) is used to measure the preservation of distances and global structure. For local clusters,
we apply silhouette score Rousseeuw (1987) to our embedding results. Silhouette score measures
the quality of data partitioning and clustering in graphical representation of objects, which in our
case can be used to measure the consistency of the data configuration in 2D embeddings with the
“ground truth” cluster labels. The higher score indicates better consistency with data labels. We
consider all the three types of labels available – six hematopoietic properties, four malignancy prop-
erties and fifteen subtypes, and calculate the geometric mean of silhouette scores obtained by using
these three labels:

s = 3
√
s1s2s3 (S18)

Where s1, s2, s3 represent the silhouette scores by using the three types of labeling respectively. The
mean score s is used to quantify the local structure preservation for the five visualization algorithms.
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1.6. Data preprocessing and analysis

No pre-processing was done for the microarray dataset from human samples Lukk et al. (2010).
For scRNA-seq dataset from Han et al. (2018), we use Seurat packages Butler et al. (2018) to

perform normalization, feature selection and scaling for the data, and to select the top 50 principal
components for analyses. These results are reported in Figure 5.The results without pre-processing
(and keeping all 1000 principle components) were qualitatively similar but had slightly reduced
hyperbolic radii: Rmouse brain = 1.62± 0.02, Rmouse lung = 1.47± 0.03, Rmouse kidney = 1.45± 0.03, and
Rmouse embryo = 0.98± 0.02 (compare with number in Fig. 5). These obervations are consistent with
the observation that noise reduction done during pre-processing makes hyperbolic effects stronger
and more apparent.

For mouse hematopoiesis data, we use the processed data from Klimovskaia et al. Klimovskaia
et al. (2020). The Seurat analysis, violin plots and linear regression were performed using R version
3.6.2, the other analyses were performed using MATLAB R2017a.
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2. Supplemental figures
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Figure S1: Illustration of non-metric MDS embedding in different geometries. Related to Figure 2.
100 synthetic points in 5D hyperbolic (top), Euclidean (middle) and spherical (bottom) space are embedded into
5D hyperbolic (left), Euclidean (middle) and spherical (right) space respectively. The hyperbolic radius is R = 5 for
both data and model. The fitting methods are the same as in Figure 2 in the manuscript.
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Figure S2: Gaussianity of normalized gene expressions across the whole samples and from a single
cluster. Related to Figure 3. (A) Gene expression distributions of the six most non-Gaussian distributed
probes across all the samples, p values were given by one-sample Kolmogorov-Smirnov test for Gaussianity, the null
hypothesis is that the normalized distribution is standard normal distribution. (B) Gene expression distributions
of the same six non-Gaussian probes as in (A) across 100 samples in one of the k-means (k = 80) cluster. (C) p
value distributions of all the probes across the whole samples. (D) p value distributions of all the probes across 100
samples in one of the k-means cluster.
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Figure S3: HMDS embedding of hyperbolic data with different Rmodel. Related to Figure 5. 100 points
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diagram convexity κ is shown in panel (A,C,E). (A) Shepard diagram of HMDS embedding of the samples to 5D
hyperbolic space with Rmodel = 3. (B) Histogram of radial coordinates r of 100 sample points and model points after
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Figure S5: Screening Rdata of Lukk data with different magnitude of noise added by doing HMDS.
Related to Figure 5. The embedding dimension is D = 5. The noise ε is added as multiplicative Gaussian noise:
Mnoise = M [1 + ε ·N(0, 1)]. (A-E) Fitting of Rdata under different ε. (F) Plot Rdata as the function of ε.
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SNE, PCA and UMAP. Related to Figure 6. The samples are colored according to the 15 tissue and disease
types.
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Figure S7: Comparison of two-dimensional visualizations of human gene expression data in different
algorithms. Related to Figure 6. (A-D) g-SNE, h-SNE, PCA and UMAP embeddings of human samples
classified by hematopoietic properties, these labels also represent the six major clusters identified by Lukk et al. The
hematopoietic axes are shown in solid lines in g-SNE(A), h-SNE(B) and PCA(C). (E-H) g-SNE, h-SNE, PCA and
UMAP embeddings of human samples classified by malignancy properties. The malignancy axes are shown in solid
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