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a b s t r a c t 

Molecular dynamics (MD) simulations are performed to analyze the evolution of defects and stress caused by low- 
energy (25-400 eV) Ar bombardment of polycrystalline Mo thin films. Simulations were performed under different 
conditions to explore the role of grain boundaries (GBs), Ar-atom’s kinetic energies, and incident directions 
on defect generation. The results show that the GBs enhance the production of interstitial defects, producing 
compressive stress at much larger depths than the implantation range. This is attributed to sequences of atomic 
collisions that knock atoms into GBs instead of a diffusional process. Decreasing the grain size or increasing 
the kinetic energy of the incoming particles increases the number of interstitials in the film, which increases 
the compressive stress. The incident angle has little influence on the number of interstitials in the film, but the 
sputtering yield depends on the polar angle. The stress distribution can be modeled by a superposition of the 
different defect distributions with the appropriate relaxation volumes. 
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. Introduction 

Low energy particle bombardment plays an important role in many
aterials processing techniques such as sputter deposition, ion-assisted
rowth, depth profiling, etching, implantation, and micromachining. In
any cases, stresses produced during processing can be large enough to
ffect performance and impact reliability. Energetic particles can have
 significant effect on the stress, e.g., in the use of ion-assisted [1] or
putter deposition [2] to modify film stress or ion bombardment to tailor
he stress distribution in micromachined devices [3] . Therefore, it would
e useful to have a deeper understanding of how they affect the stress
n order to predict it and optimize processing conditions. 
Studying the relationship between energetic particle bombardment

nd stress generation has a long history. Early models attributed the
tress modification as being analogous to “atomic peening ” [ 4 , 5 ] in
hich momentum transfer from the energetic particle drives the atoms
n the film into more dense configurations [6] or creates stress-inducing
efects. Other models have been proposed [ 2 , 5 , 7–14 ] that use the gen-
ration and trapping of defects to explain the contribution of energetic
articles to the stress. These processes may occur in the bulk of the film,
ut it has also been recognized that GBs can play a role in modifying the
tress-generation processes [14–17] . Samaras et al. [18] found that GBs
∗ Corresponding author at: State Key Laboratory for Mechanical Behavior of Mater
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ct as sinks for interstitials by using MD simulation for face-centered cu-
ic (FCC) Ni and body-centered cubic (BCC) Fe. The efficiency of “defect
bsorbency ” strongly depends on the GB characters [19] . For instance,
29 twist GBs in Fe has stronger interstitial absorbency, which leaves
n excess concentration of vacancies in the bulk region [20] . The ab-
orbed interstitials can lead to increasing generation of stacking-fault
etrahedral in Ni [21] or even result in GB migration [ 22 , 23 ]. When
isplacement cascades are near to or overlap with a GB plane, the GB
tructure may be changed, e.g., becoming curved [24] , increasing in
idth or generating stress-concentration near GB [25] . 
Despite many studies, many of the fundamental mechanisms are not

ell understood. For instance, the role of trapped neutral atoms in creat-
ng stress has been proposed [17] . Based on the knock-on linear cascade
heory [26] , Windischmann [7] pointed out that the rate per unit area
ith which atoms are displaced from equilibrium sites is proportional
o the energy and ion flux. A simple model was proposed by Davis [10] ,
hich describes the formation of steady-state stress in the film by cou-
ling the stress generated by knock-on implantation of film atoms and
tress relaxation excited by thermal spike. However, other works suggest
hat the stress is not related to the number of trapped atoms but asso-
iated with parameters such as the modulus of elasticity, Poisson ratio,
nd net deflection of the wafers in the orthogonal directions x and y
ials, Xi’an Jiaotong University, Xi’an 710049, PR China. 
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Fig. 1. (a) Relaxed single crystalline model. 
(b) Crystal orientation of adjacent grains after 
relaxing, where the white atoms on surface are 
removed for clarifying the orientation. (c) and 
(d) Relaxed polycrystalline model with grain 
size of 20 nm and 10 nm, respectively. The blue 
and white atoms represent BCC and unknown 
structures, respectively (For interpretation of 
the references to color in this figure legend, the 
reader is referred to the web version of this ar- 
ticle.). 
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27] . A further model [14] suggested that the stress can be calculated
rom a few parameters of the grains (e.g., the total lateral dimension of
ne grain and the mean thickness of the inter-crystalline zone) and that
he point defects can escape from the film, annihilate with each other,
r be absorbed in the dislocation or GBs. Although these models can
escribe the relationship of defects and stress, they do not give any mi-
roscopic information on the type of defects responsible for the stress, as
ell as the respective role of the interstitials, vacancies, substitutional
f recoil atoms [28] . 
To further our understanding, this work describes the use of molec-

lar dynamics simulation to characterize the defects and stress induced
y energetic Ar bombardment of Mo films. Previous studies have also
sed MD simulation to model the effects of low energy particle bom-
ardment, e.g., densification, [6] defect formation [ 29 , 30 ] film growth
odification [ 31 -–37 ]. The focus of the current work is on characteriz-
ng the fundamental mechanisms by which the stress is created during
article bombardment. Simulations were performed on films with dif-
erent grain sizes to explore how the defect production is modified in
he presence of GBs. The resulting stress distribution was modeled by a
uperposition of defect distributions with different relaxed volumes. 
The stress distribution was used to estimate the residual stress in

rowing films induced by defect production. Since the time scale of MD
imulations is short, the work only reveals the ballistic processes that
ccur at a short time and does not consider potential relaxation of the
tress mediated by long-range diffusion of the particle-induced defects.
n many systems, the stress depends on the growth rate [ 38 , 39 ], which
uggests that the post-implantation dynamics of the particle-induced de-
ects are important, not just the stress that is generated by atomic col-
isions. To consider defect kinetics, the results from the work here can
e used as input for other computational methods such as kinetic Monte
arlo [ 40 -–42 ] or rate equations [43] . 

. Simulation method 

A schematic of the simulated geometry is shown in Fig. 1 . The to-
al volume is the same for all of the simulations with dimensions of 40
m × 10 nm × 15 nm ( x × y × z ). The initial crystal height is 12 nm,
o the total number of Mo atoms is approximately 310,000. Periodic
oundary conditions were used along the x- and y- directions, while the
- direction was kept free. Fig. 1 a corresponds to a plan view of a sin-
2 
le crystalline BCC Mo film with its < 100 > axes parallel to the coordi-
ate system. Fig. 2 b–d correspond to the crystal orientation of adjacent
nd polycrystalline films with GBs inserted in the crystal at spacings of
 = 20 and 10 nm. The GBs were generated by alternately rotating each
egion by 20° around the z- axis ( < 001 > ). Thus, all grain boundaries are
ymmetric tilt GBs, which are close to the 

∑
13 𝑎 (22.6°[100]) GB. This

ype of GB has large boundary energy [44] and a large influence on the
ange of defect absorption [45] . The two end grains are the same, from
he periodic boundary conditions, so that there is no GB between them.
ll the GBs are taken to be normal to surface, although this geometry
aries from the real system, it still provides a means to investigate the
echanisms that control stress evolution in thin films. 
All structures were initially relaxed at 300 K and 0 GPa for 200 ps in

sothermal-isobaric (NPT), which allows the configurations at the GBs
o relax. After that, the Mo atoms in the three regions shown in Fig. 1 a
ere relaxed for an additional time of 200 ps, i.e., the top 9 nm of
o atoms corresponds to the film and uses a microcanonical (NVE) en-
emble, the next 2 nm corresponds to the substrate and uses a canonical
NVT) ensemble at 300 K, the bottom 1 nm corresponds to a fixed region
nd used fixed conditions. The time step for all the simulations was set
o be 0.002 ps. In the insertion region, Ar atoms were introduced into
he simulation along the negative z -direction with recoil energy ( 𝐸 𝑘 ).
ifferent simulations corresponding to energies of 25–400 eV were per-
ormed. The total number of incoming Ar atoms was 1200 for each set
f conditions studied. In each cycle, the system was relaxed after a new
r atom was introduced from the insertion region, as shown in Fig. 1 ,
hich contains two steps: (1) a 20 ps simulation was run in the NVE
nsemble for the 9 nm film and Ar, which is enough to model the in-
eraction between Ar and Mo film. (2) then NVT ensemble is simulated
or a time of 12 ps at 300 K to make the incoming Ar and Mo film relax
nd maintain the temperature at a pre-defined value. The time in step
1) is sufficient to capture all the displacements and defect formation
ssociated with a single energetic Ar particle. However, it is too short
o simulate any long-range diffusional processes that occur afterward.
teps (1) and (2) are repeated until the number of incoming Ar reaches
200. 
All simulations were performed utilizing the LAMMPS software pack-

ge [46] at a temperature of T = 300 K. Three kinds of potentials were
sed in this simulation: Lennard-Jones (LJ) 6-12 potential, [47] ZBL po-
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Fig. 2. Interstitial generation at low energy (a) and high energy (b). Atoms are 
colored according to the CNA: BCC (blue) and unknown (white) structure. The 
green arrows pointed from initial to final position of atoms are displacement 
vectors (For interpretation of the references to color in this figure legend, the 
reader is referred to the web version of this article.). 
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Table 1 

Comparison of threshold displacement energies at different di- 
rections between MD calculations and experiments, where the 
experimental values are taken from Ref. [62] at 8 K, Ref. [61] 
at 70—150 K. 

Direction MD, 𝐸 𝑙 
𝑑 
(eV) Exp., (eV) Exp., (eV) 

< 100 > 32 35 +1 −2 [62] 34.5 ± 0.5 [61] 
< 110 > 62 > 2 E d < 100 > [62] 

< 111 > 36 45 ± 3 [62] 
< 112 > 46 
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ential, [48] and embedded atom method (EAM) interatomic potential
49] . The LJ potential was chosen to describe interaction between Ar
toms with parameters 𝜎 = 3.405 Å and 𝜀 = 0.0104 eV [50] . The ZBL
otential describes the short-range and high-energy collision between Ar
nd Mo atoms. The cutoff distance ( 𝑟 𝑐 ) of ZBL potential is 2.225 Å calcu-
ated by using 𝑟 𝑐 = 

√
2 𝑎 0 ∕2 [ 51 , 52 ], where 𝑎 0 is the lattice constant of

o that is equal to 3.1472 Å. The high-energy interatomic interactions
ccur at short distances, typically up to 1 Å [53] . Thus, the ZBL potential
ith the cutoff of 𝑟 𝑐 can well describe the high energy collision between
r and Mo atoms. Finally, the EAM potential proposed by Ackland and
hetford [49] was used to describe the interaction of Mo-Mo atoms. 
The OVITO software [54] was used to identify and visualize the crys-

al structures via the common neighbor analysis (CNA) technique. The
islocations are detected by using the Dislocation Extraction Algorithm
DXA) [55] . The Wigner-Seitz cell [56] and the Voronoi-cell [57] are
sed to find and count different defects in the periodic crystalline and
Bs structures, respectively. If there are two (or more) atoms in a same
ell, there are one or more interstitials, and an empty cell corresponds to
 vacancy. The Voronoi-cell can be constructed by drawing the perpen-
icular planes at the midpoint of two neighbor atoms. Thus, the shapes
3 
f the cell are determined by the neighboring atoms, e.g., tetradecahe-
ron for a perfect BCC atom and polyhedron for the disordered atom (in
urface or GBs). The stress for each atom is calculated in the MD simu-
ation using a method described in Refs. [ 36 , 58 , 59 ]; further detail is
rovided in the supplementary material. 

. Results and discussion 

Simulations were performed at a range of energies (25–400 eV),
rain sizes (single crystal and L = 4, 5, 6.67, 10, and 20 nm), and bom-
ardment directions ([001], [011], [111], [112], and different polar
ngles). The resulting defect distribution and corresponding stress were
haracterized. The energy range was chosen because it is relevant for nu-
erous processes, e.g., sputter deposition, ion-assisted deposition, and
epth profiling. Only the effects of energetic Ar bombardment are re-
orted here. Although deposited Mo atoms can have similar energies to
r during sputter deposition, generally there are no Mo atoms at higher
nergies. 

.1. Generation of defects in polycrystalline thin film 

Generally, the displacement process in the bulk depends on the re-
ationship between recoil energy and threshold displacement energy
TDE, E d ). When the recoil energy is above the minimum 𝐸 

𝑙 
𝑑 
where

he value is determined by the temperature, direction of recoil atom,
nd strain, a stable displacement occurs [60] . However, in such case,
he defects may not survive due to recombination as the thermal spike
nneals. The value of E d at 300 K obtained from 25 independent simula-
ions for directions of < 100 > , < 110 > , < 111 > , and < 112 > are tabulated
n Table 1 . The simulation and calculation method can be seen in the
upplementary material. The values from MD reports are in good agree-
ent with the experimental data, but are slightly smaller than that from
xperimental data, which is caused by the high temperature in this sim-
lation [61] . 
GBs, investigated by previous experiments [ 63 , 64 ] and computer

imulations [65] , are considered to be non-equilibrium structure that
ack both short- and long-range order. It may not be so anomalous [66] ,
ut there are many disordered atoms, which leads to high surface energy
nd free volume in GBs [67] . The interstitials prefer the free volume, and
he adatoms can further reduce the Gibbs free energy of GBs [68] . 
The role that GBs play in interstitial generation can be understood by

ooking more closely at the process on the atomic scale. Fig. 2 shows the
isplacement vectors of the atoms after Ar collisions for (a) 25 eV and
b) 100 eV. At the higher energy, displacements of atoms in the bulk lead
o a sequence of collisions along close-packed rows that end up with the
ormation of interstitials in the GBs. This mechanism has been pointed
ut previously by Silsbee [69] , who referred to it as focusing. It enables
nterstitials to be created at much larger distances from the knock-on
tom than just the amount it is displaced. When GBs are present, they
an act as traps for interstitials that reduce the recombination of and
nnihilation of the interstitial defects with vacancies or the free surface.
ence, many more interstitials are formed in the GB at a greater depth
han would be formed in a single crystal for the same Ar energy. 
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Fig. 3. (a) Distribution of displaced Mo atoms, vacancies and implanted Ar after 1,200 Ar collisions at 100 eV, where the green, red, and blue atoms represent Mo, 
Ar, and vacancies, respectively. (b) Depth distribution of defects for different grain sizes at 100 eV (For interpretation of the references to color in this figure legend, 
the reader is referred to the web version of this article.). 
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However, the process is slightly different at the lower energy, as can
e seen from Fig. 2 a. The displacement vectors indicate that the forma-
ion of GB interstitials is due primarily to sequential collisions occurring
ithin the GB, not from displacements that originate in the bulk. The
ow crystalline symmetry of atoms in the GBs results in the lower binding
nergy of atoms than those in the bulk, which makes the displacement
f the atom along the boundaries easier. 

.2. Defects at different grain sizes, energies, and bombardment directions 

.2.1. Grain sizes 

This section discusses the defect distribution produced by Ar bom-
ardment on Mo films with different numbers of GBs in the recoil di-
ection of [001]. An example showing the spatial distribution of de-
ects generated by 100 eV Ar, averaged over the y- direction, is shown in
ig. 3 a. The images correspond to the morphology after 1200 Ar atoms,
nd the four panels correspond to different grain sizes indicated in the
gure. Displaced Mo atoms are shown in green; they go into interstitial
ites in the lattice or at the GBs. The corresponding vacancies are shown
n blue. At 100 eV, approximately 70% of the implanted Ar atoms (red)
eside in interstitials sites, with the remainder on substitutional sites.
hen the energy is raised to 400 eV, the number of Ar on interstitial
ites is approximately equal to the number on substitutional sites. 
The depth distribution of the different defects, averaged over the x-

nd y- dimensions, is shown in Fig. 3 b for the different simulated grain
izes. For the single crystalline model (no GBs), most of the defects at
00 eV form in the first nm below the surface. Similarly, such behav-
or occurs at the energies of 25 eV and 50 eV. The Small recoil energy
akes it difficult to displace atoms in the bulk, but it can lead to the
ovement of atoms along GBs due to their low crystalline symmetry.
he depth distributions of the vacancies and the implanted Ar do not
hange significantly when the grain size is changed. However, the ad-
4 
ition of GBs significantly modifies the depth distribution for the inter-
titials since the defects were generated by sequential collision within
oundaries at low energy. When the grain size is decreased, a larger
umber of interstitial defects are created at larger depths. The spatial
istribution in Fig. 3 a shows that this is due to a large number of inter-
titial defects that form along the GBs. Away from the GBs, in the center
f the grain, the distribution of interstitials is unchanged. 

.2.2. Energies 

Simulations were also performed for different energies at different
rain sizes. The spatial distribution of defects in a film with L = 4 nm at
ifferent Ar energies are shown in Fig. 4 a. At the low energy (25 eV and
0 eV), there are few defects that distribute in the bulk since the energy
f primary knock-on atom (PKA) obtained from the Ar is less than the
 d[100] . However, the defects distribution in the vicinity of the GBs is
ense, especially at 50 eV. Based on this phenomenon, it can be con-
luded that GBs in thin films provide more energetically favorable sites,
hich can significantly block the recombination between interstitials
nd vacancies in the quenching stage. At 400 eV, some of the defects
re created at depths beyond the simulation size, but simulations with
 larger Mo film thickness confirm that this does not change the defect
r stress distribution inside the simulated region. 
The number of defects of all types increases as the energy is increased

rom 25 eV to 400 eV. The depth at which the defects are formed also
ncreases with energy. Importantly, as the energy increases, there is an
ncreasing tendency to create interstitials in the GBs. Depending on the
nergy, there are 3 – 6 times more interstitials formed in the region
ithin + /- 0.6 nm of the GBs than in the rest of the film. The GBs inter-
titials are also created at a larger depth than those in the bulk of the
lm. 
In addition to point defects, by using the DXA, we also found that

here are one or two small interstitial prismatic-dislocation loops with a
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Fig. 4. (a) Distribution of displaced Mo atoms, vacancies and implanted Ar after 1,200 Ar collisions in L = 4 nm model, where the green, red, and blue atoms 
represent Mo, Ar, and vacancies, respectively. (b) Stress distribution in L = 4 nm after 1,200 collisions at different energies (For interpretation of the references to 
color in this figure legend, the reader is referred to the web version of this article.). 
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iameter approximate 5 – 7 Å after 1,200 collisions in single crystalline
nd L = 20 nm. Vacancy loops were not found because the formation
f such a loop is associated with the collapse of a vacancy-rich core,
hich is generated by high energy-density deposition in Mo [70] . The
nterstitial loops are typically formed for the ion energy ≥ 300 eV. Most
f the loops have Burgers vectors b = a < 100 > , which agrees well with
he experimental study of ion bombardment on (001) Mo foil [71] . The
arge energy results in many interstitials generated in the bulk in the
wo models. However, with the decrease of grain size, most interstitials
re captured by GBs instead of clustering, as can be seen in the defect
istribution in Fig. 4 a. For the L = 10 nm model, the dislocation loop
s not found, indicating that there are no large interstitial clusters after
,200 collisions. According to the research [45] , the influence range of
nterstitial absorption for 

∑
13 𝑎 (22.6°[100]) in Mo is about 1.65 nm.

he interstitials can migrate into the GB with a low barrier when they
5 
re within this range. Therefore, in the model with a grain size smaller
han 10 nm, it is difficult to generate large interstitial clusters in the
ulk region since interstitials can migrate into GBs easily. 
Sputtering yield, Y s , is a very important parameter that is used to

escribe the sputtering process quantitatively, which is defined as the
ean number of atoms sputtered (removed) per incident ion [51] . The
puttered atoms will be obtained enough energy to overcome the sur-
ace binding energy and move away from the surface. Therefore, the
 s at different energies are also calculated, and a comparison with the
heoretical model and experimental data is carried out. The model pro-
osed by Bohdansky [72] is used to calculate the Y s , which includes a
orrection factor to Sigmund’s model [73] for better correlation with
ublished experimental results of sputtering yields. The detailed infor-
ation of the model and some parameters for Mo film in the model can
e seen in supplementary materials. 
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Table 2 

Total number of defects in film and sputtering yield at different recoil directions. 

[001] [011] [111] [112] 10° 20° 30° 40°

Mo Interstitials 744 663 555 672 727 733 768 698 

Vacancies 940 1033 1038 1107 963 998 1111 1114 

Interstitials Ar 59 12 9 48 54 53 56 26 

Substitutional Ar 17 8 6 6 19 19 8 11 

Sputtering yield, Y s 0.148 0.293 0.378 0.349 0.17 0.217 0.268 0.312 

Fig. 5. Sputtering yield of Mo surface bombarded by Ar atoms at varying ener- 
gies. 
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Fig. 5 shows the variation of Y s after 1,200 collisions and calculated
 s for the four models at different energies and normal incidence angle.
t is significant that these values are in good agreement with theoretical
esults at low energies. The average value for MD simulation at 50 eV,
00 eV, and 200 eV, respectively, are 0.011, 0.138, and 0.4, which are
lso consistent with the values obtained by in situ weight-loss measure-
ents in Ref. [74] . However, at 400 eV, the Y s is slightly larger than the
heoretical value. Two reasons are considered for this phenomenon. The
rst is that some surface atoms penetrate across the entire bulk through
he channeling when they obtain large energy from Ar. It is hard to sub-
ract the number of such atoms since counting these atoms is difficult
uring the 1,200 collisions. Secondly, at high energy, the damage in the
urface region is serious, as can be seen by the vacancies on surface (blue
pheres) in Fig. 4 a. Therefore, the atomic symmetry in the collision re-
ion becomes lower than before, which leads to the decrease of binding
nergy for surface atom. When the next Ar bombard in the vicinity of
he region, it is easy to make the surface atom reflect from the surface. 

.2.3. Bombardment directions 

Similarly, some typical directions, i.e., [001], [011], [111], and
112] and random directions with polar angles of 10, 20, 30, and 40 de-
rees are selected for Ar bombarding on (001) surface in L = 5 nm model
t 100 eV. After 1200 collision, the number of defects at different direc-
ions are summarized in Table 2 . It can be found that the Y s at [001]
irection and 10 degree for the model are consistent with the above the-
retical results and experimental values [74] . The value increases with
mproving polar angle, which is in good agreement with the researches
 51 , 75 ]. Such behavior can be attributed to two reasons, i.e., deposition
rofile and E d . With the impact angle increase, the deposition profile is
hifted closer to the surface, which leads to a yield enhancement [75] .
t is interesting that the polar angle of [011] is larger than that of [112]
irections, but the yield shows the opposite trend. This behavior may
e associated with the E d [76] , as shown in figure S1 of supplementary
aterials. To destroy the sub-surface structure (two or three top layer
toms), it needs large energy of PKA in [011] direction. As a result, some
puttered atoms return to the surface at the energy of 100 eV for this
irection. 
6 
The depth distribution of different defects, averaged over the x - and
 -dimensions, is shown in Fig. 6 for the energy of 100 eV and L = 5 nm.
lthough the difference of E d between these directions is larger, espe-
ially for the [011] direction, which is approximately twice than that in
001] direction at 300 K, the depth distribution of the interstitials and
acancies do not change significantly. The main reason is that most of
ollisions between Ar and PKA of Mo are not head-on collision. Thus,
he majority of PKA collisions will not be along the same direction as
ncident Ar. In addition, the collision region will overlap with the grain
oundaries at different directions in L = 5 nm model, which leads to
efects being absorbed by GBs easily. Therefore, the effect of PKA’s di-
ection on defects is reduced in the model with a small grain size. For the
r defects, the implanted depths are similar in these directions. How-
ver, the number of implanted Ar is associated with the polar angles. At
he same surface binding energy of (001) surface, the projectile Ar can
irectly implanted into the film at < 001 > direction instead of undergo-
ng back-reflection. The E d for [001] direction is also smaller than that
f other directions, which makes Ar implant into and retain in the film
asily. 
Since the simulations are performed at room temperature and a short

ime scale, the diffusion distance of interstitials in the Mo film is very
mall. Hence, the incorporation of additional atoms into the GB is pri-
arily generated by direct collisions that allow adatoms to incorpo-
ate into more energetically favorable sites, and long-range diffusion-
ediated processes do not play a significant role. The diffusion-less de-
ect generation at GBs is consistent with the mechanism proposed by
hason et al. [17] in their analytical model of stress in sputter-deposited
lms, as discussed in more detail below. 
Fig. 3 and 4 indicate that there are some configurations of intersti-

ial/vacancy pairs produced deep in the GB. These appear in the figure as
hort line segments of blue and green defects in the GB. The production
f these was explored by looking at the sequence of short-range diffu-
ion leading to their formation. In these cases, an annihilation region
verlaps with the GB when a collision occurs in the vicinity of the GB.
uring the annihilation process, the defects near or within the GB will
iffuse into the annihilation region and recombine the defects located at
he GB. From the research [45] , the diffusion barrier for different types
f GBs in BCC metals is very low when the defects are in the GB’s influ-
nce region. For instance, the average barrier of vacancy annihilation
s 0.24 at the influence range of 1.25 nm and a temperature of 93 K
or Mo. Thus, at the temperature of 300 K, the interstitial/vacancy can
pontaneously recombine within the influence region. When the inter-
titials diffuse into a GB, some atoms located in adjacent layer below
ill be dragged/pushed into the GB and become the GB’s atom. Then
his process continues due to the low diffusion barrier until an array
f vacancy/interstitial defect pairs is produced along a segment of the
B. The process can be seen in more detail in figure S2 of the Supple-
entary material (Image of the process for vacancy/interstitial defects
roduced deep in the GB). Because an atom is displaced from GB to ad-
acent grain, the formation of these Frenkel pairs is also accompanied
y GB migration. This migration induced by irradiation and diffusion
s also observed in experimental and simulation in Cu [23] . For defects
hat are produced next to each other, they would likely recombine if
he time scale of the simulation was long enough for defect diffusion to
ccur. 
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Fig. 6. Depth distribution of defects for different incident directions at 100 eV for L = 5 nm. 
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.3. Stresses for different grain sizes, energies, and bombardment directions

The corresponding stress was also calculated for the simulations at
ifferent grain sizes, energies, and bombardment directions. The spatial
istribution of stress within the film for L = 4 nm at different energies is
hown in Fig. 4 b after the introduction of 1200 Ar particles. The images
how that there is a highly tensile region near the surface. Much of this
s present after relaxation, even before any energetic particles are intro-
uced. Therefore, this can be attributed primarily to the surface stress
hat is generated by a large number of broken bonds on the thin film sur-
ace [77] . After particle bombardment is performed, additional tensile
tress is generated in the near-surface region due to vacancies created
here. Below this region, a compressive band of stress forms due to the
nterstitials and implanted Ar. At higher energies, the compressive stress
egion forms at greater depths in the film, correlated with the change in
he distribution of defects. The stress is fairly uniform across the lateral
- direction in the film, even though there are more interstitial defects in
he GB region. This is consistent with what is expected when the grain
ize is not large compared to the depth of the stress distribution [78] . 
To see the distribution more quantitatively, the stress vs. depth is

hown in Fig. 7 a for different energies with L = 4 nm (the same simu-
ation conditions shown in Fig. 4 ). For each depth, the stress has been
veraged over the lateral x- and y- dimensions of the film. The large ten-
ile stress at the surface is due to the surface stress and is approximately
he same for each energy. Directly below the surface, additional ten-
ile stress is generated by the vacancies formed by energetic collisions.
s the energy is increased, the depth of this tensile region increases,
orresponding to vacancy formation at greater depths. At even deeper
epths, the stress becomes compressive; the magnitude and the depth
f the compressive region increase with energy, corresponding to the
reater number of interstitial defects forming at greater depths. 
The average stress in the film is computed by averaging the depth

istribution over the film thickness. This is similar to what would be
easured in a wafer curvature experiment if the effects of defect diffu-
ivity can be ignored. As shown in Fig. 7 b, the average stress increases
inearly with the number of energetic Ar particles. The larger slope at
igher energy means that there is more stress created per particle. 
The stress distribution for different grain sizes after 1200 particles of

00 eV Ar is shown in Fig. 7 c. This figure is made from the same set of
imulation conditions that are used to produce the defect distributions
n Fig. 3 . The tensile part of the distribution at the surface is essentially
nchanged by the addition of GBs. However, the stress becomes more
ompressive for small values of L , corresponding to the increased num-
er of interstitials that form at the GB. The average stress vs. the number
f incident Ar particles for the different grain sizes is shown in Fig. 7 d.
he slope is higher for the smaller gain size, indicating that more GBs
ill absorb more interstitials since GBs can provide more energetically
avorable sites, which finally leads to more compressive stress in the
7 
lm. In this work we have only looked at one type of GB, but we be-
ieve a similar mechanism will operate to generate compressive stress in
thers. 
Fig. 7 e shows the stress distribution for L = 5 nm in different bom-

ardment directions with an energy of 100 eV. The tensile stress in the
urface region shows no significance changes after 1200 collisions in
ifferent directions. However, the stress becomes more compressive at
he incidence angle of 20°, and the compressive region is also large in
he direction, which is related to the defects generated in the region, as
hown in Fig. 6 . The average stress vs. the number of incident Ar par-
icles for different directions is shown in Fig. 7 f. It can be found that
he slopes for all directions are less than that in the model of L = 4 be-
ause of the smaller number of GBs. Similarly, the slopes at different
irections have no obvious changes, but at the angle of 20°, it is slightly
arge, while it is smaller for [111] directions. Such behavior is associ-
ted with the many interstitials at the region with depth from 0.5 nm to
 nm in [001] direction, as well as the implanted Ar atoms. 

.4. Relationship of stress and defects 

The stress can be related to the defect distribution using a simple
odel. If we assume that each defect has an average volume associated
ith it, then the volume of each layer at height z changes by: 

𝑉 ( 𝑧 ) = 𝑁 𝑖𝑛𝑡 ( 𝑧 ) Ω𝑖𝑛𝑡 + 𝑁 𝐴𝑟 _ 𝑖𝑛𝑡 ( 𝑧 ) Ω𝐴𝑟 _ 𝑖𝑛𝑡 + 𝑁 𝑣𝑎𝑐 ( 𝑧 ) 
(
Ω𝑣𝑎𝑐 − Ω𝑀𝑜 

)
+ 𝑁 𝐴𝑟 _ 𝑠𝑢𝑏 ( 𝑧 ) 

(
Ω𝐴𝑟 _ 𝑠𝑢𝑏 − Ω𝑀𝑜 

)
(1) 

here Ωi is the relaxed volume of each type of defect (interstitial, va-
ancy, interstitial Ar or substitutional Ar) or Mo atom, and the relaxed
olume of Mo ( ΩMo ) is equal to 0.0156 [79] . N i (z) is the number of each
ype of defect; it is the same type of distribution as shown in Fig. 3 b
xcept that the number of Ar on interstitial and substitutional sites is
eparately tracked. Since the film is in a biaxial stress state, the cor-
esponding stress 𝜎( 𝑧 ) in each layer is given by multiplying Eq. (1 ) by
 𝑀∕(3 𝑁 0 Ω𝑀𝑜 ) where M is the biaxial modulus and N o is the number of
toms per layer in the simulation. 
The stress distribution can, therefore, be written in terms of a linear

uperposition of the different defect distributions. The coefficients for
ach term are determined by using least-squares fitting to minimize the
ifference between the simulated stress distribution and the stress cal-
ulated from the defect distribution. Because the equation estimates the
tress associated with the presence of defects, it does not account for the
urface stress, which is due to broken bonds on the surface. Therefore,
he surface stress is removed before fitting by subtracting the relaxed
tress distribution before any Ar bombardment from the distribution af-
er bombardment by 1200 Ar particles. A constant offset term is also
ncluded in the fitting form to account for potential changes in the sur-
ace stress due to surface roughening. 
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Fig. 7. (a) Stress distribution vs. depth for L = 4 nm 

at different Ar energies indicated in figure. (b) Varia- 
tion of thickness-averaged stress with number of colli- 
sions for L = 4 nm. (c) Stress distribution vs. depth for 
100 eV Ar for different grain sizes indicated in figure. 
(d) Variation of thickness-averaged stress with number 
of collisions for 100 eV Ar and different grain sizes. 
(e) Stress distribution vs. depth for L = 5 nm at dif- 
ferent incident directions for 100 eV. (f) Variation of 
thickness-averaged stress with number of collisions for 
L = 5 nm. 

 

n  

d  

f  

d  

e  

i  

t  

a
 

i  

t  

t  

i  

u  

a  

Ω  

t  

c  

a  

a  

Ω  

s  

t  

t  

f  

c  

o  

v  

t  

f  

a  

u  

i  

u  

S  
Fig. 8 shows the results for different energies at a grain size of L = 4
m. Each stress distribution was fit individually to the corresponding
efect distributions to obtain a separate set of coefficients. The fitting
orm agrees well with the simulated stress which indicates that the point
efect distribution is sufficient to characterize the stress induced by en-
rgetic particles. Because surface roughness modifies the surface stress,
t is difficult to determine its exact contribution to each stress distribu-
ion. However, the removal of the initial surface stress after relaxation
ppears to be an adequate approximation. 
Fitting was performed for all the energies and grain sizes simulated

n this work. The resulting average values for the relaxation volume of
he different defects are shown in Table 3 in units of nm 

3 and relative
o the atomic volume of a Mo atom. The strain around a Mo interstitial
s significantly larger than around an Ar interstitial. Generally, the vol-
me values in Mo for different types of interstitial configurations such
s < 110 > , < 111 > dumbbells and crowdion are in the range (1.02-1.41)

Mo for different potentials [80] , which is slightly smaller than the fit-
ing result in Table 3 . The main reason may be that some interstitial
8 
lusters are generated in the bulk at high energy, as can be seen from
bove discussion regarding the dislocation loops. After calculation, the
verage Ωint at the energies of 50 eV and 100 eV are 1.78 ΩMo and 1.46
Mo , respectively, which are close to the above values. The volume as-
ociated with a vacancy is much smaller than a Mo atom, which is at-
ributed to the mechanism of volume change. When a vacancy is formed,
he electron redistribution is the major cause of volume change. There-
ore, the lattice could be relaxed around a vacancy, even no volume
hange when a vacancy is formed in the central atom in the regular co-
rdination polyhedron of a FCC lattice [81] . However, for the relaxation
olume of interstitials, the major factor is the efficient packing of atoms
ogether with the non-linear elastic deformation [81] . According to the
ormation volume of the vacancy [79] , we find that the Ωvac in Mo is
bout 0.27 ΩMo [82] and 0.5 ΩMo [83] calculated by using atomic sim-
lation and first-principles calculations, respectively. Thus, the values
n Table 3 are in good agreement with the previous studies. The vol-
me of Ar in a substitutional site is also much smaller than a Mo atom.
imilar fitting was also performed in which the separate distributions of
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Table 3 

Defect volume estimated from fitting the stress to a superposition of defect distributions (top row) and from 

relaxation of the lattice around inserted defects (bottom row). 

Defect volume (nm 
3 ) Ωint Ωvac ΩAr_int ΩAr_sub 

From fitting defect 

distributions 

0.030 + /- 0.01 
(1.92 ΩMo ) 

0.0036 + /- 0.0081 
(0.23 ΩMo ) 

0.0014 + /- 0.023 
(0.093 ΩMo ) 

0.011 + /- 0.090 
(0.70 ΩMo ) 

Relaxation around 

inserted defects 

0.019 + /- 0.001 
(1.22 ΩMo ) 

0.0071 + /- 0.001 
(0.45 ΩMo ) 

0.0017 + /- 0.0004 
(0.11 ΩMo ) 

0.012 + /- 0.001 
(0.77 ΩMo ) 

Fig. 8. Compare stress distribution with fit from defect distributions for L = 4 
nm model at different energies: (a) 25 eV, (b) 50 eV, (c) 100 eV, (d) 200 eV, 
and (e) 400 eV. 
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o  
o interstitials in the bulk and at the GB were considered. The results
not shown) are similar to those discussed here, but the large error bars
n the fitting parameters make it impossible to make any conclusions
bout the relative sizes of the two types of interstitials. 
For comparison, the relaxation volume was also computed by insert-

ng a random distribution of defects of each type into a simulated film
9 
ith no GBs. The model was then relaxed, and the corresponding stress
as calculated. The relaxed volume around each type of defect calcu-
ated by this method is shown in the bottom row of Table 3 . The results
re similar, though the volume around the Mo interstitial is smaller, and
he vacancy larger than obtained from the fitting. 
The fact that the stress induced by particle bombardment can be
odeled by the defect distribution is extremely useful for future model-
ng studies. To consider the larger time scale associated with diffusional
inetics, it is necessary to consider other simulation schemes such as
inetic Monte Carlo (kMC). The results here show that the stress can
e estimated from the defect distribution, which supports assumptions
ade in prior work that we have performed to incorporate stress into
MC by counting the interstitial defects incorporated into the GB during
on-energetic growth [84] . 

.5. Significance for processing 

The simulation results indicate that the stress becomes more com-
ressive when there are GBs. The GB enhancement is even greater at
igher energies. This effect means that smaller grain materials will de-
elop more compressive stress with energetic bombardment. GBs are
ot included in many models that focus on point defect generation or
verage energy deposition, but it is consistent with the GB-based mech-
nisms used to model stress in sputter-deposited films [17] . Although
nly one type of GB was studied in this work, it is expected that the
echanism of stabilizing interstitial defects will hold for other GB struc-
ures. 
The results described above are for a bombardment of a static sur-

ace, not for thin-film growth. Instead of the near-surface region getting
ore compressive with time, a growing film will develop a steady-state
tress as previously-implanted defects get buried beneath the growing
urface. If the relaxation of the film due to defect dynamics is ignored,
he steady-state stress can be estimated from the stress distribution pro-
uced by the MD simulations: 

𝑠𝑠 = ∫ 𝜎𝑑𝑒𝑓𝑒𝑐𝑡 ( 𝑧 ) 𝑑𝑧 
( 

400 𝑛 𝑚 
2 

1200 𝑝𝑎𝑟𝑡𝑖𝑐𝑙𝑒𝑠 

) 

𝜙𝑒𝑛𝑒𝑟𝑔 

𝑅 

(2)

here 𝜎defect (z) is the stress from the defects (i.e., with the surface stress
emoved) and the factor (400/1200) is used to scale the stress by the Ar
uence used in the simulation. 𝜙energ is the flux of energetic particles,
nd R is the growth rate . R can also be expressed as 𝜙dep / 𝜌dep where 𝜙dep 
s the flux of the deposited (film) atoms and 𝜌dep is the density of the film.
ritten this way, the steady-state stress can be seen to depend on the
atio of energetic particles to deposited film atoms ( 𝜙energ / 𝜙dep ), i.e., on
he number of energetic particles arriving per layer. If there are multiple
pecies of energetic particles as in sputter deposition (e.g., inert Ar atoms
nd energetic deposited species), the stress distribution in Eq. (2 ) can
e replaced by a superposition of stresses from each species multiplied
y the corresponding flux. 
To compare the predictions of the MD simulations with experiments

38] , we use Eq. (2 ) to estimate the steady-state stress during sputter
eposition of Mo. A combination of SIMTRA [85] and SRIM [48] calcu-
ations was performed in order to estimate the energy and fluxes of the
pecies needed for this calculation. For an Ar pressure of 0.11 Pa, the
verage energy of both the Ar and Mo species was 23.7 eV, and the ratio
f the Ar:Mo flux was 0.18. Therefore, MD simulations were performed
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Fig. 9. Plot of the steady-state stress of 25 eV Ar/Mo sputtering, calculated for 
different numbers of GBs. 
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sing 25 eV Ar and Mo bombardment on Mo in order to get the stress
istribution generated by each species at the different grain sizes con-
idered above. The results for Ar and Mo bombardment were combined
ith appropriate weighting for their relative fluxes to estimate the total
tress distribution generated during film deposition. 
A plot of the steady-state stress calculated for different numbers of

Bs (proportional to 1/L ) is shown in Fig. 9 . The figure indicates that
he magnitude of the compressive stress increases roughly linearly with
he number of GBs. It is independent of the growth rate because SIMTRA
ssumes that the ratio of the fluxes of energetic Ar to Mo remains the
ame for different deposition rates. The deviation of the results from
 linear dependence may be attributed to statistical variations in the
ndividual simulations, as well as to potential error associated with the
emoval of the surface stress. 
Evaluating the linear fit at the grain size used in the experiments (50

m) produces an estimate for the steady-state stress of -35.1 GPa. This
alue is much larger than would be seen in an experiment because the
alculation ignores any post-impact relaxation of the stress by diffusion-
ediated annihilation of the defects. The separate contributions of en-
rgetic bombardment in the bulk of the film and at the GBs can be de-
ermined by further consideration of Fig. 9 . The value of the linear fit
or no GBs (-36.69 GPa) is due solely to stress generation in the bulk.
he slope of the line (-2.2 GPa per GB) is the amount of additional stress
enerated per GB minus the small amount of bulk film that is removed
y adding GBs. 
The division of the stress generation into bulk and GB terms is also an

ntegral part of the analytical model that has been proposed to explain
tress in sputtered films [17] , where they are referred to as 𝜎𝑒𝑛𝑒𝑟𝑔𝑒𝑡𝑖𝑐 

𝑏𝑢𝑙𝑘 
and

𝑒𝑛𝑒𝑟𝑔𝑒𝑡𝑖𝑐 

𝑔𝑏 
, respectively. In this paper, measurements of stress in sputtered

o were fit to this model to produce a set of parameters for the stress
roduced by energetic particles. The GB term 𝜎

𝑒𝑛𝑒𝑟𝑔𝑒𝑡𝑖𝑐 

𝑔𝑏 
attributes the

tress to diffusion-less addition of atoms into it, which is similar to what
s seen in the MD simulations. From fitting to the analytical model, the
rain-size dependent contribution to the stress is predicted to be -2.9
Pa per GB, which compares favorably with the slope in Fig. 9 of -2.2
Pa per GB. The bulk term 𝜎

𝑒𝑛𝑒𝑟𝑔𝑒𝑡𝑖𝑐 

𝑏𝑢𝑙𝑘 
describes the stress due to the gen-

ration of point defects in the film. Fitting the data predicts a stress of
44.7 GPa if relaxation by the diffusion of defects is ignored. In com-
arison, the linear fit in Fig. 9 predicts the value of-36.7 GPa. If defect
iffusion is not ignored, the model for 𝜎𝑒𝑛𝑒𝑟𝑔𝑒𝑡𝑖𝑐 

𝑏𝑢𝑙𝑘 
also includes a factor to

ccount for relaxation of the stress by diffusion of these defects to the
urface. Using the parameters from the fitting, defect diffusion and an-
ihilations are predicted to reduce the bulk stress by a factor of 0.0142
t a growth rate of 0.1 nm/s. Therefore, when diffusion is included, the
ontribution of point defects in the bulk to the compressive stress is re-
uced to -0.64 GPa, which is similar to values seen in the measurements.
he similarity in the results obtained from the MD simulations and the
nalytical model suggests that the mechanisms used in the model are
10 
hysically reasonable. This provides support for the use of the model to
nterpret stress during sputter deposition. 
MD is a difficult and relatively time-consuming technique, so other

ays of estimating the defect distribution would be useful. A commonly-
sed alternative method for modeling defects created by energetic par-
icles is the SRIM program [48] , based on a binary collision approx-
mation. We, therefore, performed simulations with SRIM to compare
ts predictions with the work discussed here. In general, we found that
RIM underestimates the depth of the defect production at the energies
onsidered in this work. One reason for this is that SRIM does not con-
ider crystallographic effects. Channeling of the energetic particles by
toms on the lattice means that the range of implanted Ar simulated
y MD is significantly larger than predicted by SRIM. In addition, the
resence of GBs is not included in SRIM. As seen above, these greatly
ncrease the number and depth of interstitial defects produced by ener-
etic particles. So although SRIM can provide useful guidance, it is not
n adequate substitute for MD. 

. Conclusions 

The generation and evolution of defects in polycrystalline Mo films
aused by energetic Ar atoms and their effect on stress evolution are
imulated using MD. The results show that GBs play an important role in
he defect and stress generation. A mechanism of sequential collisions is
bserved that enables atoms to be displaced from the lattice far from the
ite of the initial impact. The GBs act as sinks that stabilize the displaced
toms, and a larger number of interstitials are produced at a larger depth
t GBs than elsewhere. The effect becomes more significant at larger
nergy and smaller grain size. For other defects, the effect of GBs on
heir production is small. 
The stress distributions from the MD simulations can be explained in

erms of the strain generated around particle-induced defects. By fitting
he distribution to a superposition of defect distributions, estimates for
he relaxation volume of the different defects are produced. The residual
tress in a sputter-deposited thin film is estimated by assuming that there
s no relaxation by diffusion of the defects. The contributions of bulk and
B effects to the total stress were determined by comparing the results
f simulations with different grain sizes. The resulting steady-state stress
alues are consistent with measurements of sputtered Mo films and the
arameters determined from fitting the data to a rate equation-based
odel of stress in sputtered films. 
The small accessible time scale of MD makes it difficult to directly ex-

end the current work to include defect dynamics or film growth. How-
ver, the recognition that the defect distribution can act as a proxy for
he stress means that it can be modeled without having to calculate the
tress directly. The bombardment-induced defect distribution calculated
y MD can be used to inform other kinds of simulations, e.g., kMC simu-
ations [86] or rate equations [ 39 , 43 ]. This enables the stress-inducing
ffects of energetic particles to be combined with defect diffusion and a
eposition flux. This type of modeling will be performed in the future. 
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