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Rydberg-Mediated Entanglement in a Two-Dimensional Neutral Atom Qubit Array
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We demonstrate high fidelity two-qubit Rydberg blockade and entanglement on a pair of sites in a
large two-dimensional qubit array. The qubit array is defined by a grid of blue detuned lines of light with
121 sites for trapping atomic qubits. Improved experimental methods have increased the observed Bell state
fidelity to Fge = 0.86(2). Accounting for errors in state preparation and measurement we infer a fidelity of

F-SPAM —

Bei = 0.88. Accounting for errors in single qubit operations we infer that a Bell state created with the

Rydberg mediated C gate has a fidelity of F gél = 0.89. Comparison with a detailed error model based on
quantum process matrices indicates that finite atom temperature and laser noise are the dominant error

sources contributing to the observed gate infidelity.
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Achieving the promise of a computational advantage
for quantum machines is predicated on the development of
approaches that combine a large number of qubits with a
high fidelity universal gate set. A broad range of exper-
imental platforms for quantum computing are being devel-
oped [1] and very high fidelity two-qubit gates have been
implemented in trapped ion and superconducting systems
with small numbers of qubits: Fgg > 0.999 with two
trapped ions [2] and a phase gate fidelity Fc, > 0.99 with
five superconducting qubits [3]. As the number of qubits in
a quantum computer is scaled up, crosstalk and undesired
interactions limit fidelity. Average Bell state fidelities of
Fgar = 0.975 were obtained in an 11 qubit ion trap [4]. An
approach based on encoding in hyperfine states of optically
trapped neutral atoms holds great promise for scaling qubit
number without limiting gate fidelities. The physical
attribute that enables scaling with low crosstalk is the
separation by 12 orders of magnitude between the weak
coupling strength of neutral atom hyperfine qubits, and the
strong interactions of Rydberg excited atoms [5] that enable
entangling gates [6]. We report here on experimental
progress in achieving high two-qubit entanglement fidelity
in a 2D array. This gate was performed on atoms occupying
just two trap sites in the full array. However, because a large
grid of qubits (121 traps with an average of 55% loading)
was used, the architecture is compatible with scaling to
algorithms involving many qubits. The Bell state fidelity of
F géu = 0.89, together with previously demonstrated single
qubit gates with F > 0.99 [7,8], and atom rearrangement
capabilities [9], suggest that neutral atom arrays will soon
be capable of advancing the state of the art in gate based
quantum computing.

A computationally universal quantum gate set can be
built from one- and two-qubit operations on neutral atom
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qubits. One-qubit gates with fidelities determined by
randomized benchmarking exceeding 0.99 and intersite
crosstalk less than 0.01 have been demonstrated in 2D [7]
and 3D [8] arrays of neutral atom qubits. However, the
fidelity of two-qubit entangling gates has been limited to
much lower values. The highest fidelity results from the last
few years for entanglement of pairs of neutral atoms are
0.79 [10], 0.81 [11], 0.59 [12], 0.81 [13]. These fidelity
numbers are corrected for state preparation and measure-
ment (SPAM) errors and in some cases also atom loss.
Recently, qubits encoded in one hyperfine ground state and
one Rydberg state were demonstrated with entanglement
fidelity of 0.97 [14], although Rydberg encoding limits the
coherence time to < 0.1 ms, much shorter than the seconds
of coherence time demonstrated with qubits encoded in
hyperfine ground states [8,15].

The experimental setup is an upgraded version of that
described in Ref. [10]. A two-dimensional array of Cs
atoms is prepared using a projected optical lattice with
period d = 3.1(1) ym (numbers in parentheses are uncer-
tainties in the last digit) and wavelength A= 825 nm. (see
Fig. 1). In contrast to our previous work with a Gaussian
beam array [16], the array structure is defined by a square
grid of lines of light prepared using diffractive optical
elements [17]. Each unit cell provides 3D atom confine-
ment with transverse localization due to the repulsive walls
of blue-detuned light, and axial confinement perpendicular
to the plane of the array provided by diffractive spreading
of the lines. We measure vacuum limited lifetimes of ~30 s,
longitudinal coherence times in the Cs clock states of
T; =0.75 s, and an average temperature of 7, ~ 15 uK.
This temperature implies a limit on the clock state coher-
ence time of 7 = 1.6 ms due to motional variation of the
trap light intensity.

© 2019 American Physical Society
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FIG. 1. Atomic qubit array. (a) Averaged fluorescence image of

121 site array after ICA processing with the control and target
sites used for the presented data labeled. (b) Loading histogram
showing an average filling fraction of 55% with inset showing
state detection inferred after blow away of atoms in f =4.
Accounting for all 121 sites, the state detection error found from
the overlap of Gaussians fitted to the |0) and |1) distributions was
mean = 0.014, median = 0.003. (c) Single instance of atom
loading. (d) Atom retention probability after measurement.
The atom retention probability after two subsequent readout
sequences was mean = 96.9%, median = 97.9%. The difference
between mean and median is due to some sites on the edge of the
array having lower retention due to optical aberrations.

The array is prepared by combining four laser sources
with different frequencies such that the four beams defining
each unit cell are separated by many MHz, but the
frequencies are repeated in neighboring cells. With this
configuration the structure and position of each trapping
site are insensitive to phases from variations in optical
path length. However, Talbot interference still occurs
leading to additional trapping planes at axial separations
of L = 2(2d)*/A = 93 um. Detection of atoms in the array

TABLE 1.

is hampered by scattering from atoms in the additional
Talbot planes. We effectively reduce the background noise
with regions of interest for each trap site determined using
an independent component analysis (ICA) algorithm [17],
see Fig. 1. Alternatively the Talbot planes can be eliminated
by making each line a different frequency. We have
implemented this using acousto-optic deflectors to generate
arrays with up to 196 trapping sites and an average of
110 trapped atoms. Details of this approach will be given
elsewhere [18].

The trapped Cs atoms are optically pumped into the
clock states which form a qubit basis of |0) = |6s,,
f=3.m;=0)and 1) = |65/, f = 4. m; = 0). State [1)
is resonantly coupled to the Rydberg state |R) = [66s 5,
m; = —1/2) using a two-photon transition with counter-
propagating 4; =459 nm (¢,) and 1, = 1038 nm (o_)
laser beams which couple 65/, = 7p;/, — 66s;/,. We
detune by +680 MHz from the center of mass of the 7p,
state and use a magnetic bias field of 0.6 mT directed along
the quantization axis, which is collinear with the beam k
vectors, to separate the Rydberg m; = £1/2 states. The
choice of Rydberg principal quantum number is lower than
in our previous demonstrations to minimize background
electric field perturbations. With the small array period
used here there is sufficient blockade strength and state
lifetime at n = 66 that the resulting errors are minor
contributions to the overall error model (see Table I below).

The Rydberg excitation beams are focused to beam
waists (1/¢? intensity radii) of w, = w, = 3.0 um which
are pointed to address desired array sites using two crossed
acousto-optic modulators for each beam. Using acousto-
optic modulators we address different array sites with

Error budget for Bell state preparation using experimental and calculated values. Individual error sources are combined by

propagating the input state through a series of quantum processes using y matrices [19].

Quantity

Error Fidelity estimate

Atomic parameters and finite temperature effects
Ground-Rydberg Doppler dephasing on control (calculated)
Rydberg radiative lifetime on control (calculated)

Scattering 7p;/, per atom per z pulse per Rydberg beam (calculated)

Blockade leakage (calculated)

Atom position in Rydberg beams per atom per Rydberg 7 pulse (measured)

Laser noise per atom per 7 pulse (measured)
Rydberg crosstalk for |01) (measured)

Rydberg laser dephasing per atom per Rydberg 7 pulse (measured)

Single qubit errors
Global per atom per p wave z/2 pulses (4 total) (measured)
Stark-shift pulse (measured)

SPAM errors

Readout loss per atom per readout (initial and final) (measured)
Optical pumping per atom (estimated)

State measurement error per atom (measured)

0.013

0.0075

0.0012

0.001

0.0025

0.0025

0.005

0.018 (nonblockaded)

0.006 (blockaded) FS%, = 0.887
0.0028

0.006 FREAM — 0.877
0.0025

0.005

0.000 15 Fpey = 0.853
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FIG. 2. Single site ground-Rydberg Rabi oscillations at
Qr /27 = 2.5 MHz with negligible crosstalk to the surrounding
eight sites (see Ref. [19] for analysis). All atoms in the array were
prepared in |1) directly before the targeted site was illuminated
with Rydberg beams.

submicrosecond switching times which facilitates imple-
mentation of multiqubit algorithms. Figure 2 shows ground
to Rydberg Rabi oscillation data in the array. The trap light
is turned off during the Rydberg pulse. Since the blue
detuned array traps Rydberg atoms when turned on again
[34,35] there is only minimal mechanical loss of Rydberg
states. A 9.2 GHz microwave pulse (duration 70 us) was
used to photoionize the Rydberg atom and improve
detection efficiency to 80%-90%. Rydberg excitation
was performed using diode lasers stabilized to high finesse
optical resonators (~5 kHz linewidth) [19]. Phase noise of
diode lasers has been shown to contribute to the decay of
ground-Rydberg oscillations [20] and can be improved by
resonator filtering [14]. Here we demonstrate comparable
performance, without resonator filtering, but with careful
tuning of the electronic Pound-Drever-Hall lock parameters
to reduce the amplitude of servo bumps.

Fitting Rabi oscillations at the selected site in Fig. 2 does
not reveal a statistically significant decay time. The
radiative lifetime of the 66s state is 130 us and the motional
dwell time of a Rydberg atom in a trap site is ~50 us. Both
times are much longer than the observed 4 us of coherent
oscillations. However, the ground-Rydberg phase coher-
ence decays due to Doppler sensitivity of the two-photon
excitation according to [36] (e') = ¢ "/Ton with Trp =
\/ 2MCS/kBTa/k2D and k21/ = 271'/11 — 271'/}.2. At Ta =
15 uK we find T, p = 6 us which would seem to imply
a noticeable decay of the Rabi amplitude. This is not the
case because the effective coherence, or persistence time,
of a driven oscillation is longer than that of a static
superposition of states [19].

The original proposal for a Rydberg C, gate [6] involves
a sequence of three pulses connecting ground and Rydberg
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FIG. 3. Population in |1) after (a) control and (b) target qubit

Rydberg pulses. The Rabi frequencies for the control and target
pulses were Qp/27 = 3.6 and 4.6 MHz, respectively, and gap
time = 300 ns.

states: a 7 pulse on the control qubit, 2z on the target qubit,
and z on the control qubit. It has been shown by detailed
analysis of the atomic structure of the heavy alkalis that this
pulse sequence is in principle capable of creating entan-
glement with fidelity F' > 0.998 [21]. Many other Rydberg
gate protocols have been proposed (see Ref. [37] for an
overview). Using shaped pulses F > 0.9999 at gate times
as short as 50 ns [38] appears possible. We report here on
improved performance of the original proposal, leaving
alternative protocols for future work.

A technical error that has been improved is the loss of
Rydberg atoms after the z-gap-z pulses on the control qubit
or the 2z pulse on the target qubit. These losses dominated
error budgets in most earlier experiments [10,22,23]. Laser
noise, optical beam quality, and alignment improvements
have reduced population losses to 2% as shown in Fig. 3.
To minimize excitation of Rydberg hyperfine states with
my # 0 we align the k vectors of the 459 and 1038 nm
beams to be antiparallel and set the background magnetic
fields and polarization of the 459 nm beam to be accurately
o, relative to a quantization axis along k. This is done by
preparing the state |4,4) and minimizing the scattering rate
due to the 459 nm light. For the data in Figs. 3-5, the beam
waists were reduced to w; = 2.25 yum, w, = 2.5 ym to
minimize crosstalk between sites.

To tune the conditional phase induced by a 2z Rydberg
pulse we use a Ramsey sequence of z/2-gap-(z/2), pulses
on the qubit states (the last pulse is about an axis rotated by
0 in the equatorial plane) and insert a 2zz|1)-|R) pulse on the
target qubit inside the gap as shown in Fig. 4. Performing
this sequence with and without first exciting the control
qubit to |R) with a z pulse gives an “eye” diagram that
ideally consists of blockade and no-blockade curves that
are z out of phase with each other. In the experiment these
curves have a relative phase that is not equal to z due to
Stark shifts of the qubit states induced by the Rydberg
excitation beams [10]. To compensate for this we slightly
detune the Rydberg pulse on the target to give the opposite
phase Ramsey curves seen in the figure.

The observed amplitude of the blockade and no-block-
ade curves in Fig. 4 is 0.91(6) and 0.85(3). To prepare a
maximally entangled Bell state with the C, gate the input
state is (|00) + |10) + |01) 4 |11))/2. The |0) state is not
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FIG. 4. Eye diagram for target qubit with blockade and no-
blockade curves of amplitude 0.91(6) and 0.85(3). The inset
shows the target pulse sequence. The C, gate was operated at
6 = 0.95 radians.

Rydberg coupled and is not affected by the gate sequence;
therefore |00) experiences no error, |10) corresponds to
Fig. 3(a), |01) corresponds to the no-blockade eye diagram
curve, and |11) the blockaded eye diagram curve. The error
channels discussed below in connection with Table I limit
the amplitude of these curves.

To prepare a Bell state we initialize the entire array,
including control and target qubits, in state |1) and
postselect on cases when both target and control sites
are filled. We do not postselect on occupation of any of the
neighboring sites so the results are an average over a mean
of 55% occupation. We then perform the pulse sequence
shown in Fig. 5 which puts the control qubit in a super-
position of |0) and |1) and implements a CNOT gate using a
combination of the Rydberg C, and 7/2 rotations on the
target qubit. To simplify the pulse sequence, the initial z/2
rotations were performed with a global microwave pulse.
After the C,, we perform a 7/2 rotation of the target qubit
alone about an axis 0 to complete the cNOT gate [19].

The populations of the two-qubit output state are mea-
sured, and the coherence is determined from the amplitude of
parity oscillations due to a global microwave /2 rotation at
variable angle ¢ [10]. The resulting data shown in Fig. 5 give
(Poo + P11)/2 = 0.47(2), parity amplitude C = 0.391(6),
and Fge = 0.47 4+ 0.39 = 0.86(2). Note that since a global
7/2 microwave pulse is used to prepare the superposition
(|00) +1]10) +]01) +|11))/2, all atoms in the array occupy
an equal superposition of |0) and |1) during the C, gate
sequence. This superposition is representative of the average
situation expected when performing a larger quantum
algorithm.

The observed Bell fidelity can be understood from the
error sources enumerated in Table I. The errors are divided
into three categories: (a) errors due to atomic parameters,
finite temperature, laser noise, and crosstalk between sites,
(b) errors in the single qubit operations used for the CNOT
gate and parity measurement, and (c) SPAM errors.
Calculations and measurements supporting the error model
are provided in the Supplemental Material [19]. The effect
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FIG. 5. Bellstate preparation: (a) pulse sequence, (b) populations,

(c) parity oscillation. The Rydberg pulses had lengths of
t, = 150 ns, t,, = 220 ns, f,,, = 300 ns. The effective ground-
Rydberg superposition time is fy = 1;/2 + tyyy + toy + Lgapt
t,/2 =098 us. The microwave pulses are global (duration
35 us) for the initial and parity pulses and global pulses combined
with a 459 nm Stark pulse (duration 70 us) for the site selected

rotation.

of each error on the output Bell state is calculated by
modeling each error source as a quantum process. By
propagating the input state through each of these quantum
processes, we are able to accurately account for correlations
between errors and the total resulting infidelity of the
output Bell state [19]. Including all errors we arrive at the
value in the last line of Table I which is consistent with
the observed Fg.; = 0.86(2). Accounting for SPAM errors
gives a corrected Bell fidelity FyrA™ = 0.88. Accounting
for single qubit errors that go into the CNOT gate and parity
measurements we arrive at a SPAM and single qubit gate

corrected fidelity of F g;“ = 0.89.

Since the array filling was not deterministic, the crosstalk
from neighboring sites is approximately half of what it
would be in a fully occupied array. Using our error model
[19], we estimate that in a deterministically loaded array we
would see a reduction in Bell state fidelity of about 0.4%.
Figure 1(d) shows that readout retention varies over the
array with a median error that is 0.8% per atom per readout
higher than the sites selected in this experiment. Using the
error model [19] we estimate that the median observed Bell
state fidelity for neighboring sites would be about 2.1%
lower than for the sites that were used here.

The Table shows that the dominant C, gate errors are
due to finite temperature which leads to atomic motion and
dephasing, and atomic position variations in the optical
traps. In addition laser intensity and phase noise contribute
to the gate error at the percent level. Errors due to the finite
radiative lifetime of excited states and the finite blockade
strength contribute less than 1%. These observations
support the potential for Rydberg gates that have fidelity
compatible with fault tolerant error correction after further
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technical improvements for reduced atom temperature and
laser noise reduction.

In summary we have used a two-qubit Rydberg C, gate
to create a Bell state with intrinsic fidelity after correcting
for SPAM and single qubit errors of Fg7, = 0.89. This
improved fidelity was obtained in a 2D qubit array using
tightly focused control beams scanned with acousto-optic
deflectors making site specific gate operations across the
array possible. Therefore, the existing experimental setup
allows gates on a number of sites throughout the array and
provides an architecture for scaling to large quantum
algorithms.

We acknowledge support from NSF PHY-1720220, the
ARL-CDQI, DOE Award No. DE-SC0019465, and
ColdQuanta, Inc.

Note added.—Recently, we became aware of related work
demonstrating parallel operation of Rydberg gates [39].
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In this supplementary material we reproduce Table I from the main text and provide explanations, additional
measurements, and underlying calculations that support the error model. The values of the assigned errors are
explained in Secs. SM-I, SM-II, SM-III. The error modeling builds on earlier analyses[1-6] supplemented by new
material concerning atom position variations with respect to the Rydberg beam envelopes, and the influence of laser
phase noise on gate fidelity. The combined effect of the error channels listed in Table SM-I is calculated using process
matrices as described in Secs. SM-IV, SM-IV E. Section SM-V explains the statement in the main text that the
observed coherence time of a driven Rabi oscillation is longer than the measured Ramsey coherence time.
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TABLE SM-I. Error budget for Bell state preparation using experimental and calculated values. The listed error values are
calculated in Sections SM-I — SM-III. Individual error sources are combined by propagating the input state through a series of
quantum processes using x-matrices as described in Sec. SM-IV. This is the same as Table I in the main text.

quantity [error | fidelity estimate
a) atomic parameters & finite temperature effects
a.1) ground-Rydberg Doppler dephasing on control (calculated) 0.013
a.2) Rydberg radiative lifetime on control (calculated) 0.0075
a.3) scattering 7p; /o per atom per 7 pulse per Rydberg beam (calculated) 0.0012
a.4) blockade leakage (calculated) 0.001

a.5) atom position in Rydberg beams per atom per Rydberg 7 pulse (measured)|0.0025
a. 6) laser noise per atom per 7 pulse (measured) 0.0025
a.7) Rydberg crosstalk for |01) (measured) 0.005
a.8) Rydberg laser dephasing per atom per Rydberg 7 pulse (measured) 0.018 (nonblockaded)

0.006 (blockaded)
F{2 = 0.887

b) single qubit errors
b.1) global per atom per puwave 7/2 pulses (4 total) (measured) 0.0028
b.2) Stark-shift pulse (measured) 0.006

FpSPAM = 0.877

c) SPAM errors

c.1) readout loss per atom per readout (initial and final) (measured) 0.0025
¢.2) optical pumping per atom (estimated) 0.005
c.3) state measurement error per atom (measured) 0.00015

Fgen = 0.853

SM-I. EXPERIMENTAL SETUP, ATOMIC PARAMETERS, AND FINITE TEMPERATURE EFFECTS

In this and the following two sections, we identify error contributions which influence the Bell state preparation
and measurement described in the main manuscript. We then calculate, or estimate based on measurements, the
magnitude of each of these effects. The calculation of how these errors collectively influence the measured Bell state
is performed in Sec. Secs. SM-IV using a x-matrix analysis.

The experimental setup is an upgraded version of that used in [7]. The central part of the experimental arrangement
is shown in Fig. SM-1. The primary differences relative to [7] are a new method of creating the trap array[8,
9], an upgraded all-glass UHV cell that includes internal electrodes for compensating background electric fields,
higher numerical aperture objective lenses, and improvements to locking electronics for reduced noise on the Rydberg
excitation lasers. We proceed to discuss various sources of experimental imperfection.

A. a.l Ground-Rydberg Doppler dephasing

Rydberg excitation is performed with counterpropagating beams of different wavelengths so there is a wavenumber
mismatch ko, = 2m/A; — 27/ Aa. This leads to a stochastic phase for atoms that are Rydberg excited, spend a time
ter in the Rydberg state, and then de-excited. This was originally pointed out in [10], although our analysis[3, 11]
gives a smaller prediction for the magnitude of the phase error.

The average stochastic phase term can be expressed as (e'?) = e~tar/Tip wwith Top = /2Mcs/kpT,/kay. At
the measured atomic temperature of T, = 15 uK we find Top = 6 ps. This effect limits the Bell 4 fidelity to
Foax — (14 (e'?))/2 = 0.987 using tyr = 0.98 pus. Our measurement of the ground-Rydberg coherence decay using a
Ramsey experiment reveals a shorter coherence time of T, ;g = 4 us which would imply FgE3* = 0.971. We do not use
this value in the error table because the difference between 75 p and T3 g is assumed due to other error mechanisms,
including Rydberg radiative lifetime, atom position variations, and laser noise, that are separately included in the
table.

B. a.2 Rydberg radiative lifetime

The lifetime of the Cs 66s state in a room temperature bath is calculated to be [12] 7 = 130 ps. Input state |ij)
will experience a spontaneous emission error of €;; = 1 — e tii/T with t;; the Rydberg population integrated over
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FIG. SM-1. Schematic of the experimental geometry. The atomic array is located in an all glass UHV cell. Trap light at
825 nm and qubit control beams at 459 and 1038 nm are projected through facing objective lenses. Qubit measurements use
scattered light at 852 nm that is imaged onto a EMCCD camera. A microwave horn is used for single qubit gate operations.
The inset shows the experimental pulse sequence.

the duration of the Cz gate sequence for the corresponding input state. Thus too = 0 since |00) is not Rydberg
coupled, tg1 = tar/2 for state |01), t19 = t11 = tgr for states |10), |11). Using tor = 0.22 ps and ter = 0.98 us we find
€00 = 0,601 = 8.5 x 1074, €19 = €17 = 7.5 x 1072, This error is less than 1% even for the relatively low lying n = 66
state used here.

C. a.3 Scattering from 7p;/,

Two-photon excitation is via the 7p,/; state which has a radiative lifetime of 77, = 155 ns. The one-photon
detuning is A/27 = 680 MHz. The probability of spontaneous emission in a 7 pulse when the one-photon Rabi
frequencies are equal is Py, = 3 1 ~ = 0.0023. When the Rydberg excitation is blockaded, only light from the 459

T7
nm Rydberg laser contributes to s?:attering from 7p; /2, so the scattering probability in a 7 pulse is halved, yielding
P, = %771 ~ = 0.0012. Here we are neglecting corrections due to the hyperfine structure of the 7p; /5 state. The full
P

expressions, including those corrections, can be found in [7].

D. a.4 Blockade leakage

Due to less than infinite blockade strength there is finite rotation of the blockaded state. The average error is [2]
e=0%/ 8B?. The calculated blockade strength for Cs 66s at a distance of R = /2d is B/2m = 45 MHz which gives
€ = 0.001. Measurements of the blockade showed less than 0.02 leakage which is consistent with SPAM estimates
given below.

E. a.5 Atom position in Rydberg beams

All the reported measurement results are averaged over multiple realizations and for each realization the atomic
position is slightly different. Averaging over atomic positions leads to decay of coherent oscillations, an effect that
was studied numerically in [6]. Here we calculate the expected errors and their uncertainties for = and 27 pulses.
This contribution to the error budget, as well as the contribution from laser noise in the following section, has
larger uncertainty then the other errors due to lack of precise knowledge of the optical parameters of the array. In
particular the width and shape of the lines defining the trapping sites affect the atomic localization but are only
known approximately.



The position distribution of a trapped atom at finite temperature can be modeled as a Gaussian with radial and
axial localization parameters o, 0, and normalized distribution

1 2 2 2 2 2
p(r) = (2n)3 %02 Ze Y e .

The Rydberg beam field amplitudes relative to their values at the center of the beam are

o= @ Hy?) /w3 ()

J1+ 2203
2

Here w3(z) = wj(1 + 22 /L% ) are the z dependent beam sizes, Lr;, = 7w3/); are the Rayleigh lengths, and j = 1,2
refer to two Rydberg excitation beams. We assume that the Rydberg beams are aligned with the origin of the atom
distribution. If Qg is the two-photon Rabi frequency at the center of the beams then the position dependent Rabi
frequency is Qgr(r) = Qr fi(r) f2(r).

Consider a 27 pulse of length ¢ with the initial state |¢). The average observed probability for the atom to be in |1)
after the pulse is

fi(r) =

<a@@»-/¥hp@>{as2ﬁ%ff@ﬂ~+5§6§%§§¥5sm2ﬁ%ﬁf@ﬂ}. )

This expression includes the position dependent two-photon detuning A(r) = Ag + Ay fZ(r) + A2 f2(r). Here Ag is a

constant detuning and A, Ay are Stark shift coefficients that depend on the beam intensities and detunings relative

to the intermediate 7p, /2 state. Choosing Ag = —(A1+ Ag) ensures that an atom at trap center is resonantly excited.
The variance of the population error is

(5P)? = <[P|l-> (1) — Ptar]2>
= PA+ ([P ®)]") = 2Pus (P (1)) 2)

The pulse time ¢ can be adjusted to minimize the difference between the observed average (Pj;(t)) and the target
population P,,. For a 27 pulse P = 1 but, at finite temperature, there is no pulse time for which (P (t)) = Piar-
Nevertheless the time can be adjusted to minimize the difference between the target population and the observed
average. For a 27 pulse

2
(6P) =1+ ([Py()]”) — 2 (®)). 3)
Similar expressions govern the phase response. The amplitude of the initial state after a pulse of length ¢ is
c(r,t) = cos [ Q% (r) + AQ(r)t/2]

g Ar) sin [ 02, (r) + AQ(r)t/Z]

V() + A%(r)

The phase of the wavefunction is

¢ =— tan~! Ar) tan |~ Q%,/(r) + A2(r)t (5)
V() + A%(r) 2 '

Expressing Qr(r) and A(r) in terms of f1, fo and integrating over p(r) as for the population distribution we calculate
the phase error and uncertainty.

Perturbative analysis of the population variance in 2D for ¢ < w shows that (§P)? ~ (o/w)® so the standard
deviation or uncertainty in the population scales as (o/w)*. This scaling highlights the sensitivity to finite beam size
and the importance of low temperatures and tight localization of the atom. Sensitivity to variations in the local Rabi
frequency and detunings can be minimized using adiabatic gate protocols (see, for example, [13]), but we have not
done so in the experiments reported here.

To determine the errors from atom position variations in 3D we have relied on numerical solutions of Egs. (1-5).
The atom localization parameters o, o, were estimated[9] using T, = 15 pK, trap depth 285 uK, d = 3.1 um, and line
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FIG. SM-3. Numerical solutions for the population error due to atom position variations after a m ground-Rydberg pulse with
+ one standard deviation shown by the light blue shading. All other parameters the same as in Fig. SM-2.

width wjipe = d/3.08 = 1.0 pum to be 0 = 0.27 pm, o, = 1.47 pm. The resulting pulse errors deduced from numerical
calculations are shown in Fig. SM-2. The population error corresponding to the values of ¢, o, deduced from optical
parameters is too large to be consistent with the observed population after a ground-Rydberg Rabi pulse shown in
Fig. 3 in the main text, while the phase error as quantified by (1 — cos(¢)) is negligible. We attribute the discrepancy
to uncertainties in the optical parameters in part due to aperturing of the array light pattern on the objective lens
aperture which caused broadening of the lines and reduced positional spread. The observed trapped atom vibrational
frequencies also imply tighter confinement. Accounting for the other error sources that contribute to the Rabi pulse
population error our best estimate for the transverse localization is ¢ = 0.16 pm which is indicated by a vertical line
in the figure and implies a 27 pulse population error of 0.006.

The 7 Rydberg pulse on the control atom also contributes an additional error since less than 100% population
transfer from ground to Rydberg state implies a corresponding failure probability for blockade of the target qubit in
the |11) state. The probability of populating the Rydberg state after a 7 pulse is

The calculated population error for a 7 pulse using Eq. (6) is shown in Fig. SM-3. The error contribution at
0 =0.16 pm is € = 0.0025.



We emphasize that our confidence in this error estimate is lower than for other entries in the error model, due to
lack of precise knowledge of trap parameters and atom localization. Furthermore these errors will be larger if the
Rydberg beams are misaligned relative to the trap centers. There is also a correlation with the Rydberg atom motion
(see Sec. SM-II) whereby a Rydberg excited atom will move and see a different beam amplitude under deexcitation.
We have not included such effects in the analysis.

F. a.6 Laser noise

Laser noise due to intensity and phase fluctuations degrades the fidelity of coherent pulses. Intensity noise causes
undesired Stark shifts, analogous to the effects of atom motion. The linewidths of the Rydberg lasers determined by
beating together two lasers built using the same components were determined to be under 300 Hz. However, locking
to 5 kHz linewidth stabilized reference cavities leads to “servo bumps” and phase noise which can degrade the fidelity
of Rabi pulse operations[14].

The pulse errors can be significantly reduced by resonator filtering[15]. While we have demonstrated persistent
coherence of ground-Rydberg oscillations in Fig. 2 of the main text without resonator filtering, it is also the case
that significant day to day variations in Rabi oscillation amplitude were observed that could not always be directly
correlated with the observable amplitude of servo bumps on the lasers.

Simulations we have performed by modeling servo bump noise as a superposition of frequency components with
random phases confirm that the pulse errors are largest when the servo bump offset frequency is comparable to Qg.
For integrated servo bump power of —20 dBr relative to the carrier we find population errors up to 0.04, and for
—30 dBr errors up to 0.002. Temperature and current drifts in laser diodes result in changes in the laser mode
structure and noise levels that also affect the experimental results, even without changes to lock parameters. This
error is therefore difficult to quantify, but is certainly present since we have observed large changes in pulse errors with
minor changes to the locking electronics parameters. A reasonable estimate for this error is in between the —20 dBr
and —30 dBr values given above. We have placed this error at 0.0025 per atom per Rydberg 7 pulse in the error
model, but there are relatively large uncertainties.

G. a.7 Rydberg crosstalk

Another source of error arises from the presence of other atoms in the optical lattice. Specifically, Rydberg excitation
of non-addressed sites by Rydberg beam intensity spilling over to neighboring sites can influence the state of control
and target atoms. It should be noted that this error primarily arises during the first Rydberg 7 pulse on the control
atom. During the first pulse, if a control atom is in the |0) state, there is a possibility for one of the control atoms
neighbors to be excited to the Rydberg state (if the control atom is in the |1) state, Rydberg blockade greatly
suppresses the excitation of neighboring sites). When a neighboring atom is excited, the target atom is erroneously
blockaded. We determined from Rydberg 7 pulse experiments that there is < 0.0025 chance that a neighboring atom
in |1) will be excited to the Rydberg state. There are eight neighboring sites to the control site, including the target
site. These sites are randomly filled and in an equal superposition of |0) and |1). This implies that there is a cross-talk
error probability < 0.005. Note, for a fully occupied array, this error would be almost a factor of two larger.

We can estimate expected crosstalk levels from beam parameters and the array period. The nominal Rabi frequency
at neighboring sites due to Rydberg beam crosstalk is 0, = e*dz/“’fe*dz/wSQR = 0.12 Qpg, while the data in the
main text Fig. 2 shows no evidence of Rabi oscillations at the other sites. We achieve reduced crosstalk by using
beam powers that give a nonzero differential Stark shift of A’/27w = 2 MHz between ground and Rydberg states which
suppresses the oscillation amplitude to (Q%/A’)? = 0.023. These types of errors can be further reduced by using
super-Gaussian Rydberg beams [6].

H. a.8 Rydberg laser dephasing

In addition to the errors described above, we measure an additional dephasing error between ground and Rydberg
states arising when an atom is illuminated by Rydberg lasers. We have measured this error directly through ground-
Rydberg Ramsey measurements where one of the two Rydberg lasers was pulsed on the atom during the gap between
Rydberg /2 pulses. In addition, we can directly measure the contribution of this error in eye diagram measurements
as described in the main text. Details of how we characterized Rydberg laser dephasing are listed below in subsection
SM-IV B. The error probability of this effect is 0.018 per atom per Rydberg 7 pulse and 0.006 per atom per blockaded
Rydberg 7 pulse.



I. a.9 Additional errors

There are several additional sources of error that are not included in the Table but will be relevant for future, higher
fidelity gate demonstrations.

The first is the magnetic sensitivity of Rydberg states. Rydberg excitation is performed at a bias field of 0.6 mT
which is deep in the hyperfine Paschen-Back limit for the Cs 66s, /5 state. Therefore the m; = —1/2 state has a
magnetic sensitivity of approximately 14. GHz/T. The experiment is operated with synchronization to the 60 Hz AC
power line to minimize magnetic noise. Although we have not carefully characterized magnetic noise at the location
of the atoms, on the basis of measured atomic temperature and coherence times we estimate that the characteristic
magnetic noise amplitude is g < 1076 T. With the assumption of Gaussian statistics for the noise the effective
coherence time is [3]

23/27p
|9ijR - ggmfgWBUB '

With the small magnetic bias field used here the ground state magnetic sensitivity is negligible, and using grm;r = 1

Top =

for the Rydberg Zeeman state we find Top = 0.1 ms. This implies a coherence loss of 1 — e~tar/T25 = 0.0001 which
is negligible compared to other errors.

The second additional error is motional loss of atoms since we turn the optical traps off during the Cz gate. If the
atom moves outside of the trapping region before the trap light is turned on again it will be lost, leading to an error.
Even if it does not move completely out of the trapping region, it will sit at a higher potential energy when the trap
is turned back on. If an atom gains enough energy, it can escape from the trap, even if it did not move completely
outside of the trapping region. To calculate the magnitude of this effect, we first determine the escape velocity of
our trap given its size, depth, and the ratio of axial to transverse trap depth (because the transverse trap depth is
about 1.4 times deeper than the axial trap depth, the trap depth is limited by the axial depth). The atom motion is
three dimensional, but the distance for trap loss is much longer in the axial direction, so we approximate loss as being
dominated by transverse atom motion. The escape velocity, ve, is then the transverse velocity, v, , that it takes to
travel 1.2 pm (the point at which the atom would gain enough potential energy to escape once the trap is turned back
on) during the trap drop time. Once the v, is determined, we find the probability that the atom escapes, Pescape, by
integrating the Maxwell-Boltzmann distribution for transverse velocity, f(v, ), from v, to infinity
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where m is the mass of a Cs atom, T is the measured atom temperature, and kp is the Boltzmann constant. After
performing this integration, we find that the escape probability during the 1.7 us trap drop period of the Cz gate is
orders of magnitude smaller than other errors included in our model. This result was confirmed using a Monte-Carlo
simulation of trap-drop and recapture for our trapping potential using finite atom localization in the trap.

An additional potential source of error is the high sensitivity of Rydberg atoms to dc and ac electric fields. We
have previously observed strong sensitivity of specific Rydberg states to background microwave fields when there are
resonant transitions driven by cell phones or wi-fi networks. For the 66s; /o state the lowest frequency transition to a
n'p state is at 12.5 GHz and the lowest frequency two-photon transition is 27. GHz for coupling to a n’s state, and
11.7 GHz for coupling to a n’d state. These frequencies are far from any wireless network bands and not expected to
cause significant perturbations.

There is also sensitivity to time varying dc fields that are of concern up to a few MHz in frequency, corresponding
to the bandwidth of the Rydberg pulses. The experiments are performed in glass cells with eight internal electrodes
for field cancellation. The cells are manufactured by ColdQuanta, Inc. . The atomic array is 1 cm from the inside of
the cell windows. Voltages generated by a low noise dc supply are used to cancel the background dc field as measured
by Rydberg spectroscopy. When the field is minimized there is a quadratic maximum of the Rydberg energy and a
zero derivative with respect to field strength which minimizes the Rydberg state sensitivity to fluctuations. The fields
are checked every few months and significant changes relevant to the zero field condition have not been observed. We
cannot presently exclude fluctuating fields that may cause Rydberg dephasing, but since we are unable to make a
reliable estimate of the magnitude of this effect we have left it out of the error table.

e

SM-II. SINGLE QUBIT ERRORS

Single qubit rotations are performed with microwaves and focused Stark shifting lasers. These operations give
additional errors that contribute to the infidelity of the Bell state and a CNOT gate but are separate from the fidelity



of the Rydberg Cz gate.

A. b.1 Global microwave pulses

The observed amplitude of microwave 7 pulses connecting the clock states is 0.988(4) for the control site and 0.985(4)
for the target site is dependent on microwave power stability, frequency stability, phase noise, qubit coherence and
SPAM errors. Microwave /2 error estimates were extracted using process matrix analysis to simulate the Ramsey
experiment results as described in Section SM-IV and were found to be 0.0028 per atom per microwave 7/2 pulse.

B. b.2 Local Stark shifted microwave pulses

To perform a local z-axis rotation gate with a pulse area of ¢ we use the decomposition
Ry(¢) = Ry(m/2)R=()) Ry(—7/2).

The R, operations are global microwave pulses with a 7/2 phase shift controlled by a signal generator and the R.(¢)
is a local Stark shifting pulse which we apply with the 459 nm Rydberg beam. A site which receives no Stark pulse
only experiences two microwave rotations that cancel. For R;(7/2) we need R,(w/2) which was provided by a 86 ns
duration pulse from the 459 nm Rydberg laser.

The local gate in the Bell state preparation sequence is Ry(7/2), a /2 rotation about an angle 6 in the azimuthal
plane and has the form

Rafa/2) = 7= ;00 1" ). ®

The pulse sequence is
Ro(7/2) = Rg—r/2(7/2) Ro(7/2) Ro 17 2(m/2) (9)

This requires phase shifting the microwave pulses which was accomplished with a computer controlled signal generator.
The error for this operation is larger than for the global gates due to noise of the focused laser beam[16]. Error estimates
are calculated from microwave Ramsey experiments with a local 7/2 gate on the target atom. These estimates are
extracted using process matrix analysis to simulate the Ramsey experiment error as described in Sec. SM-IV. Error
estimates for the microwave 7/2 pulses were found to be 0.0028 per atom per pulse (same as above) and the local
Stark pulse introduces an additional 0.006 error probability.

SM-III. SPAM ERRORS
A. c.1 Atom readout loss

Atom preparation errors are due to retention loss during measurement to verify an atom is present. Mean and
median values across the array are given in Fig. 1 in the main text. The measured loss for control and target sites
was 0.005 for each site. Splitting this error between the two readouts yields 0.0025 per atom per readout.

This loss is partly due to measurement induced loss and partly due to background collisions at finite vacuum
pressure. Our measured vacuum limited trap lifetime is about 30 s which implies a loss of 0.003 for a 100 ms duration
double measurement. This loss contribution can be made negligible with faster measurements and improved vacuum
conditions.

B. c.2 Optical pumping

The optical pumping error is difficult to disentangle from the atom preparation error since both contribute to a
finite amplitude of microwave pulses. One measure of the pumping infidelity is the ratio of pumping to depumping
times for preparation of my = 0 clock states. We have observed this ratio as low as 1/200 corresponding to an error
of 0.005 per atom.



C. c¢.3 State measurement

State measurement errors were estimated by making Gaussian fits to the observed count distributions for atoms
present and not present after pushing out atoms in f = 4 and defining the measurement error as the overlap of the
distributions. The mean and median errors across the array are given in Fig. 1 in the main text. For the specific
sites and measurement times used for the Bell state experiments we obtained lower measurement errors of 5 x 107°
for the control site and 1 x 10™% for the target site. We have used the average value of these errors in the table.

There is an additional error from blowing away atoms in f = 4, which may be less than 100% successful, may
depump atoms to f = 3 instead of removing them from the trap, and may also cause loss of atoms in f = 3 with very
low probability. On the basis of related studies with non-destructive state measurements[17] we estimate the errors
from blow away are not larger than the overlap error derived from fitting the count distributions. This error estimate
was identified to be 1.5 x 10™* per atom.

SM-IV. PROCESS MATRIX ERROR MODELING

To accurately simulate how each of the errors calculated above affects the created Bell state, we use x-matrices
to simulate the quantum process which the atoms experience at each stage of the experiment. To accomplish this,
we break the error model into four segments: 1. state preparation, 2. Cyz gate, 3. Local 7/2 rotation on target
atom, 4. parity oscillation pulse and state measurement. There are multiple processes which act on the atoms in each
segment, and we can determine how each process affects the atoms through a combination of process modeling and
experimental measurement of the various quantum processes.

A. State Preparation

To prepare atoms in the desired state to be entangled by the Cz gate, there are three distinct steps. The first
of these steps is a readout measurement to determine the occupancy of the array. Since atoms are loaded into the
array probabilistically, it is necessary to post select on situations when both control and target atom sites are loaded.
During the readout process, there is a finite chance that the atom will be lost through either a background collision or
by being heated out of the trap. To determine this probability, we performed a high statistics measurement with two
readouts back to back from each other. During these measurements, there was 0.5% chance that the atom was lost
in each of the control and target sites. Dividing this loss equally between the two readouts, we determine that there
is a 0.25% chance of loss per atom per readout. This loss is modeled as a single qubit loss quantum process matrix.

The next step in state preparation is optically pumping the atoms into the correct state. As discussed in Sec.
SM-III B, the magnitude of this effect is determined from depumping measurements. To model imperfect optical
pumping with quantum process matrices, we must consider how imperfect optical pumping affects the atomic state.
In our optical pumping process, we end each optical pumping cycle by turning off the pumping beam and leaving
the repumping on to make sure that all atoms are in the f = 4 hyperfine ground state. Any atoms which were
not pumped into |1) = |4,0) will end up occupying different magnetic substates in f = 4. These states will not be
driven by microwave rotations and will be blown away in the final state-selective readout. Given these effects, we
model imperfect optical pumping as loss. We note that this modeling is a slight approximation since it is possible
for a control atom in the wrong magnetic state of f = 4 to be excited to the Rydberg state and thus blockade the
target atom from being excited to the Rydberg state. Full modeling of this effect would require a higher dimensional
quantum process analysis, which is beyond the scope of this model. As mentioned in Sec. SM-IIIB, the loss out of
the computational basis due to imperfect optical pumping was determined to be approximately 0.5% per atom.

Once pumped into |1), both atoms need to be rotated to (|0)+|1))/+/2. This rotation is performed with a microwave
pulse resonant with the energy splitting between the two qubit states. As mentioned in Sec. SM-IT A, several factors
can cause errors in microwave rotation. This error comes in as dephasing about the rotation axis on the Bloch sphere
(i.e. states experiencing a rotation will decohere, but states located at the poles of the rotation axis will remain
unaffected). The y-matrix for an imperfect microwave rotation is given below. The magnitude of this effect was
determined from a microwave Ramsey experiment with a small gap time (f{gap << T2 ground). By varying the phase of
the second microwave 7/2 pulse with a constant gap time, a Ramsey curve was measured. Both readout and optical
pumping errors discussed above are present in this Ramsey experiment in addition to the microwave dephasing errors
which are being measured. To extract the microwave dephasing, we model this Ramsey experiment with quantum
process matrices. The microwave dephasing probability can then be extracted from the measured Ramsey curve and
was found to be 0.28% per atom per 7/2 microwave pulse.
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B. (Cz Gate

The Cz gate is comprised of three Rydberg pules: 1. A m Rydberg pulse on the control atom, 2. A 27 pulse on
the target atom, 3. A final 7 pulse on the control atom. There are many error sources associated with the C'z gate
and care must be taken to model these errors in the proper order to correctly determine their effect on the atoms.
These errors are listed in Table SM-I and have been calculated above as well. Some of these calculated errors have a
reasonably high degree of certainty associated with them because they rely on experimental parameters that can be
directly measured (e.g. the laser detuning from the 7p,/, state can be spectroscopically measured). However, some
of the error calculations have large uncertainties associated with them due to imperfect knowledge of experimental
parameters (e.g., atom confinement in the trap cannot be directly measured due to diffraction limitations of the
imaging optics). More accurate values for many of these errors were extracted from various experiments on the
atoms. Also note that some of these error sources depend on the state of both of the atoms and must be modeled by
2-qubit quantum process tensors. For example, when an atom is excited to the Rydberg state, both lasers contribute
to scattering from the 7p; 5 state; however, if the target atom is blockaded by the control atom, it will not be excited
to the Rydberg state, and only the 459 nm laser will contribute to intermediate state scattering. Matrices and tensors
for all quantum processes and how they affect the input quantum state are listed below.

To determine errors arising from laser noise and atom position in Rydberg beams more precisely, we used 27 Rabi
oscillation experiments between ground and Rydberg states. To extract these values, experiments were modeled using
parameters defined above in addition to modeling the Rydberg pulses. We note that optical pumping errors were
not included in this modeling with the same magnitude as above since other magnetic sublevels will also experience
Rydberg rotations; these states will rotate at different rates than |1)[7], so they do not entirely return to the ground
state in the 2 Rydberg pulse. Also, Rydberg state detection is not perfect, so the observed 27 retention is slightly
higher than it should be. From modeling these experiments, we estimate that there is approximately a 0.5% error per
Rydberg 7 pulse due to the combined effects from laser noise and atom position.

Since laser noise and atom position variations have a similar effect on the atomic state (namely leaving the atom
in the Rydberg state), they cannot be distinguished without further measurements. Servo bumps were measured
from a heterodyne experiment as discussed in Sec. SM-IF and their effect was numerically estimated to be 0.5% in
a 27 pulse. The remaining 0.5% we attribute to atom position variations in the Rydberg beams. We note that this
value is significantly lower than estimated in Sec. SM-IE which points to a tighter atom localization in the trap than
estimated from trap parameters. The exact origin of this discrepancy is unknown. However, we hypothesize that it
is due to spatial filtering and/or aberrations of the blue-detuned trap broadening out the trap lines. This results in
tighter confinement. We have seen some evidence of this effect in higher than expected trap frequencies in parametric
heating experiments and will investigate this further in future studies.

Both laser noise and atom position variation leave some atom population in the Rydberg state which will be
primarily lost. Therefore, we can model these sources of error as state dependent loss, i.e., if an atom is in the |1)
state, some population might be lost, but if the atom is in the |0) state, the Rydberg lasers are non-resonant, and
the atom will not be affected by this error. Similarly, if the control atom is excited to the Rydberg state, the target
atom will be blockaded from being excited to the Rydberg state and will not experience these errors. Therefore, we
model both laser noise and atom position variation under the Rydberg beams as a state dependent loss process for
the control atom and as a controlled state dependent loss process for the target atom.

Rydberg crosstalk (excitation of neighboring sites) can be determined from Rydberg Rabi oscillation data for the
control site (by post selecting cases when the control atom was not loaded into the lattice). From these experiments, we
see that there was less than or equal to 0.25% excitation per neighboring atom. During the Cz gate, this unintended
Rydberg excitation mainly affects the Rydberg excitation of the target atom. Specifically, when the control atom is
in |0), the Rydberg pulse on the control atom does not excite the control, but could possibly excite neighboring atoms
in state |1) to the Rydberg state. This unintended excitation would blockade the target atom leading to an incorrect
phase. There is a small probability that neighboring atoms would be excited when the control atom is in the |1)
state; however, this probability is very small compared to the first effect discussed and has little influence on the gate
performance. Since the effect of crosstalk on the gate depends on the state of both atoms, it must be modeled as a
two-qubit quantum process.

The finite lifetime of the Rydberg state only significantly affects the control atom. The calculation performed in
Sec. SM-IB relies on well-known experimental parameters. However, since the control atom blockades the target
atom in the Cz gate, a distinction must be made for decay before the target Rydberg pulse or after. Since the target
pulse is centered in time between the two control Rydberg pulses, we model half of the decay from the Rydberg state
before the Rydberg pulse on the target and half of the decay after. This decay is modeled as loss because decay will
be primarily back into the f = 4 state, which will then be excited to the Rydberg state by the second control pulse.
Population left in the Rydberg state will be primarily lost due to ionization from subsequent microwave pulses in the
Bell state preparation sequence. This decay only occurs when the control atom has probability amplitude in the |1)
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state going into the C'z gate, so it is included in calculations as a state-dependent loss.

Doppler dephasing also acts primarily on the control atom, dephasing the superposition of |0) and the Rydberg
state. Since this process does not alter the control atoms probability of Rydberg excitation, the target atom will
not be influenced by this effect (the target spends a much smaller amount of time in the Rydberg state). Since the
Rydberg population returns to |1), this Doppler dephasing acts as dephasing between |0) and |1) qubit states. As
seen in Sec. SM-TA, the Doppler dephasing error magnitude is determined by the atom temperature, which can be
extracted from trap-drop and recapture experiments as well as qubit ground Ramsey experiments. Both of these
experiments are used to deduce an atom temperature of 15 pK, which indicates a dephasing probability of 1.3%.

After accounting for all the error sources listed above, we simulated the eye diagram results (see main text Fig. 4).
In this experiment, the target is placed in an equal superposition of the two ground states, specifically (]0) +[1))/v/2,
using a local gate, and then the C'z gate sequence is performed on Rydberg and target sites. When the control atom is
loaded, the atom is blockaded and does not get excited to the Rydberg state. However, when the control atom is not
loaded, the atom gets excited to the Rydberg state and acquires a m phase shift with respect to the previous case. In
our measurements, we noticed that the non-blockaded case experiences a significant amount of additional dephasing
compared to the blockaded case. Our models do not explain this additional dephasing term; however, we need to
include this effect to make our model consistent. We have extracted the value of this dephasing term by simulating the
eye diagram experiment using quantum process matrices and determined the dephasing probability that is introduced
by the 27 Rydberg pulse. If the excitation is blockaded we still observe some dephasing, but only approximately 1/3
of what we see in the nonblockaded case. In similar experiments, we have determined that the control atom sees this
Rydberg laser dephasing term as well. We incorporate this into our model as dephasing between |0) and |1) when the
atom sees a Rydberg pulse. Through our simulations, we find this error to be 1.8% per Rydberg 7 pulse and 0.6% if
the pulse is blockaded. During the 27 excitation on the target, the amount of dephasing depends on whether or not
the excitation is blockaded, so two-qubit process modeling is required to properly account for this dephasing term on
the target.

C. Local state rotation

After the state of the atoms is prepared and acted on by the Cyz gate, the two-atom state is entangled. However,
the target atom must be rotated by 7/2 before the atoms occupy a Bell state in the computational basis. To perform
this local rotation, we use a Stark shift pulse from the 459 nm laser sandwiched between two microwave rotations
with opposite phases. To include these errors in the experimental model, we model microwave pulses identically to
how they are used above. We include an additional error arising from the Stark pulse as dephasing between the two
hyperfine ground states. The value of this error can be extracted from Ramsey experiments, where the first /2
rotation is provided by a local gate as described above and the second 7 /2 rotation is provided by a global microwave
rotation. By scanning the phase of the second 7/2 rotation, a Ramsey curve is measured, and the amplitude can be
extracted. By modeling this Ramsey experiment with process matrices, we find that the local Stark pulse gives a
dephasing error contribution of 0.6%. This local Stark shift only affects the state of the target atom. However, errors
from microwave rotations will affect the control atom as well and are included in the error model of the Bell state
creation experiment.

D. Bell state measurement

After the Bell state is created, measurements are made to determine the fidelity. These consist of two separate
measurements, a state population measurement and a parity oscillation. Both of these measurements consist of
processes already discussed above. The population measurement consists of a single state selective readout. The
parity oscillation measurements consist of a global 7/2 microwave rotation followed by a state-selective readout. By
varying the phase of the microwave rotation, the parity curve is measured. Both of these two measurement types are
included in our error model of the experiment.

E. Error Propagation with Process matrices

To properly incorporate all the effects listed above into an error model of the experiment, we use one- and two-
qubit y-matrix propagation of errors. Many of the processes used for Bell state preparation act on the atomic states
separately. Because these processes act separably on the two atoms, they can be modeled with single qubit x-matrices.
All of the x matrices are listed in Fig. SM-4.
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FIG. SM-4. A summary of error sources and how they are incorporated into the quantum process model of the experiment.
The errors are labeled according to the entries in Table SM-I. Some errors are listed in more than one process matrix category
in the Cz section; this is due to the fact that the error introduced when the target is excited to the Rydberg state depends on
whether or not the control atom is in the Rydberg state.

Processes acting on the control atom take the following form:

4
)= Xpnlom@Dplon @), (10)

m,n=1

Where p is the input quantum state, £7(p) is the output state after it has been acted on by quantum process 7,
oe€{l, o, 0y 0.} where o, , . represent =, y or z, Pauli matrices respectively, and x is a quantum process matrix
which contains all the quantum process information and weights each combination of Pauli matrices in the sum.
Similarly, quantum processes acting on the target atom take the following form

4
Ep) = D X ®om)p(I @0y), (11)

m,n=1

Several single qubit quantum processes are required to simulate the Bell state creation and measurement demonstration
as listed in the previous subsections.

In the following we list x matrices for the one-qubit processes used in our analysis. The single-qubit y matrix for
the identity process is

1000

. (o000

X=10000 (12)
0000
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The single qubit-process matrix for partial loss/attenuation (probability €) of the quantum state is

1—-e¢ 000
0 00O
=10 000 (13)
0 00O
The single qubit process matrix for partial dephasing (probability €) of the quantum state is
1-e 000
0 00O
"=l 9 000 (14)
0 00 e
The single qubit-process matrix for state-dependent loss (probability €) of the quantum state is
1—-3¢/4 0 0 ¢/4
0 00 O
=1 0 00 0| (15)
e/4 00 ¢/4

Finally the single-qubit process matrix for a /2 microwave rotation about the z-axis of the Bloch sphere with
dephasing (probability €) during the rotation is

1/2 0 i(1/2—€) 0

o 0 0 0 0

X li-12409 00 120 0 (16)
o 0 0 0

For microwave rotations about an axis on the equator that is at an angle 8 with respect to the z-axis, a unitary
transformation is used to rotate the input state by an amount 6 before the quantum process and to rotate by —8 after
the quantum process. This unitary operator has the form

0.0 = (5 ) (17)

In addition to the single qubit quantum processes listed above, two-qubit quantum processes are required to simulate
how some errors affect an input quantum state during the Cz gate. A two-qubit quantum process acts on an input
state p using the following rule:

4
Ep)= D Xonrma(Om ®0r)p(on © 04), (18)

m,r,n,s=1

where variable definitions are the same as in Eq. (10) except now Xm,rn,s is a four dimensional tensor that contains
all the information of the two-qubit quantum process and weights all combinations of Pauli matrices in the summation.
Below we list the x matrices for the two-qubit processes used in our analysis.

The two-qubit process matrix for controlled partial dephasing (i.e. the target experiences partial dephasing if the
control is in [1)) is

XP=1-ex' ®x'

1200 1/2 1/200 1/2
0 00 0 0 00 0

1o oo o |®lo o0 o (19)
1/200 —1/2 1/2 00 —1/2

The two-qubit process matrix for anti-controlled partial dephasing (i.e. the target experiences partial dephasing if
the control is in |0)) is

XAP= (1 —ox' ex!

1/2 00 1/2 1/2 00 1/2
0 00 0 0 00 0

1l o 00 0 ]®[ 0o 00 0] (20)
~1/2 0 0 1/2 ~1/2 0 0 1/2
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FIG. SM-5. Visual representation of the error channels and corresponding process matrices.

The two-qubit process matrix for controlled partial polarization (i.e. the target experiences partial polarization if the
control is in [1)) is

x=1-ex @x!

3/400 1/4 3/400 1/4
0 00 0 0 00 0

1o oo o |90 00 o (21)
1/400 —1/4 1/400 —1/4

The two-qubit process matrix for anti-controlled partial polarization (i.e. the target experiences partial polarization
if the control is in |0)) is

A= (1 —ex @x!

3/4 00 1/4 3/4 00 1/4
0 00 0 0 00 0

1l o 00 0 ]®[ 0 00 o0 (22)
—1/40 0 1/4 ~1/40 0 1/4

By propagating the input quantum state using process matrices, we are able to properly weight the contributions
of each of the errors using the steps shown in Fig. SM-5. After quantum process propagation, the fidelity, Fgen, of
the output state is calculated relative to an ideal Bell state output

Fpen = (Tr [\/\/M/)ouc\/M]>2 , (23)

where ppey and and p,,: represent the density matrices for an ideal Bell state and the modeled output state, respec-
tively. Given the input errors, our model predicts Fgey = 85.3%, which agrees well with our measured result. Setting

errors c.1-c.3 to zero, we calculate FE;CSI‘IP AM _ 87.7%. Finally, also setting errors b.1 and b.2 to zero, we calculate the

fidelity of the output Bell state accounting only for the errors introduced by the Cz gate, Fgfn = 88.7%.
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We note that this model for error propagation, while very detailed, has a few limitations. In particular, error
propagation using y-matrices does not allow for non-Markovian processes, i.e. processes where an input state increases
in coherence. Such processes occur in spin-echo sequences and could be present in this demonstration during local
microwave rotations and/or during w-gap-m processes on the control atom. We have assumed that such effects are
small compared to the total error model. Full treatment of this process could be performed by master equation
simulation of the full Bell state creation experiment; however, such analysis is beyond the scope of this work.

SM-V. DECOHERENCE OF RABI OSCILLATIONS

The T5 coherence time of a qubit measured in a Ramsey interference experiment is generally much shorter than the
observed decoherence time of a driven qubit performing Rabi oscillations. We calculate the decoherence of a driven
qubit starting with the initial mixed state

p(0) =10){0] @ Y Paln)(n].

Here n = (ng, ny, n,) denotes a vibrational state with excitations n,, n,, n. along the Cartesian axes. The state after
Rabi oscillations for a time ¢ is

p(t) = Up(0)UT
with
U=> R(t,n)n)n|.

Here we allow the rotation operator to depend on n.
The transformed state is

p(t) =Y R(t,n)|n') (x| <I0><0| ®) Pn|n><n|> Y Ri(t,n")|n")(n"|

n’’

=" R(t,1)|0)(0|R'(t,n) Pa|n) (n|

and the probability of observing |1) after time ¢ is
Py (t) = Truw [(1p(2)[1)]
= @|{1]p(t)[1)|n)

=Y Pal(1|R(t,n)[0) ],

The matrix element is

~ QP+ AZm) " 2

) m [1 = cos (1907 + Adm) 1) |

with  the Rabi frequency and Aj(n) the vibrational state dependent detuning of the qubit frequency. For an
atomic qubit in an optical trap this shift is due to differential light shifts that depend on the wavelength of the trap
light[18, 19].

We can extract the scaling of the coherence time with temperature from an approximate analysis. Different
vibrational states will dephase when

2 2 2(n 1/2
(1| R(t, 0)|0)]2 = [e] - <(|Q| + A2(n)) t>,

1/2

(190 + A3)) "% = Q] ¢ ~ 7

SO
27|Q
> A3(n)

Since A1(n) ~ n and (n) ~ T in the thermal limit we see that Ts ~ |Q|/T2.




16

50} —rf{r T Ty \ r T T T r T [ T T T T [ T T T T xA
40t ]
@ 30} Rabi 5
£ | Q/2n=10 kHz
% L
|L\120f 5 kHz ]
i 1 kHz
10} |
- Ramsey
00 020 30 40 50

Ta (uK)

FIG. SM-6. Semiclassical results for 75 as measured by Ramsey and Rabi experiments. Parameters Ars = 2.5 x 107,

A. Semiclassical approximation

We can extract useful expressions from a semiclassical approximation. Using
—fn-w

~ 3
Py >~ wpwyw, B%e

with 8 = hi/kpT we find

3 o0 9 2
Ppyy(t) = _% / / | dnadnydn. e it

P+ (Bn - w)?
X 1/2
X COS l(|Q|2+(%n.w)2> t] :

Here we have used Aj(n) = A%n -w with Arg the fractional differential light shift of the transition. We then make
the approximation that [©2|? > (8581, - w)? to write the right hand side as

A 2

A2 BPuwiwyw, o A2
= LSSITJ// dnzdnydn. "% (n - w)? cos [|Q|t+ 8|Q|(n"*’)2t]

Bwpwyws e
e || AR R

x{cos(|Q|t)cos[ |;;i(n w)2t] _sm(|Q|t)sm[A|§;i(n w)2t]}.

At t = 0 we find

Wy Wy e
ag = Sg|Q|2 Y // dngdnydn, e - (n-w)?

_ 3A%s
2102

(24)
At t = 2mt, = 2mn/|Q| we find

Lsﬂ Wa Wy —fBn-w mWALs 2
G = O // dngzdnydn. e (n-w)? cos[ e (nw) ] .
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In addition

B wawyws nw mrA?
a, = L88|Q|2 Y /// dngdnydn, e P (n - w)? sin 4|Q|I£S(n w)?|.

We can define the T5 time as the time when a,,/ag = 1/e. Approximating the cos term by a 2nd order expansion
we find
L ossem? (AT 815 ( Ars \7,
A AN 1/ A AN AV

and to first order in ¢

al *ﬁ 7ALS 4t
moos\Qpig)

8(1—1/e)\"* 19| , R2|Q
T L= =0.219——7-+—. 25
2,Rabi ( 105 ) ﬁ Lsﬁ A %Sk2 T2 ( )

The coherence time is then

We see that the driving frequency extends the coherence time proportional to |2| but the temperature dependence is
1/T? which is steeper than the 1/7 scaling of the Ramsey coherence in an optical trap[20]. The coherence time for
Ramsey and Rabi experiments using parameters relevant for microwave driving in an optical trap are compared in
Fig. SM-6. An analogous result holds for the effective observed coherence of the ground-Rydberg Rabi oscillations
shown in Fig. 2 in the main text.
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