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Kinetic simulations and theory demonstrate that whistler waves can excite oblique,

short-wavelength fluctuations through secondary drift instabilities if a population of

sufficiently cold plasma is present. The excited modes lead to heating of the cold

populations and damping of the primary whistler waves. The instability threshold

depends on the density and temperature of the cold population and can be relatively

small if the temperature of the cold population is sufficiently low. This mechanism

may thus play a significant role in controlling amplitude of whistlers in the regions

of the Earth’s magnetosphere where cold background plasma of sufficient density is

present.
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I. INTRODUCTION

Whistler waves are electromagnetic plasma modes with frequency between the ion and the

electron cyclotron frequencies. Famous for their characteristic dispersion relation, whistler

waves are frequently observed in the solar wind and are ubiquitous in the Earth’s magneto-

sphere1. They play a major role in the dynamics of the latter2, where they appear either as

”chorus”, discrete emissions typically in two distinct bands3–6, or ”hiss”, broadband emis-

sions found predominantly in the plasmasphere 7–10 and in plasmaspheric plumes11. The

chorus waves are associated with local energization of energetic particles12–14, as well as

electron precipitation in the form of diffuse15 and pulsating aurora16,17, or microbursts18,19.

Whistler waves observed in the Earth’s magnetosphere can reach very large amplitudes,

e.g.20–23.

Naturally occurring chorus waves in the Earth’s magnetosphere are primarily generated

by an instability driven by temperature anisotropy of hot (∼keV) electrons24,25, which are

injected into the magnetosphere during substorms. This whistler instability evolves to reduce

the temperature anisotropy, driving the electron distribution towards a marginally stable

state, and thus providing an upper bound for the value of the hot electron temperature

anisotropy26–32. Similar processes have been identified in the solar wind33. In addition

to hot electrons driving the instability, cold plasma populations are commonly found in the

magnetosphere. They generally originate from the ionosphere and in many regions dominate

the total plasma density. It is well appreciated that such populations may affect the growth

rates and the saturation level of whistler instability34–37. However, cold plasma is generally

thought of as a ”passive” player, simply providing the inertia of the medium.

In this work, we use kinetic simulations and theory to propose a new scenario in which,

in the presence of cold electron populations, whistler waves of sufficiently large amplitude

can excite oblique, short-wavelength fluctuations through drift-type secondary instabilities

leading to heating of the cold populations and damping of the primary whistler waves.

Despite its potential significance, the particular coupling discussed here does not appear

to have been previously identified in the literature, although several conceptually similar

processes have been discussed. For example, Khazanov et al.38 reported observations of

lower-hybrid oscillations associated with electromagnetic ion cyclotron (EMIC) waves and

attributed them to an instability excited by differential drifts between ions and electrons
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driven by the electric field of EMIC waves. Saito et al.39 demonstrated that large amplitude

magnetosonic-whistler modes with frequencies of the order of proton cyclotron frequency

and wavelegnths of the order of several proton inertial lengths can excite the Modified Two

Stream Instability (MTSI), which leads to damping of the primary mode. Similarly to these

previous studies, the instabilities reported here are driven by the differential drifts between

plasma components. However, they are distinct in that they involve primarily the cold

populations, involve coupling with different plasma modes, and operate on different time

scales compared to the studies of Refs.38 and39. The latter is an important distinction,

since only relatively fast instabilities can affect short-wavelength whistlers whose frequency

generally exceeds the lower-hybrid frequency.

We note that in general, a multitude of nonlinear processes associated with whistler waves

have been previously identified and extensively studied, in part due to their significance for

magnetospheric dynamics. Some examples include nonlinear wave-particle interactions that

are thought to be responsible for generation of chorus rising or falling tones40, parametric

interaction of whistler waves with electrostatic modes41,42, 3-wave coupling processes43, non-

linear scattering44, and several others, e.g. 45–48. It is interesting to note that the mechanism

discussed here has an amplitude threshold that depends on density and temperature of the

cold plasma population. While these parameters are often not known accurately, this opens

the possibility that the threshold can be comparable or lower than that of many of the

previously identified processes.

The process discussed here may thus have important implications for the Earth’s mag-

netosphere, and possibly other systems, since it may control the amplitude of the whistler

waves and hence the rate of pitch-angle scattering and energization of systems like plasma

sheet, ring current and radiation belts.

II. METHODS

To illustrate the essential physics of the process, we focus on whistler waves generated

by the whistler anisotropy instability and consider a simple local model. We note, however,

that the secondary instabilities discussed below do not depend on the particular process

generating the primary whistler waves. We performed particle-in-cell (PIC) simulations us-

ing the VPIC code49, which solves the system of relativistic Vlasov-Maxwell equations. The
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initial conditions correspond to three (bi-)Maxwellian particle populations: cold isotropic

electrons with density nC and temperature TC
e0, hot anisotropic electrons with density nH ,

parallel temperature TH
e0,‖, and perpendicular temperature TH

e0,⊥, and cold isotropic ions with

temperature Ti0 = TC
e0 and density n0 = nC + nH . A uniform magnetic field B0 oriented in

the z-direction was imposed at time t = 0 and the parallel and perpendicular directions are

defined with respect to B0. In the present discussion, we focus predominantly on 2D cases

distinguished by the level of anisotropy of the hot electron population AH = TH
e0,⊥/T

H
e0,‖ − 1,

which is the driver of the primary instability. Consequently, the amplitude of the excited

whistler waves differs between the simulations. For each case we perform one- and two-

dimensional (1D/2D) simulations. Additionally, results from a 3D simulation are used to

illustrate that when the conditions are favorable, the processes under consideration may lead

to almost complete damping of the primary whistler waves.

The parameters of the high-anisotropy case correspond to TC
e0 = 10 eV, nC/nH = 4,

TH
e0,‖/T

C
e0 = 200 and AH = 4. The parallel electron beta for the hot electrons is βH

||e =

8πnHT
H
e0,‖/B

2
0 = 2.5 × 10−2, while the cold electrons have βC

e = 5 × 10−4. For these pa-

rameters, the most unstable modes of the whistler instability are field-aligned35 and the

maximum growth rate corresponds to parallel wavenumbers kde ∼ 1. Here ds = c/ωps is the

reference inertial length for species s (ions or electrons) with massms, and ω2
ps = 4πn0e

2/ms.

The 2D simulation has domain size Ly × Lz = (0.4π × 20π)de with ny × nz = 304 × 15200

cells. The minimum allowed parallel wavenumber is thus kmin
‖ de = 0.1, which allows several

modes with growth rates near the peak to grow. The average number of particles per cell per

particle species (ions and electrons) is Nppc = 104. The time step is ∆tωpe ≈ 0.0029. The

ratio of the reference plasma frequency to the electron cyclotron frequency is ωpe/Ωce = 4,

where Ωcs = eB0/(msc). The chosen parameters are consistent with geomagnetically-active

conditions measured at geosynchronous orbit by the Los Alamos National Laboratory Mag-

netospheric Plasma Analyzer (MPA) instruments50. They are also consistent with the pa-

rameters used by Yu et al.51, which were obtained from a ring-current/plasmaspheric model.

The parameters of the low anisotropy case are TC
e0 = 1 eV, nC/nH = 4, TH

e0,‖/T
C
e0 = 2000

and AH = 2, corresponding to βH
||e = 2.5 × 10−2 and βC

e = 5 × 10−5, and again the most

unstable modes are field-aligned. The other parameters are Ly × Lz = (0.2π × 2π)de,

ny × nz = 540 × 5000 cells, Nppc = 104, and ∆tωpe ≈ 8.4 × 10−4. The 1D simulations for

each case have identical parameters to the corresponding 2D ones and the computational
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domain is along B0. The simulations described here properly resolve spatial and temporal

scales associated with the cold population (such as the Debye length) and, as a consequence,

are computationally challenging.

Additionally, we have performed a 3D simulation with parameters corresponding to the

high-anisotropy case. Due to a high computational cost of such simulations, we reduced the

size of the domain to Lz ≈ 5.5de and Lx = Ly = 0.2πde, such that only a single primary

whistler mode can be accommodated in the simulation domain. The resolution of the domain

was also reduced to nx = ny = 48 and nz = 512 cells. The corresponding time step was

∆tωpe ≈ 0.007, while other parameters, such as the number of particles per cell, remained

the same as in the 2D case.

III. RESULTS

Fig. 1 summarizes the important features of the high-anisotropy simulation. Panel a)

shows evolution of the parallel and perpendicular temperatures of the cold electrons in

2D and 1D simulation with AH = 4, while panel b) shows evolution of the hot electron

temperature. The imposed anisotropy of the hot electrons leads to development of the

whistler anisotropy instability, which we will refer to as the ”primary” instability. The

instability leads to growth of magnetic fluctuations δB, as shown in panel c), and partial

isotropization of the hot population in the time interval 125 . tΩce . 250. This is a

well-known result26. Note that in the simulations the instability grows out of numerical

noise and since the noise properties differ in 1D and 2D simulations, the respective time

traces are shifted in time. Because the primary instability is non-resonant with the cold

population, its development does not have an appreciable effect on the temperatures of

the latter. However, at later times, the cold electrons experience strong perpendicular and

somewhat weaker, but still appreciable, parallel heating. The heating is only present in the

2D case and is associated with the development of short-wavelength, oblique electrostatic

turbulence. This is illustrated in panel d) of Fig. 1, which shows the power in small-

scale electric field fluctuations PE(k1, k2) =
∑k2

|ky |=k1
〈|Êy(ky, z)|

2〉z, where Êy refers to the

Fourier transform (FT) of Ey, and 〈·〉z is the spatial average over z. The short-wavelength

fluctuations grow after the saturation of the primary instability at around tΩce ∼ 400.

Their growth is correlated with a decrease in the amplitude of the magnetic fluctuations
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FIG. 3. Spectral characteristics of Ey fluctuations in the high-anisotropy simulation. Top: k⊥ – k‖

spectrum at tΩce = 400. Bottom: frequency – k⊥ spectrum obtained by performing Fast Fourier

Transform of data collected at z ≈ 0.08de during tΩce = 250− 375.

as seen in Panel d). Note that the cold electron population has βC
e = 5× 10−5 in this case,

compared to βC
e = 5× 10−4 in the high-anisotropy case.

To identify the nature of the secondary instabilities, we recall that large transverse drifts

between electrons and ions can drive a variety of instabilities ( see e.g. a review in Ref.52 and

the references therein). In the cases discussed here, the drifts are due to fluctuating current

of the primary whistler waves and can be significant in relation to the thermal speed of

the cold electron component, provided its temperature is low enough: Vd/v
C
e ∼ j/n0ev

C
e ∼

(k‖de)(δB/B0)/
√

βC
e .

A simple model could be obtained by focusing on electrostatic modes. We treat the

primary whistler mode as a given driver with electric field ED(t) = E0e
iω0t, where ω0 . Ωce

is the driver frequency. For the parameters considered in the simulations ω0 ≈ 0.5Ωce. Since

we ignore spatial variation of the driving field, the analysis below is applicable to relatively

short-wavelength fluctuations, such that kz ≫ k0
z where k0

z is the wavenumber associated
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In is the modified Bessel function of the first kind. We assume that the ion response is

unmagnetized in the relevant range of frequencies and evaluate it in the rest frame of the

simulation, since ion drift due to the primary whistler field is negligible:

n̂i =
eni

2Ti

Z ′

(

ω

kvti

)

φ̂ (3)

where Z ′ = dZ(ξ)/dξ = −2[1 + ξZ(ξ)], vti =
√

2Ti/mi, k = (k2
⊥ + k2

‖)
1/2, andˆ is used to

denote Fourier components in the rest frame.

Using the formalism of Kaw and Lee53 (see also Ref.56), we can relate the Fourier com-

ponents of any quantity A in the co-moving frame Ã to those in the stationary (ion) frame

Â as Ã(ω, k) =
∑

m Jm(a)Â(ω + mω0, k), where Jm(a) is the Bessel function of argument

a = ky|Vc|/ω0. For example, the ion response transformed into the co-moving frame and

expressed through Fourier components of the electrostatic potential in that frame is

ñi(ω, k) =
en0

v2timi

∑

m′

∑

m

Jm(a)Jm′(a) (4)

Z ′

(

ω +mω0

kvti

)

φ̃(ω +mω0 −m′ω0, k). (5)

The dispersion relation follows from the Poisson’s equation k2φ̃(ω, k) = 4πe(ñi − ñe) and

couples perturbations at frequencies separated by the harmonics of ω0. The full dispersion

relation can be solved numerically by considering a finite number of sidebands around a

given frequency ω and numerically finding the value ω that minimizes the determinant of

the resulting matrix. Simplified equations can also be obtained in limiting cases of interest,

as described below.

First, we consider perturbations perpendicular to B0. If the relative drift between cold

electrons and ions were constant and equal to the peak value observed in the simulation,

the relevant instability with peak growth rate in the range of wavenumbers observed in the

simulations would be electron-cyclotron-drift instability (ECDI)57. Under the conditions of

the simulations and with constant drifts, classical dispersion relation for ECDI57 predicts

growth rate γECDI/ωce ∼ 0.2 − 0.3 in the vicinity of kρCe ∼ 1. However, because γECDI

is comparable to the typical frequency of the driver (primary whistler mode) ω0, a more

complex analysis is required, taking into account the oscillations of the relative drifts in

response to the driving electric field of the primary mode.

A simple form of the dispersion relation can be obtained by taking an appropriate limit54

θ → 90◦ of Eq. 2 and observing that for the parameters considered |ω0/(kvti)| ≫ 1, so that
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between the primary whistler and the cold plasma appears to be associated with development

of a distinct class of oblique modes that are responsible for the increase in Ez fluctuations

in Fig. 1 and 4. We note that some properties of the oblique instabilities can be deduced

by taking the limit corresponding to the cold plasma approximation λ → 0 and ξ ≫ 1 in

Eq. 2. In this limit, the modes of interest are electrostatic whistlers in the co-moving frame

with wavevectors near the critical angle cos θc≈ω/Ωce, where ω is the frequency in the co-

moving frame. We observe that potential instabilities arise at the intersection of electrostatic

whistler dispersion relation with Doppler-shifted ion response, i.e. |ω − ω0| ∼ kvti ≪ ω0.

Using the same arguments as for the perpendicular modes, we arrive at the corresponding

dispersion relation valid in the vicinity of the whistler branch

k2 +
4πnC

e e
2

TC
e

[

1 +
∑

n

ω

k‖vte
e−λIn(λ)Z(ξn)

]

=
ω2
pi

v2ti
[J1(a)]

2 Z ′

(

ω − ω0

kvti

)

. (7)

In practice, it is sufficient to keep only a few terms in the sum over the Bessel functions.

An instability could also be found when a cold limit is taken for the electron terms on the

left-hand side of Eq. 7, but such an analysis significantly overestimates the growth rate and

does not yield correct behavior at large k. An example of the solution of Eq. 7 for parameters

relevant to the low-anisotropy simulation is shown in Panels c) and d) of Fig. 5, where the

numerical solution of the full dispersion relation coupling three sidebands is also shown.

The expectations summarized above are confirmed by the analysis of the spectrum of

ion density perturbations in the low-anisotropy simulation, which demonstrates excitation

of both quasi-perpendicular ECDI-like instabilities and the instabilities near the critical

angle corresponding to the driver frequencies, as shown in the left panel of Fig. 6. Both

instabilities couple to cold ions, which is possible because they are Doppler shifted in the ion

frame of reference. The right panel of Fig. 6 shows iso-contours of constant growth rates γ

for the two indicated values obtained by numerically solving the full dispersion relation for

the secondary modes (obtained by combining Eqs. 2 and 5). We observe that the theoretical

analysis correctly predicts the wavenumbers of the instabilities observed in the simulation

and yields values for the growth rate consistent with those measured in the simulation (not

shown). We note that in contrast to the quasi-perpendicular modes with k⊥ρ
C
e & 1, oblique

modes appear at k⊥ ∼ 40d−1
e ∼ 0.3(ρCe )

−1. In the frame of reference oscillating with cold

electrons, these modes correspond to electrostatic whistlers driven unstable by coupling to

Doppler-shifted ion response.
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instabilities lead to damping of the primary whistler mode and heating of the background

cold population. For the parameters considered, the ECDI-type instabilities appear first in

the simulations. They lead predominantly to perpendicular heating of the cold population

and a modest damping of the primary whistler modes. Oblique electrostatic whistlers appear

at later times, but lead to a much faster decay of the primary whistler and stronger isotropic

heating of the cold background population due to relatively large fluctuations of the parallel

electric field. It is is interesting to note that oblique electrostatic whistler modes can also be

driven unstable by anisotropy of the cold electrons59. Since the ECDI-like modes predomi-

nantly heat the cold electrons in the perpendicular direction, they may induce growth of the

oblique whistler if sufficient anisotropy of the cold electrons is generated. Finally, we note

that proper description of the discussed instabilities requires challenging multi-dimensional

simulations that properly resolve scales associated with the cold electron population (e.g.

the cold electron gyroraidus), which might explain why they appear to have been missed in

the previous investigations.

The processes discussed in this paper may, in principle, have important impact on the

propagation of whistler waves in the Earth’s magnetosphere. For example, in the presence of

a cold electron population, whistler waves are limited to lower amplitudes δB than without

it. Since the efficiency of wave-particle interactions generally scales with δB (for instance,

as δB2 in quasi-linear theory), the cold populations could (indirectly) play a significant

role in determining the dynamics of the environment. The presented results thus highlight

the significance of the cold plasma populations, which are often viewed as “passive”, simply

providing the bulk plasma density. The properties of the cold plasma are relatively poorly

understood due to the difficulties associated with direct spacecraft measurements60. In the

scenario proposed here, the cold populations play an active role, which emphasizes the need

for the better understanding of such “hidden” magnetospheric populations.

Unfortunately, the lack of accurate measurements of the cold electron and ion populations

(in particular the temperature but more generally the energy distribution) in the relevant

regions of the magnetosphere makes unequivocal identification of the processes described

here challenging. The main observational signature available from current measurements

would likely be observation of high-frequency electrostatic oscillations (with frequencies up

to and exceeding electron cyclotron frequency) in the presence of whistler waves in the

regions where the density of cold plasma is significant. Strictly speaking, such oscillations
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do not correspond to “normal” plasma waves in stationary uniform plasma. Instead, they

are eigenmodes of a nonlinear state that essentially depends on the presence of an oscillating

electric field associated with the primary whistler wave. When viewed in a frame of reference

that is oscillating with the cold electrons, these modes correspond to the intersection of a

Doppler-shifted ion response with the dispersion relation of electrostatic whistlers (for the

oblique modes) or that of the electron Bernstein modes (for the nearly perpendicular modes).

In the stationary frame of reference, such oscillations will appear in one or more frequency

bands separated by the harmonics of the primary whistler mode. It is interesting to note

that the statistical studies of chorus waves from various spacecraft missions6,61–66 indicate

that oblique orientation near the resonance cone is commonly seen, even though orientation

nearly parallel to the direction of the local magnetic field is the most probable. It is possible

that coupling to the cold plasma contributes to the generation of oblique chorus waves,

although many other generation mechanisms have also been proposed43,65.

It should also be emphasized that the processes described in this paper affect any whistler

waves of sufficient amplitude, regardless of their origin. They could therefore affect artifi-

cially injected waves, and as such must be considered in the analysis of radiation belt reme-

diation schemes based on whistler waves artificially injected in the environment to induce

particle losses and reduce harmful fluxes of relativistic electrons to levels that are tolerable

for our space infrastructure67,68. Furthermore, the discussed processes enable whistler modes

to heat cold electrons. In the plasmasphere, where whistler-mode hiss waves are present, this

could provide an additional heat source for the cold plasma that might help explaining why

models of the plasmasphere are consistently underestimating the temperature with respect

to available observations69–71.

We conclude by briefly discussing the limitations of the presented analysis. Our results

highlight the existence of a class of nonlinear processes that may affect the dynamics of

whistler waves in the magnetosphere. Whether these processes play an important role in

any given scenario will be determined to a large degree by the proprieties of the cold popula-

tions, which are poorly quantified at present. For the parameters chosen in the simulations,

the most unstable primary whistler modes are field-aligned. It is well known that for values

of βH
||e below a certain threshold, the maximum growth rate corresponds to oblique waves35,

although the presence of cold populations lowers this threshold value. The relative impor-

tance of the secondary instabilities and Landau damping due to parallel electric field for
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oblique whistlers will need to be explored. Additionally, our simulations are local, focusing

on a relatively small domains with periodic boundary conditions. In the real situation, the

waves can propagate outside the source region and might return to it (possibly with different

amplitude) only if they are reflected back at higher latitudes. With the exception of one

case, the simulations are performed in two spatial dimensions, with magnetic field in the

plane of the simulation. Such a configuration suppresses nonlinear scattering of whistlers44,

which could be an important effect in low-β plasmas. Further, we have considered a uniform

background magnetic field. For chorus waves, it is well known that a non-uniform magnetic

field is important as it might lead to frequency chirping and the formation of rising or falling

chorus elements40. While the results presented here provide clear evidence for a new non-

linear mechanism affecting whistler waves, it will be important to assess the role played by a

non-uniform magnetic field as well as the relative significance of other nonlinear mechanisms

involving whistlers that have been previously identified in the literature.
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