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ABSTRACT Quantum key distribution (QKD) provides a potent solution to securely distribute keys for
two parties. However, QKD itself is vulnerable to denial of service (DoS) attacks. A flexible and resilient
QKD-enabled networked microgrids (NMs) architecture is needed but does not yet exist. In this article,
we present a programmable quantum NMs (PQNMs) architecture. It is a novel framework that integrates
both QKD and software-defined networking (SDN) techniques capable of enabling scalable, programmable,
quantum-engineered, and ultra-resilient NMs. Equipped with a software-defined adaptive post-processing
approach, a two-level key pool sharing strategy and an SDN-enabled event-triggered communication scheme,
these PQNMs mitigate the impact of DoS attacks through programmable post-processing and secure key
sharing among QKD links, a capability unattainable using existing technologies. Through comprehensive
evaluations, we validate the benefits of PQNMs and demonstrate the efficacy of the presented strategies
under various circumstances. Extensive results provide insightful resources for building QKD-enabled NMs

in practice.

INDEX TERMS Networked microgrids, quantum key distribution, software-defined networking.

I. INTRODUCTION

Major power outages in the United States in 2019, e.g.,
blackouts in Texas [1] and New York City [2], reveal that
our existing power infrastructure is insufficient to sustain
the ever-growing communities and increasingly deep in-
tegration of renewable energies. Microgrids, as a local-
ized self-governing distribution network, are oriented to
supply electricity for a local community, and have been
proven to be potent for enhancing electricity resilience [3].
Networking a group of local microgrids greatly promotes
the coordination of microgrids for achieving various ben-
efits such as supporting smart city operations and help-
ing sustain neighboring distribution grids during extreme
events [4], [5].

Although microgrids are promising, transforming them
into networked microgrids (NMs) remains prohibitively dif-
ficult [6]. Among various challenges, a critical one is the
data breach issue in the face of a broader attack surface
in today’s power distribution where data flows are created
between customers and utility control centers [7], [8]. The
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challenge continues escalating as malicious adversaries are
more and more well-equipped and motivated [9].

Quantum key distribution (QKD) provides a potent so-
lution to securely distribute keys for two parties [10]. It
uses fundamental laws of quantum mechanics instead of re-
lying on mathematical assumptions. Because those physics
laws have been fairly heavily tested, they provide a more
solid foundation [11]. However, QKD, even though com-
mercially available in some cases, is not yet widely applied
in real-world contexts. Real-world applications have begun,
although they remain very limited (e.g., SK Telecom pro-
vides some interesting industrial applications). While QKD
has been adopted in applications such as automated teller
machine transactions [12], computer networks [13], online
banking [14], and portable applications [15], the micro-
grid community is largely silent on the topic of develop-
ing quantum-secured NMs. In the context of NMs, the ex-
isting QKD systems cannot be directly applied. There are
numerous communication channels existing in NMs, which
typically have different data transmission requirements. For
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instance, the control center in a single microgrid can commu-
nicate with different local controllers in the same microgrid;
the control center in a microgrid can also communicate with
those in other microgrids. These communications are subject
to different conditions including distances and data transmis-
sion frequencies. The larger the data transmission frequency
is, the sooner the keys (generated by a QKD system) will be
consumed. Moreover, the data transmission frequency for a
certain communication can vary due to the dynamic charac-
teristics of each microgrid such as the plug-and-play of dif-
ferent loads and distributed energy resources (DERs). There-
fore, while a QKD system with a certain configuration works
for one communication channel, it can be infeasible (as keys
are likely to be exhausted) for another communication; a
QKD system working normally at a specific time moment
may also fail to work later on. A testbed integrating QKD
and NMs characteristics for evaluating the performance of
QKD-enabled NMs in different situations is required but
does not yet exist.

Further, it has been identified that QKD itself is vulnerable
to denial of service (DoS) attacks [16]. Any attempt to learn
keys on quantum optical equipment causes noise, potentially
leading to the exhaustion of keys. As the data transmissions
in NMs are continuous, and the data transmission frequencies
for most communications in NMs are typically larger than
those in many other networks, keys generated by QKD are
more likely to be exhausted in NMs. While the key exhaus-
tion is not a big issue in many other applications, it appears
to be more serious in NMs. To manage QKD networks, many
existing works [17]-[20] use the software-defined network-
ing (SDN) due to its high flexibility and programmability.
However, while SDN promises in managing resources for
tasks such as the multitenant provisioning over QKD net-
works [18], those works are not for mitigating DoS attacks
on QKD-enabled NMs.

There are several existing approaches relevant to the miti-
gation of DoS attacks in QKD-enabled applications. A sim-
ple and traditional one is to switch back to classical key distri-
bution, which however loses unconditional security. Most re-
search groups [21]-[24] focus on reselecting different quan-
tum channels for two distant partners during DoS attacks. For
instance, Hugues-Salas efr al. [21] experimentally demon-
strate the effectiveness of simply selecting an alternative path
for a QKD-enabled optical network under DoS attacks. Wang
et al. [22] present an adaptive key protection scheme to route
and allocate keys for constructing a protection path against
DoS attacks. However, all those methods are only applica-
ble to QKD networks where multiple quantum paths exist
between two nodes. In the context of QKD-enabled NMs,
there is normally only one quantum channel between two
microgrids for budgetary reasons. Other existing methods
including reserving backup resources [25] and strengthening
classical cryptographic systems [26] either are too expensive
or fail to flexibly respond to different situations.

To bridge the gaps, we present a programmable quan-
tum NMs (PQNMs) architecture in this article. This novel
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framework incorporates both QKD and SDN techniques. Be-
cause SDN is reaching maturity, the formally verified techni-
cal merits of SDN may be leveraged to enhance some imma-
ture aspects of QKD which helps promote wide adoptions
of QKD in real-world applications. To mitigate the impact
of DoS attacks on quantum channels, a software-defined
adaptive post-processing (SDAPP) approach and a two-level
key pool sharing (TLKPS) strategy are developed. Equipped
with SDAPP, TLKPS, and an SDN-enabled communication
scheme, PQNMs are capable of efficiently mitigating the im-
pact of DoS attacks through programmable post-processing
and secure key sharing among QKD links. The investigation
in this article demonstrates the feasibility of QKD in NMs
and benefits of SDN applications in quantum-secured NMs,
and provides valuable insights for building PQNMs in prac-
tice. The main contributions of this article are fourfold:

1) It devises a novel PQNMs architecture supporting
both quantum security and high programmability. The
SDN functions for supporting the presented defending
strategies are derived and deployed in the SDN con-
troller.

2) The novel SDAPP and TLKPS strategies are developed
to mitigate DoS attacks on quantum channels. Differ-
ent with the existing methods in QKD networks, the
presented strategies are well suited for quantum NMs.

3) It develops an SDN-enabled event-triggered commu-
nication scheme that not only maintains PQNMs’s re-
silience, but also reduces the bandwidth consumption.

4) Tt builds a QKD and SDN-enabled NMs testbed in a
Mininet environment incorporating both key genera-
tion and data transmission properties, providing valu-
able insights for constructing PQNMs in practice.

The rest of this article is organized as follows. Section II
presents the PQNMs’s architecture and the DoS attack. Our
SDAPP and TLKPS strategies and event-triggered commu-
nication scheme are described in Sections III and IV, re-
spectively. Section V provides the testbed design and the
extensive evaluation results. Section VI concludes the article.

Il. PQNMS UNDER DOS ATTACKS

In this section, we first introduce our design of PQNMs’s
architecture, and then describe the DoS attacks on PQNMs
and the difficulties of using existing approaches.

A. ARCHITECTURE OF PQNMS

The architecture of PQNMs is illustrated in Fig. 1. It consists
of two layers: 1) a physical layer where multiple quantum
microgrids (QGrids) are interconnected, and 2) a cyber layer
where SDN is utilized to manage the network.

Each QGrid contains a microgrid control center (MGCC)
along with numerous loads and DERs, i.e., photovoltaics
(PVs), wind turbines, and battery storages. The MGCC is
responsible for collecting information from loads and send-
ing control signals to local controllers for some DERs. As
building a quantum channel is costly, QKD is established
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FIGURE 1. Architecture of PQNMs.

only for critical communications in this framework. Specif-
ically, in each QGrid, the communications between MGCC
and local controllers are established over quantum channels
(typically using optical fibers to transfer quantum signals),
and the communications between MGCC and loads are es-
tablished over classical channels. Note that this arrangement
is reasonable, because the data from different loads will be
dealt with by some anomaly detection methods [27] when
received by the MGCC. When malicious data are identified
in the MGCC, various countermeasures can be carried out to
minimize the impact on microgrid. Further, within a single
microgrid, there are many loads distributed around, introduc-
ing numerous communications between the control center
and different loads.

Note that microgrids accept different communication tech-
nologies: wired or wireless. Wired technologies commonly
use the medium access control protocol as the data layer
protocol which assigns addresses for connected communi-
cation devices. If optical fibers are used for wired commu-
nications, typically the wave division multiplexing (WDM)
or synchronous optical network will be used as the physical
layer protocol [28]. Note that there are some existing works
on quantum-classical signal coexistence in the same fiber.
Some existing methods include the multistage band-stop
filtering, spaced channel configuration, and time-scheduled
QKD-over-WDM [29]. A more general way for communi-
cation is, however, the use of wireless technologies due to
the low cost, easy installation, and acceptable transmission
speed. For wireless technologies, the long-term evolution
(LTE) is typically used when the fourth-generation (4G) cel-
lular networks are employed. Generally, if wireless technolo-
gies are used for microgrid classical communications, the op-
tical fiber is only used for QKD. If optical fiber technologies
are used for microgrid communications, one optical fiber can
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be used as the quantum channel and another fiber can be the
classical one; or the quantum and classical signals can be in
the same fiber with relevant techniques adopted. In this study,
we consider that optical fibers are only used for QKD.

Keys used for communications between two MGCCs in
different QGrids are also generated using QKD. Keys gen-
erated by different quantum channels are stored in separate
key pools (KPs). In general, the receiver is relatively more
expensive and more vulnerable to attacks than the transmitter
in a QKD system. We therefore place the receiver within
the MGCC, and the transmitter in each DER, as the MGCC
has a high security level in microgrid and it becomes cost-
effective for DERs to deploy QKD devices. This network
design guarantees both secrecy and data integrity of critical
communications through the use of keys produced by QKD.
It also ensures that QKD devices, which are costly, are only
allocated on critical levels of communications, and leaving
others secured through post-quantum cryptographic systems.
This architecture is expansible to support more quantum
devices.

To enable intelligent and programmable networking in the
communication network, SDN is employed in this architec-
ture [30]. SDN is an innovative technique where the SDN
controller manages flow controls with a specific protocol
such as OpenFlow [31], making network switches become
simple forwarding devices. By decoupling control and data
planes and centralizing the control logic in the SDN con-
troller, the controller obtains a global knowledge of network
states, enabling the development of sophisticated applica-
tions. Note that the SDN network and QKD systems operate
independently. The SDN controller only communicates with
either MGCCs or DERs without affecting QKD operations.
The keys generated by a QKD system can be managed with
the help of a local key management system.
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FIGURE 2. General setting of a QKD-based communication system.

B. DOS ATTACKS ON QKD SYSTEMS

The general setting of a QKD-based communication system
is illustrated in Fig. 2. It consists of a quantum channel and a
classical one, the functions of which are described as follows.

1) The quantum channel allows two parties to share quan-
tum bits, i.e., qubits, for generating secure raw keys.

2) The generated raw keys are processed through post-
processing over the classical channel to produce secure
keys used for tasks such as encryption and authentica-
tion.

3) The produced secure keys are stored in a KP.

Keys produced by QKD are unconditionally secure be-
cause by using different, randomly chosen bases to encode
classical bits, an adversary with little knowledge on the ba-
sis choices cannot truly obtain the information being trans-
mitted. Further, any eavesdropping attack on the quantum
channel causes noise which can be detected by the two
parties.

However, this inevitably introduces DoS attacks. Any DoS
attack on quantum optical equipment increases noise and
causes key establishment sessions in a QKD system to be
aborted, potentially leading to the exhaustion of keys.

Note that for detecting attacks on quantum channels, as
far as the authors are aware, there is no “standard” way. One
could imagine if the traffic is “stable,” then an attack would
cause a sudden drop of the key rate beyond normal limits.
This can be used as a warning that the link is under attack.
But there is no good solution to distinguish that from the low
volume in the KP due to other reasons. Luckily, this does not
matter—if the KP has a low volume, the exact cause does
not matter so much as long as we have a way to actively
compensate for the key loss.

C. DIFFERENCE BETWEEN QKD NETWORKS

AND QUANTUM NMs

There are existing works on mitigating DoS attacks for QKD
networks. However, while the approaches are applicable for
QKD networks, they are not suited for quantum NMs. The
difference between QKD networks and quantum NMs is il-
lustrated in Fig. 3. As shown in Fig. 3(a), in a QKD network,
multiple QKD paths exist between two nodes, and hence,
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FIGURE 3. Difference between QKD networks and quantum NMs. (a) A
typical QKD network. (b) Scenario 1: Attack within a single microgrid.
(c) Scenario 2: Attack between two microgrids without an alternative
QKD path. (d) Scenario 3: Attack between two microgrids with an
alternative QKD path.

when one path is attacked, an alternative path can be switched
to. For instance, Nodes 1 and 4 can select not only Paths 1-2—
4, but also Paths 1-3—4, 1-2-3—4 and 1-3-2—4 to distribute
keys between them.

However, a quantum NMs system typically has only one
quantum path between two communicating parties, i.e., a
MGCC and a local controller, or two neighboring MGCCs.
Based on the NMs topology and location of the attack on the
system, three cases exist as follows.

1) Scenario 1: The KP that lacks key bits is within a
single microgrid, i.e., between a MGCC and a local
controller.

2) Scenario 2: The KP that lacks key bits is between two
microgrids that do not have an alternative QKD path.

3) Scenario 3: The KP that lacks key bits is between two
microgrids with an alternative QKD path.

Most communications in NMs fall under Scenarios 1 and
2 as shown in Fig. 3(b) and (c), where there is only one
QKD path between two communicating nodes. The tradi-
tional method for QKD networks, i.e., reselecting an alterna-
tive QKD path, is however infeasible in these cases. Gener-
ally, few situations are under Scenario 3 when an alternative
QKD path exists between MGCCs A and B (i.e., MGCC
A-G-B) as shown in Fig. 3(d).
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1Il. DEFENDING STRATEGIES ENABLED BY SDN

To mitigate the impact of DoS attacks on PQNMs, we present
an SDAPP approach and a TLKPS strategy. Specifically,
SDAPP is launched to improve QKD’s performance during
the DoS attack, and TLKPS is performed when the number of
bits in a KP is below a predetermined threshold. To demon-
strate the defending strategies, without loss of generality, a
practical decoy-state QKD protocol [32] is considered in this
study. Note that other QKD protocols can also be used where
the principles can be easily extended.

A. QKD MODELING AND THE SDAPP APPROACH

In our testbed, we simulate QKD’s performance using
Python and integrate the QKD simulator into microgrid sim-
ulator, i.e., Matlab/Simulink. This testbed thus incorporates
both key generation and data transmission properties, provid-
ing valuable resources for evaluating PQNMs’s performance
in different situations. Simulating a QKD system requires
mathematical modeling of the QKD protocol. In this sub-
section, we briefly present the modeling of the decoy-state
protocol.

The idea of this protocol is as follows: One party, com-
monly named Alice, randomly selects a classical bit from
0 and 1, and a quantum encoding basis X or Z (with prob-
abilities p, and 1 — py, respectively). Alice then uses the
selected basis to encode the selected bit for preparing a quan-
tum bit (i.e., qubit), and sends the qubit to the other party
(named Bob) through the quantum channel. Weak coherent
laser pulses are used to implement qubits, and the diagonal
and horizontal polarizations of each photon are utilized as
the X and Z bases, respectively. The intensity of each laser
pulse varies from three intensities ki, k, and k3 with prob-
abilities py,, pi,, and pr, = 1 — pi, — px,, respectively. For
each qubit Bob receives, he randomly selects a basis from
X and Z with probabilities p, and 1 — p,, respectively, and
decodes the qubit with the selected basis. When a block size
(Np) of bits are received by Bob, the two parties share a raw
key.

The number of signals actually sent by the laser for gener-
ating N, correctly received signals can be expressed as

Np
Na = R, 6]
where R; is the rate of correctly received raw-key signals.

Let v, be the speed of the laser sending signals, a constant
value assumed in this study. Then, N, can be expressed as

N, = v At ()

where At is the time required to send N, signals by the laser.
From (1) and (2), At can be obtained as

Np
At = .
Rv,

3)

In practice, Np, is a user-specified parameter. From (3), with
the constant R and v,, the larger the N, the larger the At.
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FIGURE 4. QKD's performance with different noises and block sizes.

(a) KP’s performance with different noises and (b) KP’'s performance
with different block sizes.

When N, signals have been received by Bob, the post-
processing starts. The key extracted after the post-processing
(which is called the secure key) will be unconditionally se-
cure, the length (¢) of which has been found as follows [32]:

= {CX,O + &x,1 — Ex,1h(0x) — B — 6log, A log, EJ
Pd pf
“)
where ¢y 0, ¢x.1, and 6x are the number of vacuum events,
the number of single-photon events, and the phase error
rate associated with the single-photon events in the raw
key from Alice’s side, respectively. h(x) = —xlog, x — (1 —
x)log,(1 — x) is the binary entropy function. py is the prob-
ability that the keys at the two sides are not identical, and p ¢
is the maximum failure probability, a user-specified value.
B specifies the amount of information leaked during error
correction. It is set to nyn. f(0x ), where ny is the number of
bits with X bases in the raw key from Alice’s side, and 7, is
the error correction’s efficiency.
By using the decoy-state protocol, the above parameters
can be bounded, and their deviations can be found in [32].
In our architecture, we assume a standard fiber channel and
practical settings for devices. In this case, the probability of
having a bit error for intensity k, &, is as follows [33]:
8k = pac + emis(1 — e75) + ”“%1", Vk € (ki ko, ks} (5)
where pg. and pg), are the dark count and after-pulse prob-
abilities, respectively. epis is the error (mainly caused by
optical errors) rate. The attack on a quantum channel can be
modeled by setting a large epjs. 7, is the transmittance that is
related to the fiber length L as follows:

7, = 107L/10 (6)

where the fibers are assumed to have an attenuation coeffi-
cient = 0.2 dB/km. In (5), dy is the expected detection rate
(excluding after-pulse contributions), and can be calculated
as follows:

di =1 — (1 =2pac)e ™" Vk e (ky, kp, k3}  (7)

where 7, is the receiver’s detection efficiency.

Fig. 4 gives an example of QKD’s performance with dif-
ferent noises ep;s’s and block sizes Nj’s, where vy is the key
consumption speed. This figure is not from simulation or
experiment, but for an illustration of the impacts of the noise
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FIGURE 5. Secret key rate and time needed for generating the secret key
of size ¢ with different block sizes.

and block size. The QKD’s performance in different situa-
tions (i.e., with difference noises and block sizes) is evaluated
with our testbed as will be shown later. Within Az, when
the time increases, the number of bits in the KP continues
decreasing before a certain number of bits are generated (i.e.,
for a discrete-variable QKD system). This key bit consump-
tion is caused by the continuous data transmission in NMs,
as each data packet transmission leads to the consumption of
a certain number of bits in the KP (i.e., when one-time pads
are used as the encryption method). For a discrete-variable
QKD system, after a given time (i.e., At), a certain number
(€) of bits will be generated.

As shown in Fig. 4(a), a small noise on the quantum chan-
nel can eventually increase the number of bits in the KP, and
the KP remains “stable.” A larger noise does not affect At,
but reduces £. The KP can become “unstable”—that is, the
number of bits in the KP gradually decreases and eventually
reaches zero. To avoid keys being exhausted, the following
condition should be satisfied:

£ > vyAt. (8)

In practice, people are often interested in the secret key
rate (SKR), which is defined as follows:

L
SKR = —. 9
N &)

a

From (2), (8), and (9), SKR should satisfy

Vd
SKR > —. (10)
Va
Fig. 5 gives the performance of the SKR and Ar under
different N,’s, where N, is tuned from 10 Mbits to 1000
Mbits and ey is set at 6 x 1074, 7 x 107%, and 8 x 1074,
respectively. Other parameters of the QKD system are the
same as in [32]. It can be seen that, with a given ep;s, the
larger the Ny, the larger the SKR. It indicates that, to satisfy
the condition in (10), a larger N, should be selected.
However, N, should not be too large, because a larger N,
also leads to a larger At [refer to (3)]. As shown in Fig. 4(b),
the maximum At can be obtained as follows:
N,

Atmpax = E (11)
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where N, is the current number of bits in the KP. Substituting
(3) into (11), N}, should satisfy the following condition:

NeRgvg
Vg '
The idea of the SDAPP approach is as follows.

Np <

12)

1) When the KP is stable, no action is needed.

2) When the KP becomes unstable, the two parties in-
crease Ny, while (12) is satisfied.

3) When the TLKPS is triggered, the SDN controller
sends control signals to related QKD nodes to increase
Ny’s for corresponding QKD systems.

Note that the photon loss in a quantum channel is a fun-
damental limitation on the key-generation rate of any QKD
protocol, even augmented with unlimited two-way classi-
cal communication [34], [35]. In fact, the so-called PLOB
bound, named for the authors of [35], shows that the key rate
of a QKD protocol is proportional to —log,(1 — ), where
7, is the transmittance of the channel [see (6)]. This rate
may be overcome through the use of quantum repeaters or
through twin-field QKD (TF-QKD) [36], [37]. Thus, quan-
tum repeaters could improve the distance limitation of QKD
networks, and we leave an exact study of how this would
affect SKRs in our simulations as future work.

B. SDN-ENABLED TLKPS STRATEGY

When an attack on the quantum channel is detected, the mi-
crogrid operator can check the status of the system and clear
the attack within a certain time. If the attack is cleared before
keys are exhausted, normal data transmissions will not be
affected because they are performed over classical channels.
However, if the number of bits in the KP is below a certain
level, data transmissions are likely to be affected. To tackle
this issue, the TLKPS strategy is established.

An example of this strategy is illustrated in Fig. 6. In
general, this strategy contains two levels. A threshold 7}, is
first determined to restrict the minimum number of bits in a
KP, meaning if the number of bits in a KP is below 7}, a given
number (N;) of bits will be shared from other KPs through
either the first or the second level of TLKPS, the selection of
which is determined by the SDN controller depending on the
scenario. Only when the KP is between two microgrids with
an alternative QKD path where sufficient keys exist, the first
level of TLKPS is implemented; otherwise, the second level
of TLKPS is performed. Let KP;; be the KP between MGCC
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i and MGCC j, N;; the number of bits in KP;;, KPi the KP
between MGCC i and the rth local controller within MG i,
and N! the number of bits in KP.

When there exists a microgrid, namely MG k, that estab-
lishes KPs with both MG i and MG j, and the numbers of
bits in KP;; and KP j; are both above (7}, + Ny), Ny bits can
be shared to KP;; using the first layer of TLKPS. In this case,
MG £ is utilized as an intermediate node to distribute keys for
MG i and MG j. As illustrated in Fig. 6(a), MG k and MG i
both extract a string of bits from KP;;, and MG k and MG j
both extract the same number of bits from KP ;. MG & then
XORs the extracted two-bit strings, and sends the result to
MG j. MG j XORs the received bit string with the bit string
extracted previously from KP j;. The result obtained by MG
J will be exactly the same as the bit string extracted by MG i
from KPj;. In this way, a string of bits is securely transferred
from KPy and KPj; to KP;;. Note that this first level of
TLKPS still maintains information-theoretic security, and is
thus given the first priority in TLKPS.

However, in most cases, there is no such intermediate
node, or attacks are performed on multiple links, making
intermediate microgrids fail to share enough bits. The second
level of TLKPS is thus established. As shown in Fig. 6(b),
when N;; is below Tj,, KP!" is utilized to share bits for KP;;.
Note that 1) when the KP that lacks bits is between two
microgrids, the selection is completed by the SDN controller;
and 2) when the KP that lacks bits is within a single mi-
crogrid, this selection can be achieved by the MGCC. A
bit string is first extracted from KPf”, and is then used as a
plaintext, encrypted by MGCC i via Advanced Encryption
Standard (AES) with a key extracted from KP;; (note there
are still some keys left in KP;;), and sent to MGCC j. MGCC
J uses the same key from KP;; to decrypt the received mes-
sage and obtains the bit string. A bit string is thus transferred
from KP;" and is securely shared to KP;;. Note that this
AES-based key distribution is given the second priority in
TLKPS because it loses information-theoretic security; but
it is still better than relying on public key systems because
AES is considered quantum-secure [38].

There exists a body of literature on QKD resource man-
agement for the QKD networks. For instance, Cao et al. [29]
present a time-scheduled QKD-over-WDM scheme for key
pool management where either uniform or nonuniform time
slots are allocated for the construction of different KPs. How-
ever, this method is different with the TLKPS strategy in that
TLKPS does not require time slots and utilizes the existing
secret keys which is more time-efficient. Wang et al. [39]
present three secret-key recovery strategies, namely the one-
path recovery method, multipath recovery method, and time
window-based recovery method. However, these methods
are infeasible in NMs where generally limited QKD paths
exist between two communicating parties.

IV. SDN-ENABLED COMMUNICATION SCHEME
Each microgrid has its own information such as the number
of KPs it connects and the number of bits in each KP. It
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is, however, typically unconscious of the information owned
by other microgrids. The SDN controller is thus established
to manage the network by collecting information from each
microgrid and providing the optimal decision unattainable
by a single microgrid. In this study, SDAPP and TLKPS
are enabled by SDN to mitigate DoS attacks under various
circumstances. Specifically, the SDN controller has the fol-
lowing functions.

1) It monitors the information of KPs including the num-
ber of KPs each MGCC possesses and symbols indicat-
ing whether each KP is willing to share bits for other
KPs. It updates the information periodically.

2) If faced with a DoS attack, it determines which case it
is and tells corresponding MGCCs which layer of the
TLKPS strategy should be implemented.

3) It provides parameters modification for each KP
enabling a resilient, flexible, and economical NMs
system.

As the TLKPS strategy is only required when the num-
ber of bits in a KP is lower than a threshold 7, an event-
triggered communication scheme is established to reduce the
communication bandwidth while still maintaining the system
resiliency.

A. KPS MONITORING

The SDN controller is a logically centralized network con-
troller that has access to all the SDN switches. It can com-
municate with all the MGCCs to collect KPs’ information. In
the presented scheme, the SDN controller periodically sends
requests to all the MGCCs. Once receiving a request, each
MGCC sends corresponding information to the SDN con-
troller. It is thus important for the SDN controller to identify
each MGCC and corresponding local controllers. Using the
IP protocol as an example, each MGCC or local controller
has a unique IP address. The information sent from each
MGCC to the SDN controller includes the following.

1) IP addresses of all the local controllers that have es-
tablished KPs with the MGCC. By knowing the local
controllers’ IP addresses, the SDN controller not only
obtains the number of KPs inside each microgrid, but
also identifies those KPs.

2) TP addresses of all the neighboring MGCCs that have
established KPs with the MGCC. Similarly, the SDN
controller obtains the number of KPs the MGCC
connects outside the microgrid and identifies those
KPs. Importantly, the SDN controller obtains a global
overview of the KPs, with which it can determine if
there is an alternative QKD path between two micro-
grids.

3) A symbol (i.e., 0 or 1) for each KP indicating whether
the MGCC is willing to share bits from this KP to other
KPs at this moment. With this information, the SDN
controller determines which KPs should be utilized to
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FIGURE 7. Lookup tables in the SDN controller.

9 I

FIGURE 8. Logic diagram of the event detection.

share bits in TLKPS. Compared with sending the num-
ber of bits in each KP, the confidentiality is improved.

Once the SDN controller receives the above information,
it updates the lookup tables, i.e., T1—T4 as shown in Fig. 7.
Specifically, tables 77 and 7> store IP addresses of local con-
trollers and neighboring MGCCs that have established KPs
with each MGCC, respectively. Tables 73 and 7; store the
binary bits for KPs established inside each microgrid and
between two microgrids, respectively. “1” indicates that the
KP is willing to share bits for other KPs, and “0”” means the
KP refuses to share bits for other KPs. These tables will be
checked when an event occurs and a request from any MGCC
is received by the SDN controller.

B. EVENT-TRIGGERED COMMUNICATION
To reduce the network bandwidth consumption (correspond-
ing to the achieved throughput, i.e., the average rate of
successful data transfer through a communication path), an
event-triggered communication scheme is developed. £ and
E» are two events defined in this scheme where E; refers to
the bit-sharing request from any MGCC to the SDN con-
troller and E; is the request clearance after bit sharing is
completed. These events are detected by each MGCC. The
logic diagram of the event detection is illustrated in Fig. 8.
Specifically, an E; event is triggered when the number of
bits in a KP between two microgrids (i.e., N;;) is detected to
be lower than the threshold 7. Note that if the KP between
any MGCC and a local controller lacks bits, the MGCC can
implement the second layer of TLKPS directly because it has
control of all the KPs surrounding itself. E» is triggered only
after £y is triggered and when the given number (i.e., Nj) of
bits have been shared to the KP. This detection sequence can
be achieved by setting a flag which is initialized at zero.
When an E| event is triggered, the MGCC sends the E;
request including its own IP address and the IP address of the
other MGCC (with which the KP is established) to the SDN
controller. Assume the index numbers of the two MGCCs
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FIGURE 10. One-line diagram of the NMs model.

are i and j, respectively. Upon receiving the request, the
SDN controller checks 75 to determine whether there are any
MGCC:s that have established KPs with both MGCCs i and
Jj- The procedures are shown in Fig. 9, where N, refers to the
total number of microgrids, and are also summarized below.

1) If there exists one MGCC k (checked in 7>) and the bits
for both Ny and Ny are 1 (checked in T3), the SDN
controller sends control signals to MGCCs i, j, and k
to implement the first layer of TLKPS and the SDAPP.

2) Otherwise, the SDN controller checks 73 to select a
KP from all KPs within MGs i and j that are willing
to share keys. With the index number of the selected
KP, the SDN controller checks 77 to obtain the local
controller’s IP address, and sends it to MGCCs i and
Jj to implement the second layer of TLKPS and the
SDAPP.

Note that the SDAPP is implemented not only for attacked
KPs but also for KPs that will share bits to attacked KPs.
When an E; event is triggered, the SDN controller sends con-
trol signals to corresponding MGCCs to finish the sharing.

V. TEST AND VALIDATION

A typical NMs system shown in Fig. 10 is used to evaluate the
performance of PQNMs in this study. This system is based on
the NMs model from [40] with control centers and varying
loads added. It contains six microgrids, and can operate in ei-
ther grid-connected or islanded mode depending on whether
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FIGURE 11. Testing environment in this study.

the circuit breaker between buses 2 and 3 is closed or open.
The DERs in this NMs system include three PV systems,
two fuel cells, and five battery storages. More details on the
system can be found in [40].

In this study, the NMs operate in the way below. The NMs
system works in islanded mode, meaning the circuit breaker
between buses 2 and 3 is open. Each MGCC receives not only
load information from different loads within the same micro-
grid, but also packets from other MGCCs. It sends control
signals to corresponding DERs within the same microgrid
to regulate their power outputs. Note that information ex-
change between two microgrids is needed because the power
generated from DERs in a single microgrid can oftentimes
reach a capacity limit. A negative value in the packet sent
from one MGCC to a neighboring MGCC refers to the active
power requested to be sent by the neighboring microgrid. A
positive value indicates that the power generated by DERs is
sufficient to support all the loads within the same microgrid
and a certain amount of active power can be provided for
other microgrids; this power can be the difference between
the sum of DERSs’ capacity limits and the sum of loads within
the single microgrid. In this study, without loss of generality,
each fuel cell in Fig. 10 uses P—Q control to regulate its power
output, whose active power reference is received from the
MGCC, while the PVs (which use MPPT control) and bat-
teries (which use v/f control) do not establish communication
channels with MGCCs.

Fig. 11 illustrates the testing environment where the NMs
system is modeled in Matlab/Simulink and the SDN network
is running in Mininet, a network simulator equipped with
virtual hosts, switches, and links running on a Linux kernel.
In this study, each MGCC is modeled using a Mininet host,
which is a virtual server with a user-specified IP address and
port capable of communicating with not only other hosts
but also the NMs in Simulink. Five switches are created,
the connection of which is also given in Fig. 11. An SDN
OpenFlow controller Ryu is used to manage the network. In
Simulink, the whole NMs system has one IP address with
different ports assigned to loads and DERs. Note that in this
case, the SDN controller stores each DER’s port in its lookup
tables; in reality, each DER can have a different IP address.
User Datagram Protocol (UDP) is adopted to transmit data
packets, meaning any UDP packet whose destination IP ad-
dress and port match those of the server will be received by
the server. The simulation time step is set at 50 us, and the
bandwidth for each communication link is set at 1 Gbps.
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TABLE 1. QKD systems’ initial configurations in the testbed

KP From To L (km) Emis
KPi» MGCC 1 MGCC 2 5 6 x 10~ %
KP23  MGCC 2 MGCC 3 10 5x 1074
KP2ys MGCC2 MGCC 4 10 5x 1074
KP34 MGCC 3 MGCC 4 10 5x 1074
KPs5 MGCC 4 MGCC 5 12 6 x 10~%
KPs¢ MGCC5 MGCC 6 7 6 x 10~
KPL  MGCC2 Fuel Cell 20 5 5x 1074
KPi MGCC 4  Fuel Cell 27 5 5x 1074

QKD systems are simulated using Python in this study,
and run on Mininet hosts. The QKD simulator simulates
the occurrence probabilities of various events including mul-
tiphoton emission, phase errors, photons being lost in the
channel, and imperfections of the detector. Time is used as
the indicator to determine whether a sufficient number of key
bits have been received such that post-processing can start.
When the simulator is called, it determines the number of
signals that have been sent from the last call, the choices of
the user for those signals, and whether a measurement out-
come was obtained by the receiver. More details of the QKD
simulator can be found in our prior work [9]. The generated
key bits are stored in separate KPs, and when there is a need
to send a packet, a certain number (i.e., 64 in this study) of
bits are consumed from the corresponding KP. This testbed
design integrates both key generation (from QKD systems)
and key consumption (from data transmission) properties,
thus providing valuable resources for evaluating PQNMs’s
performance in different situations. In this testbed, eight
QKD systems are established. Their connections and initial
configurations are given in Table 1. Other parameters of each
QKD system are initially the same as in [9].

A unique benefit of this testbed is that it combines quantum
key generation with classical NMs data transmission. For a
QKD system, keys are continuously generated and stored
into a KP. When a classical data packet needs to be trans-
ferred, a certain number of key bits need to be consumed
(when the one-time pad is used as the encryption method).
With this unique feature, various research works can be
conducted to evaluate the performance of the QKD-enabled
NMs, and thus one can obtain valuable insights unattainable
by other existing NMs testbeds. This testbed offers a more
realistic environment for evaluating either the QKD perfor-
mance under different NMs conditions (e.g., with different
data transmission speeds), or the NMs performance with
different QKD configurations (e.g., how the NMs performs
when keys are exhausted, when keys in a QKD system will
be exhausted under different conditions, etc.).

A. QKD PERFORMANCE WITH DIFFERENT FIBER
LENGTHS AND NOISES

The QKD’s performance with different fiber lengths L’s and
noise levels en;s’s is evaluated using the testbed. In this case,
the number of bits in KP% is recorded. L for this KP is
set at 5, 7, and 10 km, respectively, and ep;s is 6 x 1074,
7 x 1074, and 8 x 107, respectively. Note that a microgrid
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communication) mainly because 1) large electrical distance
would prevent power transfer between the microgrids and
2) long-distance reactive power delivery would cause high
power losses and voltage issues. For an unrepeatered QKD
system, the distance between two communicating nodes can
be as large as hundreds of kilometers. In microgrids or NMs,
it is normally not necessary to use quantum repeaters due to
the small scale. However, quantum repeaters will be needed
for a quantum-secure regional power grid or even a larger
national grid with a much larger distance between two com-
municating parties.

In this test case, the data transmission speed for the clas-
sical communication is set at 10 packets/s. As mentioned,
when a data packet is received by the MGCC, 64 bits are
deducted from the corresponding KP. The comparison results
are shown in Fig. 12.

It can be observed that 1) a larger L greatly increases the
time required to produce the key of size ¢, and only slightly
decreases the value of ¢ (see the lines with the same colors
in Fig. 12); and 2) epis does not affect the time required to
produce the key of size ¢; but a larger e, greatly reduces
the value of £. A strong DoS attack on quantum channel
can severely decrease the quantum key generation speed,
potentially leading to the exhaustion of keys in a KP.

B. BASELINE TEST: PQNMS PERFORMANCE

IN NORMAL SITUATIONS

This subsection evaluates the PQNMs’s performance in nor-
mal situations when there is no attack. The QKD systems’
configurations are given in Table 1. At time r = 1 s, a time-
varying load with a magnitude of 100 kW and a frequency
of 1 Hz is added to Load 4 (which is initially zero). A packet
containing the value of this load is continuously sent from
Load 4 to MGCC 1, and is forwarded by MGCC 1 to MGCC
2, requesting that a certain amount of power be generated
by Microgrid 2 to support the load variation in Microgrid
1. When MGCC 2 receives the packet from MGCC 1, it
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FIGURE 13. System response with varying loads added and
communications enabled in normal situations without attack. (a) The
total active power generated in each microgrid, (b) The sum of loads in
each microgrid, and (c) The system frequency.

sends the active power reference to Fuel Cell 20 to regu-
late its power output. If there are enough keys in KPy,, the
communication between MGCCs 1 and 2 remains normal;
otherwise, the communication will be interrupted.

At time t = 2.5 s, another time-varying load with a mag-
nitude of 80 kW and a frequency of 1 Hz is added to Load 31
(which is initially 62.75 kW). Similarly, a packet containing
the variation of this load is continuously sent from Load 31
to MGCC 5, and is forwarded by MGCC 5 to MGCC 4,
requesting that a certain amount of power be generated by
Microgrid 4 to support the load variation in Microgrid 5.
When MGCC 4 receives the packet from MGCC 5, it sends
the active power reference to Fuel Cell 27 to regulate its
power output.

The responses of the total active power generated in each
microgrid, the sum of loads in each microgrid, and the sys-
tem frequency are illustrated in Fig. 13. It can be seen that,
when a varying load is added to Load 4 at time t = 1 s, the
active power generated from Microgrid 1 quickly reaches the
capacity limit (which is set at 200 kW). Meanwhile, extra
power is generated in Microgrid 2 to support the load vari-
ation in Microgrid 1. Similarly, at time r = 2.5 s, the active
power generated from Microgrid 5 reaches the capacity limit
and extra power is generated in Mirogrid 4 to support the
load variation in Microgrid 5. The effectiveness of the data
transmission in the PQNMs is validated.

C. PQNMS PERFORMANCE AFTER KEYS ARE EXHAUSTED
The performance of PQNMs after keys are exhausted in a KP
is evaluated in this subsection. Fig. 14 illustrates the active
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FIGURE 16. Effectiveness of the SDAPP with different block sizes under
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powers of Load 4, Battery 13, and Fuel Cell 20 before and
after keys are exhausted in KPj;, and the voltage and current
responses are given in Fig. 15.

It can be observed that 1) before keys are exhausted (i.e.,
t < 2 s), the power generated by Battery 13 reaches the ca-
pacity limit (i.e., 200 kW); however, the system remains sta-
ble; and 2) when keys are exhausted in KPj; attime t = 2 s,
the system eventually collapses in a short time.

D. VALIDATION OF SDAPP

The effectiveness of the SDAPP is validated in this subsec-
tion. The number of bits in KP% is recorded where the initial
block size is set at 10 Mbits. ey for this KPissetat5 x 1074
and 8 x 10~ for no attack and strong attack, respectively.
Other parameters are the same as shown in Table 1. Fig. 16
illustrates the comparison results of the numbers of bits in
KP% with and without SDAPP, where the block size for the
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FIGURE 17. Numbers of bits in KP}, KP,3, and KP4 with and without
TLKPS when the quantum channel between MGCCs 1 and 2 is attacked.
(a) Comparison results of different KPs’ sizes without TLKPS and

(b) Comparison results of different KPs’ sizes with TLKPS.

SDAPP is set at 10.5, 11, and 20 Mbits, respectively. It can
be seen that 1) a slightly larger block size extends the time
when keys are exhausted during the attack (see the blue and
green lines); and 2) a block size that is too large causes keys
to be exhausted sooner (see the purple line).

E. VALIDATION OF TLKPS

To validate the effectiveness of TLKPS, the quantum channel
between MGCCs 2 and 4 is attacked, i.e., epjs for KPpy is
set at 8 x 10™*. Other parameters are the same as shown
in Table 1. For the TLKPS strategy, the threshold is set at
10,000, meaning that once the number of bits in any KP is
below 10 000, a given number (which is set at 50 000) of bits
will be shared to that KP.

The comparison results of the numbers of bits in KP%,
KP,3, and KPy4 with and without TLKPS are given in
Fig. 17. It can be seen that 1) without TLKPS, there is a
shortage of bits in KP4 while other KPs do not have shortage
issues; and 2) with TLKPS, the shortage issue can be well
solved; whenever the number of bits in KP,4 is below 10 000,
50 000 bits are sent from KP»3 to KPo4.

F. EFFECTIVENESS OF SDN-ENABLED COMMUNICATION

This subsection validates the effectiveness of the SDN-
enabled event-triggered scheme. Specifically, the SDN con-
troller receives 10 data packets from each MGCC per second
to update the information. When an E;| event occurs, the
speed for the E; packets transmission from the MGCC to
the SDN controller is set at 100 packets/s. At time t = 20 s,
the number of bits in KP% is below the threshold and E;
packets are sent from MGCC 2 to the SDN controller. At
time £ = 55 s, both KP} and KP} lack bits and E; packets
are sent from MGCCs 2 and 4 to the SDN controller. When
an E; packet is received by the SDN controller, the TLKPS
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FIGURE 18. Data packets received by the SDN controller during two
events.

is implemented and is completed in 1 s. The data packets re-
ceived by the SDN controller are monitored using Wireshark,
and the results are illustrated in Fig. 18.

It can be observed that the throughput increases to
16.2 packets/100 ms from 20 to 21 s, and 26.1 packets/
100 ms from 55 to 56 s, signaling that the SDN controller
has received the packets during E| events. Compared with
continuous data transmissions, this scheme requires a shorter
period, greatly reducing the usage of communication band-
width.

VI. CONCLUSION

This article presents a novel PQNMs architecture incorpo-
rating both QKD and SDN techniques. Defending strategies
including the SDAPP and TLKPS are designed to mitigate
DoS attacks. This is an important step toward constructing re-
silient, flexible, and quantum-secured NMs in practice. With
the presented techniques and progresses, more research work
could be done in the future. For instance, it is reasonable to
move forward to architect a quantum-secured regional power
grid, or even a larger national grid. The QKD-enabled NMs
testbed will be beneficial for not only power industry but also
quantum community for evaluating the performance of more
advanced and practical QKD protocols.
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