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Abstract—Recent years have witnessed a growing body of research on autonomous activity recognition models for use in deployment
of mobile systems in new settings such as when a wearable system is adopted by a new user. Current research, however, lacks
comprehensive frameworks for transfer learning. Specifically, it lacks the ability to deal with partially available data in new settings. To
address these limitations, we propose OptiMapper, a novel uninformed cross-subject transfer learning framework for activity
recognition. OptiMapper is a combinatorial optimization framework that extracts abstract knowledge across subjects and utilizes this
knowledge for developing a personalized and accurate activity recognition model in new subjects. To this end, a novel
community-detection-based clustering of unlabeled data is proposed that uses the target user data to construct a network of
unannotated sensor observations. The clusters of these target observations are then mapped onto the source clusters using a
complete bipartite graph model. In the next step, the mapped labels are conditionally fused with the prediction of a base learner to
create a personalized and labeled training dataset for the target user. We present two instantiations of OptiMapper. The first
instantiation, which is applicable for transfer learning across domains with identical activity labels, performs a one-to-one bipartite
mapping between clusters of the source and target users. The second instantiation performs optimal many-to-one mapping between
the source clusters and those of the target. The many-to-one mapping allows us to find an optimal mapping even when the target
dataset does not contain sufficient instances of all activity classes. We show that this type of cross-domain mapping can be formulated
as a transportation problem and solved optimally. We evaluate our transfer learning techniques on several activity recognition datasets.
Our results show that the proposed community detection approach can achieve, on average, 69% utilization of the datasets for
clustering with an overall clustering accuracy of 87.5%. Our results also suggest that the proposed transfer learning algorithms can
achieve up to 22.5% improvement in the activity recognition accuracy, compared to the state-of-the-art techniques. The experimental
results also demonstrate high and sustained performance even in presence of partial data.

Index Terms—activity recognition. machine learning. transfer learning. cross-subject boosting. optimization. wearable computing.
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1 INTRODUCTION

ADVANCES in machine learning, signal processing,
and low-power computation, in conjunction with

the emergence of low-cost sensing/processing/communi-
cation hardware technologies have led to advancing per-
vasive computing and Internet-of-Things (IoT) applications.
Wearable systems, as a rapidly growing component of
IoT, present numerous opportunities for real-time, context-
aware and extensive health monitoring and intervention
[1], [2], [3], [4]. The functionality of wearables is highly
associated with the user’s characteristics, which warrants
high adaptability in their computational model. These mod-
els are typically powered by supervised machine learning
algorithms. In order for an adaptive model to maintain an
acceptable performance, a large training dataset is needed,
which makes the training phase time consuming, labor
intensive, and expensive. Data collection has been identified
as a major obstacle in personalized and precision medicine
[5]. Due to highly dynamic nature of wearable technologies,
such a naive solution is deemed impractical. Examples of
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such variations are user-specific behavior, dynamic system
architecture (addition of new sensors, replacing old sensors),
various system platforms, and change in the location/ori-
entation of the sensors. Collecting large enough training
data to ensure adaptability to these variations is unrealistic
given a large population of users are older adults. As a
result, alternative solutions such as online/semi-supervised
learning and transfer learning approaches are warranted [6],
[7], [8], [9], [10], [11], [12], [13], [14], [15].

While subject autonomy is not limited to a specific
learning approach, the focus of the work presented in this
article is developing an autonomous transfer learning algo-
rithm for cross-subject model adaptation. User-specific ma-
chine learning algorithms, unlike user-independent mod-
els, do not require a large training phase and tend to
show a higher performance [16]. The major drawback is
the need for collecting a personalized training data which
puts much burden on the user’s shoulder. Online learning,
semi-supervised learning, and supervised transfer learning
techniques are examples of such approaches. Cross-subject
unsupervised transfer learning, in contrast, leverages the
similarity between the existing training data and the obser-
vations collected from the new user to automatically predict
labels for the user-specific instances and adapt/re-train the
model using the new observations and the predicted labels,
in real-time and without supervision.

We introduce OptiMapper based on the novel concept of
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relational knowledge transfer for human-centered activity
recognition applications. Our framework devises a novel
knowledge transfer learning algorithm to discover the re-
lationships between source and target domains in order to
extract sufficient knowledge to develop its own personal-
ized machine learning model. Developing the customized
activity recognition algorithm is based on the observations
made in real-time in target domain, adaptively fused with
the predictions of the source model. Our methodology
dismisses the implicit assumption that the data gathered
in human-centered applications are from the same domain
and probability distribution and instead aims to optimally
rely on its own observations and their relation to source
observations in order to build and update an accurate ma-
chine learning algorithm. The process is conducted in real-
time without need for a synchronous teacher model [17] or
supervised labeling effort to generate a new training dataset.

We aim to address the problem of reusing an activity
recognition system developed and trained on a single (or
multiple) user(s) on a new user without any training efforts.
We assume that the labeled observations from the first group
form the source view/domain and the unlabeled observa-
tions made by the new user form the target view/domain.
Such a learning approach is sometimes referred to as multi-
view learning [17]. OptiMapper is a novel combinatorial
framework for cross-user mapping of sensor observations.
To the best of our knowledge, our work in this article is
the first to address the problem of transfer learning between
unbalanced label spaces where the target dataset includes
data from only a subset of activity classes that appear in the
source domain.

In designing OptiMapper, we first focus on the case
where the source and target domains share the same label
space. The process of finding an optimal mapping across
the two domains involves introducing a network of highly
similar observations and performing greedy community
detection for robust partitioning and detection of valuable
observations in target domain. We formulate the problem of
optimized target dataset mapping as an assignment prob-
lem, using linear programming and an uneven bipartite
graph model. We then solve this optimization problem
using a novel adaptive decision fusion.

After solving this one-to-one mapping problem, we ex-
tend OptiMapper to the case where the sets of labels used
in the source and target domains are not identical such
that only a subset of the labels within the source domain
are included in the target dataset. The need for transfer
learning in such a scenario is motivated by the fact that
the set of activities performed by a particular subject may
be only a subset of the set of pre-defined activities and
therefore, we have partially available data in the target do-
main. This occurs specially in early stages of data collection
in the target domain. Therefore, we extend the one-to-one
mapping problem to a many-to-one mapping optimization
problem that works with incomplete target dataset. The
many-to-one mapping optimization problem extends our
original combinatorial optimization algorithm to accommo-
date situations where we perform transfer learning across
domains with non-identical activity labels. As a result of this
improvement, we introduce an entirely new optimization
approach and perform extensive analyses to demonstrate

the efficiency of our algorithms (one-to-one mapping and
many-to-one mapping).

This extended work, resulted in boosting the robustness
of our method. To this end, we propose a graph represen-
tation of unbalanced many-to-one mapping for robust and
partial label inference in the target domain. We formulate
this new mapping problem as a linear constrained opti-
mization problem and solve it using the Vogel’s approxima-
tion method. Furthermore, three real-word wearable sensor
datasets are used to evaluate our methods and to compare
them against the baselines, upper-bound, and competing
solutions.

2 BACKGROUND AND RELATED WORK

One of the abilities which makes human intelligence supe-
rior to artificial intelligence is the ability to understand the
similarity between various contexts and extend the learned
knowledge to new contexts. Transfer learning is the ability
to extend what has been learned from one context to an-
other nonidentical but similar context that shares common
features. In the field of machine learning, transfer learning
is defined as follows [18]:

Definition 1 (Transfer Learning). Given a source domain Ds

and learning task Ts, a target domain Dt and learning task Tt ,
transfer learning aims to help improve the learning of the target
predictive function ft(∆) in Dt using the knowledge in Ds and
Ts, where Ds 6= Dt , or Ts 6= Tt.

This definition can be easily extended to the specific ac-
tivity recognition domain whereDs andDt are, respectively,
the sensor observations made in source and target domain
and can be represented in temporal, frequency, or feature
space. The task T will develop a predictive function f(.) by
learning a conditional probability distribution P (y|x) where
y and x are the activity labels and sensor observations.

Depending on how the source and target domains are
defined, several variations of transfer learning can be con-
sidered. Such domain variation in wearable activity recogni-
tion can occur due to user differences, device or sensor type
changes, skewed label distribution, etc. Transfer learning
in activity recognition can also be categorized based on
the availability of the labeled data in the source or target
domains [7]. Where the ground-truth labels are (or not)
available in the source domain, the transfer learning is often
characterized as supervised (or unsupervised) transfer. In
addition, if labels are (or not) available in target domain it
is referred to as informed (or uninformed) transfer learning.
The categorization is further illustrated in Fig. 1.

Few aspects of transfer learning in activity recognition
have been studied in recent years [7]. These studies can
be categorized based on the target domain variation and
availability of the labels, as described earlier. While the
current work included various sensor modalities such as
smart homes, wearables, and camera, our specific interest,
in this study, is the human centered and wearable activity
recognition.

In addition to the described categories, the current
methodologies can be classified to synchronous or asyn-
chronous transfer learning algorithms. While the majority of
transfer learning algorithms are asynchronous, synchronous
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Fig. 1. Categorization of transfer learning in activity recognition based
on source-target variation and availability of activity labels in source and
target data.

teacher/leaner based methods have also been proposed,
recently [17]. The biggest shortcoming of such approaches
is the requirement of having an expert model present in
real-time which is not usually affordable. In addition, the
training of the expert requires enormous training efforts.
However, in multi-node wearable systems such algorithms
are shown to be effective [17], [19]. Prior research has also
proposed a transfer learning approach based on exploiting
intra-domain structures [20]. While this approach simplifies
the transfer learning implementation by eliminating the
need for model selection and hyperparameter tuning, it does
not address the issue of partial target data, which is the
main focus of our work in this paper. Also, the method
named ActiLabel proposed in [21] utilizes graph structure
and clustering techniques and is being implemented and
compared with our proposed method under experimental
results.

The algorithms proposed in this study aim to perform
uninformed and supervised cross-subject transfer learning.
In other words, we have a labeled source dataset acquired
from the source subject and an unlabeled target dataset.
The goal is to train a personalized and accurate activity
recognition algorithm in the target domain that can boost
the recognition performance in unseen users (with skewed
feature space). To the best of our knowledge, this area of
research is almost unexplored to date. The closest prior re-
search conducted is the informed supervised/unsupervised
learning where the assumption is that a partial labeled data
is available in the target domain [22], [23]. This area of
research sometimes manifests in active learning research
[24], [25], [26], [27], [28].

Few studies [29], [30] suggested using unsupervised
clustering algorithms such as K-means clustering algorithm
to update the model trained on the source dataset. The
biggest shortcoming of such approach is the naive assump-
tion that the number of activities (i.e., the desired number of
clusters) is a known parameter in target dataset. In contrast,
in our approach we only define a lower bound on the size
of clusters and propose a greedy solution to find the most

desired partitioning. We demonstrate that naive clustering
(and naive fusion of base-classifier and clustering algorithm)
performance is not significant in a more realistic and com-
plex scenarios where the a larger number of activities are
present, as shown in more details in our analysis in Section
5.

3 OPTIMAPPER

In this section, we present the general framework of Op-
tiMapper for optimal cross-domain transfer learning. In this
initial optimization framework, we assume that the activity
vocabulary of the two domains are identical. In Section 4, we
will extend our optimization framework to accommodate
unbalanced datasets where only partial labels are available
in the target domain.

Fig. 2 shows the evolution of a wearable activity recogni-
tion system as it is adopted by new users. Initially, a machine
learning model (i.e., for activity recognition) is trained based
on the annotated data (source dataset) collected from one or
multiple subjects (Fig. 2a). In Fig. 2b, a new user adopts
the system. Due to complexity and high variation of daily
activities, the existing model exhibits significant drop in
accuracy. As the user starts using the system, an unlabeled
user-specific dataset is gradually collected (target dataset).
We aim to utilize the collective knowledge extracted from
the source and target datasets to predict activity labels for
target dataset and train a user-specific model that ensures
high accuracy, as shown in Fig. 2c.

3.1 Cross-Subject Transfer Learning Problem

Let X be a sequence of observations made from one sensing
node containing a finite set of sensor. The observations
made within a single time segment are represented in a
K-dimensional feature space. As a result, vector Xi =
{f1i, f1i, . . . , fKi} represents physical attributes during the
time segment i. The set of all physical activity labels, with
the size of m, forms a label space L = {l1, l2, . . . , lm}. The
activity recognition algorithm assigns an activity label l ∈ L
to the observation Xi using a predictive function that is a
conditional probability distribution P (A|Xi) trained based
on the labeled training dataset. The accuracy of such model
is guaranteed as the future observations and activities will
belong to the same distribution. However once a model is
trained on training subjects, it will be available to new users.
The observations made by the new user will not follow the
same conditional probability distribution. Without loss of
generality, we consider a single node activity recognition
system, however, our methodology can be easily extended
to multi-node body sensor networks.

Problem 1 (Cross-Subject Transfer Learning). Let DSs be
the labeled dataset collected from source subject(s) and DSt =
{Xt1, Xt1, . . . , XtN} be the accumulative dataset composed ofN
unlabeled observations made from the new subject. Furthermore,
let Lt be the activities performed by the new user. The Cross-
Subject Transfer Learning (CSTL) is the problem of assigning a
label l ∈ L such that the error of label assignment is minimized.
Once enough observations are labeled with activities, training a
personalized activity recognition is straightforward.
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Fig. 2. The overview of cross-subject activity recognition. A wearable activity recognition system (consisted of one or multiple nodes) uses a model
generated based on annotated data, i.e., source view (a). A new user adopts the system. An activity learning module is in charge of constructing a
user-specific dataset in real-time, i.e., target view (b). When learning is completed, the new user begins using the updated model (c)..

The minimization process aims to minimize the miss-
assignments within the Lt set. In the rest of this section, we
briefly explain the problem formulation and overview the
proposed solution. For more details refer to [9].

3.2 Solution Overview

In our knowledge transfer based approach proposed in
OptiMapper, the source domain acts as an offline teacher
and the target view acts as a real-time learner. The source
view transmits a training dataset containing features and its
corresponding ground truth labels, referred to as the source
dataset (DSs).

Once the new user starts using the system, the target
view begins collecting its own observations in real-time
that are initially without labels and, therefore, cannot be
used for training a model. We refer to the collected data as
the target dataset (DSt). After sufficient amount of data is
collected, our activity learner module extracts feature-based
similarities between the source and target datasets and
executes an intelligent label transfer algorithm to construct
a labeled target dataset. Once we have the labeled target
dataset, developing a personalized activity learning model
for the new subject is a straightforward task.

Fig. 3 shows the steps taken inside the learning mod-
ule, in more details. The inputs are the source and target
datasets. The source dataset (DSs) is used to develop a
supervised activity recognition model (i.e., source model).

The source model is tested on the target dataset to assign
supervised label predictions, that are later used in our label
fusion algorithm. The target dataset (DSt) is used for con-
structing a network of highly similar observations in feature
space and the observations that have a correlation higher
than a preset threshold will be connected in our network.
The threshold is set by a greedy algorithm, described in
[9]. From the network, the highly similar observations are
extracted as communities representing a particular activity
label. The minimum error subset mapping module, then, will
heuristically map the communities to a subset in our label
space. At last, the labels acquired from both source and
target views will be conditionally fused, based on their prior
per-label performance. More details are presented in section
3.3 as best effort unsupervised labeling.

Algorithm 1 summarizes the main steps in our proposed
knowledge fusion transfer learning approach. More details
are presented in [9].

Algorithm 1 Knowledge-fusion-based Cross-Subject Transfer
Learning

1: Collect target observations;
2: Construct the similarity network (SNt) using the DSt;
3: Perform best effort community detection on SNt to identify

communities corresponding to a subset of labels in the label space;
4: Perform Minimum-Error Subset Labeling using collcted DSt and

DSs and construct a labeled subset of DSt;
5: Construct a supervised source model and predict labels for ∀X ∈

DSt;
6: Given the conditional probability of lables assigned from both step

4 and step 5, being a correct label, assign the most probable label
(weighted label fusion);

7: If not enough observations per label were extracted in step 4 (
it can be observed from the convergence of community mapping
results):

8: Go to step 1;
9: Train a personalized activity recognition model using the con-

structed labeled DSt;

3.3 Algorithm Design and Optimization

We formally define the problem of ‘minimum error sub-
set labeling’ and propose a greedy heuristic solution. The
objective is to use the relational knowledge transferred
from the labeled source dataset, instead of relying on the
partially biased source model, to predict activity labels for
unlabeled target observations and construct a labeled target
sub-dataset of DSt which can be feed into the label fusion
module.

We note that assigning a label to every single observation
in DSt, using an unsupervised method, is less likely to
achieve a high accuracy, especially in presence of a large
and complex set of activities. Instead, we aim to find the
observations that can be labeled with higher confidence. As
a result the constructed labeled dataset in target view is
a more accurate assignment, containing only highly confi-
dent instances, resulting in a more accurate mapping. The
challenging task is to find such an accurate (Observation
Subset,Activity Label) mapping. We refer to such observations
as core observations.
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Fig. 3. The block diagram of OptiMapper learning module. It includes network construction, community detection, minimum error subset mapping,
and a weighted label fusion of unsupervised and supervised label mappings.

Definition 2 (Core Observation). An observation Xi is called
a core observation for a label l ∈ L if and only if it has the highest
correlation with the source observations with the same label, with
respect to all non core observations of l such that there are at least
δj and at most ∆j of such core observations.

Problem 2 (Minimum-Error Subset Labeling). Given a source
dataset (DSs) and a target dataset (DSt), find a subset of DSt
(core observations) that can be labeled with activity labels Lt such
that the error of labeling is minimized.

In order to simplify the problem, we first group the
observations in both source and target view into several
clusters, where highly similar observations are assigned
to the same cluster, with standard clustering assumptions
applied [31], [32]. In the source view, the clustering task is
trivial, as the ground truth labels are available. Therefore,
we place the instances that share the same label in one
cluster. Therefore, the number of clusters equal the number
of activities:

DSs = Cs1 ∪ Cs2∪, . . . ,∪Cs|L| (1)

such that
Cs1 ∩ Cs2∩, . . . ,∩Cs|L| = ∅ (2)

In target view, the ground truth labels are unknown and
since gathering the target data is a collective process, the
exact number of activities performed by the target user is
unknown. Therefore, we cannot use a clustering algorithm
such as K-means.

Because of the resoluteness that network-based com-
munity detection clustering algorithms provide, we use
them to achieve higher clustering performance. We measure
similarity between sensor observations (i.e., the nodes in the
similarity network) in feature space to detect communities
of similar nodes.

We use the training data from the source subjects to
find the optimal similarity threshold that maximizes the
clustering performance. The similarity score used in our
approach is the normalized cosine similarity due to its superior
performance in our high-dimensional feature space. We also
define a lower-bound on the size of clusters to discard
the small communities that represent the outliers, resulting
in a subset of instances in DSt, that are potentially the
core observations. The details of our greedy algorithm for
finding the optimal similarity threshold can be found in
[9]. Then, we propose a complete bipartite graph model,
referred to as Weighted Labeling Graph, using the identi-
fied clusters in source and target view and their pairwise
degree of similarity. To measure similarity, we again use the
normalized cosine similarity between clusters in both views,
having observation instances represented in feature space.

The significance of our graph model is that it can be used to
generalize Problem 2 to a bipartite matching problem:

Definition 3 (Weighted Complete Similarity Graph). Let Cs

be the set of clusters in source view where each cluster is associated
with an activity label and Ct be the set of unlabeled clusters (i.e.,
valid communities) in target view. G(V,E,W ) is a weighted
complete bipartite graph where V = {Cs ∪ Ct} and E and
W , respectively, refer to the set of edges and their corresponding
weights connecting the vertices in Cs to the vertices in Ct.

The weight ωij ∈ W , in our weighted complete similar-
ity graph, represents the degree of similarity between each
(Cs − Ct) pair and is given by

W = {ωij = normalized cosine similarity(Csj , C
t
i )} (3)

When multiple source users are available, the set W will
be the average computed weight over all the source users.

Note that similarity is calculated using normalized raw
features. Moreover, the selection of the cosine similarity
in our work is motivated by prior research that showed
the superiority of the cosine measure over other distance
functions [33], [34]. Nonetheless, note that the choice of
the distance function is independent of the methodology
presented in this paper.

Fig. 4 illustrates an example of the construction of our
graph model. Fig. 4a shows the unlabeled target observation
in a two dimensional feature space. While the labels are
initially unknown. In Fig. 4b, our unsupervised community-
based algorithm partitions the target dataset with respect to
the predefined lower-bound on the cluster size. We create
the weighted complete bipartite graph using the clusters ids
in target view and the clusters ids in source view, as shown
in Fig. 4c. The weights on each edge is computed from
Equation (3). We note where |Cs| 6= |Ct|, we add dummy
nodes to create a complete bipartite graph.

We propose a simple polynomial time label transfer
algorithm that maps the activity labels from |Cs|, to a subset
of clusters in |Ct|. We want maximum similarity in our
bipartite matching. Using the constructed weighted com-
plete bipartite model, our algorithm uses maximum weight
bipartite matching to perform the maximum similarity label
mapping, as shown in Fig. 4d. We use Hungarian Algorithm
1. The edges incident to dummy nodes have weights equal
to zero. As a result, the nodes matched to the dummy nodes
are excluded after the matching. Finally, the assigned labels
are propagated to the target observations inside each cluster,
as shown in Fig. 4e.

We construct a state-of-the-art robust supervised ma-
chine learning algorithm, called source model, trained on

1. https://en.wikipedia.org/wiki/Hungarian algorithm
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Fig. 4. The overview of the general label transfer approach in OptiMapper framework for balanced dataset: (a) unlabeled target data;
(b) community detection based clustering; (c) graph model for label inference; (d) mapping labels from source to target clusters; (e)
the resulting labeled target data.

the source user(s) data to provide predictions on target
observations. In such setting, for each observation, we have
at least one prediction from the source model and a possi-
ble mapping from the DSLabeledt . Two approaches can be
taken with this information: (1) naive label fusion, and (2)
adaptive or conditional label fusion.

In naive label fusion, we assume the accuracy of both
supervised an unsupervised labeling algorithms are user-
independent and therefore the prior assumption is that
the output label of the algorithm is unconditionally true.
Therefore the prior probability distribution of the output
label l′ ∈ L is defined as follows:

P (l|l′) =

{
1 l′ = l

0 otherwise
(4)

where l and l′, respectively, denote the ground-truth label
and the assigned label by either the unsupervised or the
supervised algorithms.

Under such a circumstance, for each observation in DSt,
a majority vote will assign the final label.

However in the conditional label fusion approach, a
prior knowledge of source user’s performance can be
learned in a form of a conditional probability distribution:
P (L|L′). Therefore the predictive function can be reformu-
lated as:

f(Xi) = P (L|L′)P (L′|Xi) (5)

The performance decline in cross-subject activity recog-
nition can be generally explained by the distribution shift
across the two datasets obtained in the source and target
domains. The data distribution shift causes the previously
established decision boundaries obtained in the source do-
main to fail to accurately distinguish among activity classes
in the target domain. However, in this work, the introduced
similarity graphs are used to find an optimal matching be-
tween the clusters of the input data across the two domains.
The optimal solution finds a matching that minimizes the
distance across the nodes in the bipartite graph and there-
fore unlike a statically defined classifier, it adapts itself to the
distribution shift. As soon as the optimal matching is found
and the labels are propagated to the target distribution, a
new classifier is trained for activity recognition in the target
domain.

4 ACCOMMODATING UNBALANCED DATASETS

One limitation of the cross-subject transfer learning algo-
rithm, discussed in Section 3, is its assumption that the
label space in both source and target domains are identical.
In other words, we only considered the case where the
activities performed by target user (i.e, Lt) are the same as
the activities performed by the source users (i.e., L). Such an
assumption does not hold in two scenarios:

1) the target user performs new activities that are not
defined in the annotated source dataset.

∃l ∈ Lt | l /∈ L (6)

2) the target user does not perform at least one of the
defined activities in the source domain.

∃l ∈ L | l /∈ Lt (7)

Scenario (1) could occur for a number of reasons. One
reason could be because the annotation (training) process
has not been carried out comprehensively such that it is
missing some of the common physical activities. Another
case is when the target user performs an unanticipated or
uncommon activity. This is more likely to happen in activ-
ities of daily living (ADLs) where the number of activities
are large and more diverse, such datasets either ignore the
undesired data or classify it as ‘Other Activities’ [35]. On
the contrary, when monitoring low-level physical activities,
such cases are less likely to occur. In addition, several
unsupervised and semi-supervised approaches have been
proposed to address the detection of new (unseen) activities
[36], [37]. However, because of the lack of annotated source
instances for the unseen activity, an uninformed supervised
transfer learning approach such as the one presented in this
work is not applicable.

The second scenario can happen as the training dataset
becomes more inclusive of more activity labels and hence
is more likely to include less common activity types. For
instance, imagine an example where the target user does
not perform the activity ‘Cycling’ that has been defined in
the source label space. Another case is when target data
collection is in early stages and not enough unannotated
data have been collected.

Our goal in this section is to address the problem of non-
matching activity labels as described in the second scenario
above. As a result, we extend the OptiMapper framework
so that it handles these cases as well.
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4.1 Problem Statement

As mentioned, the proposed mapping problem in Section 3
was based on the assumption that the target data contains
enough instances of every activity label in the source dataset
(DSs). Therefore, for the label mapping, we were able to
formulate the problem as a bipartite one-to-one matching
problem and solve it efficiently using Hungarian Algorithm.
However, such an assumption limits the usability of the
OptiMapper and is dismissed in the approach presented in
this section.

In Fig. 5, various cases of one-to-one mapping are il-
lustrated when the label spaces are identical in both DSs
and DSt. After target dataset partitioning is performed,
clusters of target observations are mapped to clusters of
source observations. Clustering the source observations is
trivial because the instances are annotated. In an ideal case,
the number of clusters in both target and source domains
is equal (Fig. 5a). However, it is possible that the best effort
partitioning algorithm fails to cluster a subset of instances
corresponding to a particular label. In such a case, a dummy
node is added to Ct set in order to balance the bipartite
matching model (see Fig. 5b). It is also possible that a set
of target observations that belong to the same activity label
are grouped into more than one clusters in Ct (resulting in
|Ct| > |Cs|). Similar to the previous case, a dummy node is
added, this time, to Cs to balance the matching problem.

A one-to-one mapping, e.g. balanced bipartite matching,
requires each cluster to be mapped to one and only one
cluster. Therefore, if two target clusters of the same label
exist, only one of them can map to the corresponding label
and the other one will be forced to map to, ideally, a dummy
node or an incorrect source node. When there are missing
activity labels in Ct, such as in the example shown in Fig.
6a, the extra clusters of the same label can be mapped to
an incorrect label. In the example shown, label L6 (colored
in green) is missing in the target data. Consequently, in
the absence of a green target cluster, the balanced bipartite
matching algorithm has produced (C5, L6) mapping which
is an ‘incorrect’ label assignment. Additionally, the target
cluster C7 which corresponds to L2 (blue) label is mapped
to the dummy node and hence discarded. An ideal mapping
algorithm is an unbalanced many-to-one mapping where (1)
multiple target clusters can be assigned the same label and
(2) a source cluster (a label in source domain) can be left
un-assigned, as illustrated in Fig. 6b.

As depicted in Fig 6, the second scenario, which refers
to having two source clusters with the same label and a
missing target label, can be covered in the many-to-one
mapping approach. This is handled by allowing sub-cluster
of target activities pair together with the closest label even
if the target subject is missing a source label. The example
from Fig. 6b, shows the matching from the many-to-one
approach, when L6 is not present in the target and hence
not matched to any of the clusters. However, the matching
shown in Fig. 6b would be an incorrect matching resulted
from the initial approach not being able to handle this
scenario.

Furthermore, while the matching always optimizes for
the lowest distance, theoretically, one can imagine a case
where two activities in the target dataset are distorted in

a way that are closer to the opposite label in the source
dataset. However, such a scenario is quite unlikely, because
of the intrinsic physiological similarities in human activities.
Nonetheless, in cases where the labels are similar the match-
ing could be affected as shown in tables 1 to 3 presented in
the results section showing the accuracy of label transfer not
being perfect.

4.2 Problem Definition
Let Xi = {f1i, f2i, . . . , fKi} be i − th sensor observation
represented in a K-dimensional feature space. A set of
sensor observations in source domain, that each correspond
to a label l ∈ Ls, form an annotated source dataset DSs.
The source dataset can be represented as a pairwise disjoint
subsets of source clusters (Cs):

DSs = {{Cs1}, {Cs2}, . . . , {Cs|Ls|}} (8)

such that Csi is the set of all Xs ∈ DSs which correspond to
li ∈ Lt.

Similarly mutually disjoint sets of unannotated target
dataset can be found. Because the ground truth labels are
unknown in the target domain, the networked based par-
titioning is performed to produce the target clusters. Each
target cluster Cti corresponds to a cluster id (i) and will
later mapped to a label l ∈ Lt. The mapping problem
aims to map each target cluster to a source cluster such that
the cosine similarity between the centroids of two clusters
mapped together is maximized. The many-to-one mapping
shown in 6b is defined as follows:

Problem 3 (Many-to-One Unbalanced Cluster Mapping).
Let DSs be the labeled dataset collected from source subject(s)
and DSt = {Xt1, Xt1, . . . , XtN} be the accumulative dataset
composed of N unlabeled observations collected from the new
subject. Furthermore, let Lt ⊆ Ls be the activities performed by
the new user. The Unbalanced Cross-Subject Transfer Learning
(U-CSTL)–or Many-to-one Unbalanced Cluster Mapping–is the
problem of assigning a label l ∈ Lt to each target cluster by find-
ing the optimal many-to-one optimal target-source mapping. The
optimal mapping maximizes the overall similarity of (Cs − Ct)
label mapping such that each Ct is mapped to exactly one Cs.

The maximization process aims to minimize the miss-
assignments. In the rest of this section, the U-CSTL problem
is formulated and an optimal solution is proposed.

4.3 Problem Formulation
Consider a set of n target clusters Ct = {Ct1, Ct2, . . . , Ctn, }
and a set of m source clusters Cs = {Cs1 , Cs2 , . . . , Csm, }.
The Unbalanced Cross-Subject Transfer Learning (U-CSTL)
problem, defined in Section 4.2, can be formulated using
linear programing as follows.

Minimize
n∑
i=1

m∑
j=1

xijcij (9)

Subject to ∑
1≤j≤m

xij = 1, ∀i ∈ {1, . . . , n} (10)

0 ≤
∑

1≤i≤n
xij ≤ n, ∀j ∈ {1, . . . ,m} (11)
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Fig. 5. Three cases of one-to-one matching when Lt = Ls. Target clusters (Ct) and source clusters (Cs) are on the left side and
right side of the graph model, respectively. The rectangles next to target clusters indicates the ground truth labels associated with
the instances in the corresponding cluster.
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Fig. 6. An example of one-to-one vs many-to-one mapping when
Lt ⊂ Ls: (a) C7 is mapped to a dummy label (and therefore
discarded) and C5 is mapped to L6 resulting in an incorrect
label transfer; (b) More than one target clusters can be mapped
to a source cluster and therefore avoiding removal or incorrect
labeling of target clusters.

cij ≥ 0 (12)

xij =

{
1, if Cti is mapped to Csj
0, otherwise

(13)

where cij is the cost of assigning Csj (i.e., label lj) to Cti .
Equation (9) aims to minimize the overall error of label
assignment in the target domain by minimizing the sum of
distances between the mapped clusters. The binary variable
xij is set to ‘1’ if Cti is mapped to Csj and is set to ‘0’
otherwise. Constraint (10) guarantees that exactly one activ-
ity label is assigned to each target observation. Constraint
(11) states that each source cluster can be mapped at least
zero and at most all of the target clusters. Finally, constraint
(12) simply states that the cost of a mapping must be non-
negative.

4.4 Reduction from Transportation Problem

In this section, we describe how a transportation problem
[38] can be reduced to Problem 3 and solved optimally.

4.4.1 Transportation Problem
Assume a set of n warehouses {W1,W2, . . . ,Wn} with
given amount of supply (si) to each Wi and a set of m retail
outlets {O1, O2, . . . , Om}, each with a given demand (di).
There is a distinct road between each pair of (Wi, Oj) with
a given transportation cost. The problem of interest is to
find the optimal transportation scheme that minimizes the
total cost and satisfies the supply and demand constraints. A
transportation problem can be visualized as an unbalanced
complete bipartite graph. An example of a transportation
problem is illustrated in Fig. 7a. In this example, the solution
is visualized by dark green edges in the bipartite graph.
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Fig. 7. An example of a many-to-one unbalanced cross-subject
cluster mapping problem formulated as a transportation prob-
lem.

4.4.2 Formulating U-CSTL Problem as a Transportation
Problem
Generally, a transportation problem produces a many-to-
many mapping. A special case of the transportation prob-
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lem can be defined to produced the many-to-one mapping
desired to solve the U-CSTL problem. We proceed with
describing how each part of the linear programing is defined
to model the discussed U-CSTL problem.

• Decision variables:
The parameter xij specifies how many products is
shipped from Wi to Oj . We assume each warehouse
is a target cluster (Cti ) and each outlet is a source
cluster (Csj ). As a result, a set of m × n binary
variables xij can be defined to specify whether or
not there exists a mapping between Cti and Csj .

• Objective function:
The overall cost of transportation is

∑
∀i,∀j cijxij

where cij denotes the cost of shipping one product
from Wi to Oj . Redefining the cost function as the
distance between the pair of target-source clusters
yields the same linear objective function.

• Problem constraints:
In addition to the defined constrains in transporta-
tion problem, we add the following additional con-
straints:

– Each warehouse in U-CSTL (i.e., Cti ) has a
supply equal to 1. It means that each target
cluster is only mapped to one source course
cluster (Csj ).

– Each outlet in U-CSTL (i.e., Csj ) has a demand
equal to the number of target clusters (|Ct|). In
other words, a source cluster can be mapped
to at least zero and at most all of the target
clusters. The first two items guarantee a many-
to-one mapping.

– The total supply is equal to the total de-
mand. If not satisfied, a dummy node with

supply/demand of |
∑n
i=1 si −

m∑
j=1

dj | will be

added. This special case of transportation is
referred to as ‘ Balanced Transportation Prob-
lem’ [39]. The reason is to ensure all of the sup-
ply from Cti is required by the source clusters.
In other words, all of the target clusters will be
mapped to a source cluster.

4.5 Optimal Solution
Now that the initial U-CSTL problem is modeled as a bal-
anced transportation problem, we can employ the existing
efficient solutions to find the desired optimal mapping. Solv-
ing a balanced transportation problem is done in two steps:
(1) finding a basic feasible solution (BFS); (2) iteratively
improving the BFS to achieve the optimal solution. We use
Vogel’s Approximation Method (VAM) for computing the
BFS. VAM has shown to yield a better (closer to optimal)
BFS compared other methods such as North West Corner
Rule [39], [40]. For the optimality test, we use the Stepping
Stone Method [41].

5 EXPERIMENTAL RESULTS

In this section, we investigate the effectiveness of OptiMap-
per framework. We consider both proposed unbalanced
many-to-one mapping based approach, namely U-CSTL,

and the initially proposed cross-subject transfer learning
method (CSTL), as well as state-of-the-art robust classifi-
cation algorithms, and the computational upper-bound. In
order to emphasize the generalizablity of our results, three
real-world wearable activity recognition dataset has been
used: (1) UCI ‘Daily and Sports Activity Dataset’ [42]; (2)
UCI ‘PAMAP2 Physical Activity Monitoring Dataset’ [43];
and (3) ‘SmartSock Activity Recognition Dataset’. After ob-
taining raw sensor data from these sources, we extracted 10
commonly used features from a fixed-size moving window
over the raw sensor signals. The features include maximum,
minimum, signal amplitude, median, mean, peak-to-peak
amplitude, variance, and RMS (Root Mean Square) power.
The extracted features were used for further analysis.

5.1 Datasets
All of the datasets used in our experiments are publicly
available and explained in the following subsections. For
each set, after collecting raw data from their resources,
feature extraction process was performed. The feature ex-
traction has been carried out using a non-overlapping slid-
ing window approach. A sliding window of 5 seconds
created data segments and the following statistical features
were extracted for each signal segment: Amplitude, Median,
Mean value, Maximum amplitude, Peak to peak amplitude,
Variance, Standard deviation, Root mean square power, and
Start to end value. Refer to [44] for more details on the
feature set utilized in the experiments. Calculate feature
values for each data sample in the dataset, were used
in our experiments. In the following, we provide a brief
description of each dataset.

5.1.1 Daily and Sports Activity Dataset:
A 3D motion tracker placed on torso was used to collect
triaxial acceleration data at 25Hz sampling rate. Eight sub-
jects were asked to perform 15 activities (such as sitting,
walking, running at different speed, cycling, rowing, etc.),
each for duration of five minutes. The dataset contained
over 900, 000 samples of acceleration data.

5.1.2 PAMAP2 Physical Activity Monitoring Dataset:
A Colibri wireless inertial measurement units (IMU) placed
on chest was used to collect data from four subjects. Each
subject has been instructed to perform seven low-level phys-
ical activities: lying, standing, walking, running, cycling, as-
cending stairs, and rope jumping. The triaxial accelerometer
sampled at 100Hz with ±16g range and 13− bit resolution.
We note that originally the PAMAP2 dataset contained more
data. However, due to having missing data for some of
the subjects and activities, a number of the activities and
subjects were excluded in the compiled dataset resulting in
more than 275000 data samples.

5.1.3 SmartSock Activity Recognition Dataset:
This dataset has been collected using the SmartSock proto-
type presented in [45]. It contains triaxial acceleration data
from 12 healthy individuals. The motion sensor was placed
on subject’s right ankle sampling at 18.7Hz, The activities
include standing, laying down, jumping, descending stairs,
walking, and running. The compiled dataset contained more
than 61000 sampled data.
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(a) Daily and Sports Activity (DSA) dataset
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(b) PAMAP2 dataset
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(c) SmartSock Activity Recognition (SCAR) dataset

Fig. 8. Activity recognition accuracy using various evaluation methods
for DSA, PAMAP2, and SCAR dataset..

5.2 Preliminary Performance Evaluation

In our initial analysis, we measure the activity recognition
accuracy for each dataset using different evaluation meth-
ods. Several popular machine learning algorithms were
initially considered, however, only the results for Random
Forrest algorithm is shown as it has demonstrated superior
performance. Four different evaluation methods were uti-
lized to assess the accuracy of activity recognition.

Average one-to-one evaluation: In this method data from
each subject is used as a test set where the model is trained
by using data from one other subject. Given n as the number
of subjects in a dataset, for each target subject, the average
prediction accuracy achieved by all (n−1) source models is
reported.

Leave-one-subject-out evaluation: This method trains a
model using all available source subjects and validates using
the remaining target user data.

10-fold cross-validation: This is a standard 10-fold cross-
validation method where, in each fold, 90% and 10% of the
initially randomized data (containing samples only from the
same subject) is used as the training and test set, respec-
tively.

66%-split evaluation: This method randomly splits each
subject’s data into two sets. The training and test set contain
66% and 34% of the entire subject data, respectively.

Fig. 8 shows the activity recognition performance vs the
chosen target subject for each of the discussed evaluation

methods. The last group is the average over all subjects. All
three datasets consistently demonstrate a significant perfor-
mance decline of the supervised model when used on a new
untrained subject. For instance, when the model is trained
on only one source subject, on average, it shows 55.7%,
35.64%, and 37.94% decline in prediction accuracy, from 10-
fold cross-validation, respectively for DSA, PAMAP2, and
SCAR datasets. These numbers are, respectively, 30.86%,
26.79%, and 18.57% when using all of the training subjects
together. While noticeably improving the performance by
adding new subjects, the baseline still lags behind the ex-
perimental upper-bound on performance (demonstrated by
10-fold cross-validation and 66%-split evaluations).

Note that while it is correct that the size of training
data generally impacts the algorithm’s performances, Fig.
8 shows that the effect of the size, once adequate data is
gathered, is not nearly as important as data from cross-user
domains. For instance for 66%-split vs 10-fold cross valida-
tion, fewer training data from the same subject was used
(66% vs 90%), but the performance remained virtually un-
changed and stayed at its maximum value. That is because
the training data is from the same user. However, the decline
happens when the data come from a different subject, which
are One2One and Leave-one-sub-out, since these cases both
use data from other subjects. The comparison of One2One
vs Leave-one-sub-out is detailed in Fig. 9. Leave-one-sub-
out has many folds more than 10-fold cross validation and
66%-split, but the accuracy is lower, because it is from a
shifted domain of other subjects. One2One also has a bigger
training size than 66%-split and 10-fold cross validation, but
the performance is much lower. Therefore, when taking the
size comparisons into consideration, it further strengthens
our point of showing the adverse impact of domain shift in
subjects on activity recognition accuracy.

In another experiment, we investigated the impact of
growing the pool of source subjects on boosting the baseline
performance. We start by using one subject as the source
and iteratively add one other subjects to the training pool
until we have exhausted all available source subjects. For
example, in a dataset containing n subjects, (n− 1) distinct
sizes of source subject pool (from 1 to (n − 1) sources)
can be considered. For a source pool of size k subjects, the
number of different models (choosing k from n − 1) is a
k−combination of the set of source subjects of size (n− 1).

For each size of source subject pool (i.e., k) and each
target subject, the average accuracy over all possible combi-
nations is reported in Fig. 9. In addition, the bold blue line
shows the average over all target subjects for a given k. It
can be observed that all three datasets illustrated the same
trend where, by adding more subject data to the source, the
performance increases rapidly at first but converges towards
a constant line as the source data grows larger. This shows
that adding excessively large number of source subjects
cannot be considered a reliable solution for overcoming the
cross-user variance. Specially when you take into account
that in many cases, acquiring a large annotated training pool
is costly if not impossible. In some cases of this experiment,
a slight performance increase can be observed.

Based on this figure, it can be seen that utilizing more
subjects for training may decrease the model’s performance.
However, the presented results are based on average num-
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(c) SmartSock Activity Recognition (SCAR) dataset

Fig. 9. Activity recognition accuracy of random Forrest algorithm vs the
number of source subjects. .

bers taken over subjects’ results and the average is biased
to few large values. While the general trend is showing
improvement over increasing the pool size and then an
eventual plateau as one would expect, depending on the
target distribution, there could be cases where adding more
data not only does not increase the performance but could
also hurt it slightly, e.g. when the target data is far from most
of the source subjects’ data. In this case, generalizing on
more data would not necessarily yield an improvement. It
should be noted that in these experiments, we are interested
in average performance in general as the cross-user domain
shift in the real data is not evenly present.

5.3 Accuracy of Unsupervised Partitioning
In the second part of our analysis, we evaluated the best-
effort network-based partitioning. Here, the step size for α
is set to 0.5× 10−4. As the unbalanced cross-subject cluster
mapping proposed in this section can map more than one
target clusters to one source label, our procedure returns
the threshold (α) that maximize the clustering accuracy and
dataset utilization in source domain:

αopt = argαmax γs(α) + k × θs(α) (14)

where γs(α) denote the fraction of the correctly clustered
instances over all clustered instances (clustering accuracy,
0 ≤ γ ≤ 1) and θs(α) represent the fraction of clustered
instances over all the input instances (dataset utilization

0 ≤ θ ≤ 1) for a given α. The parameter k is the tuning
variable (k ≥ 0) that adjusts the significance of larger dataset
utilization over clustering accuracy. Because higher accuracy
is typically more desirable that high utilization, for our
experiments, the parameter k is set to 0.34 (which means
a high γ is approximately two times more desirable than a
high θ).

TABLE 1
Partitioning the target data (DSA dataset) using the proposed best

effort networked-based community detection

Subject Selected Opt. Threshold Dataset Utilization Accuracy
Sub. 1 99.24% 0.57% 0.79%
Sub. 2 98.79% 74% 81%
Sub. 3 99.26% 66% 76%
Sub. 4 99.28% 71% 79%
Sub. 5 99.96% 53% 96%
Sub. 6 98.70% 89% 75%
Sub. 7 98.79% 59% 70%
Sub. 8 99.28% 68% 88%

Average - 67% 81%

TABLE 2
Partitioning the target data (PAMAP2 dataset) using the proposed best

effort networked-based community detection

Subject Selected Opt. Threshold Dataset Utilization Accuracy
Sub. 1 99.29% 75% 91%
Sub. 2 99.26% 71% 91%
Sub. 3 99.29% 71% 93%
Sub. 4 99.29% 71% 87%

Average - 72% 91%

TABLE 3
Partitioning the target data (SCAR dataset) using the proposed best

effort networked-based community detection

Subject Selected Opt. Threshold Dataset Utilization Accuracy
Sub. 1 99.91% 67% 98%
Sub. 2 99.91% 77% 90%
Sub. 3 99.91% 58% 85%
Sub. 4 99.91% 64% 96%
Sub. 5 99.91% 66% 99%
Sub. 6 99.91% 59% 88%
Sub. 7 99.91% 67% 87%
Sub. 8 99.91% 80% 81%
Sub. 9 99.91% 97% 98%
Sub. 10 99.91% 66% 78%
Sub. 11 99.91% 75% 90%
Sub. 12 99.91% 56% 85%
Average - 69% 90%

The results of the proposed community-detection clus-
tering using the objective function in Equation (14) are
shown in Table 1, Table 2, and Table 3, respectively for
DSA, PAMAP2, and SCAR datasets. The optimal cut-off
threshold (α) and its corresponding data utilization and
clustering accuracy is listed for each target subject, where
the percentage of data utilization shows the fraction of
clustered instances over all the input instances. The results
show that our algorithm can achieve significant clustering
accuracy while utilizing a large portion of data in the final
set of target clusters. Using DSA dataset, the final clustering,
on average, included 67% of the input observations with
81% accuracy. Similarly, the average dataset utilization was
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(c) SCAR dataset

Fig. 10. Clustering accuracy for each target subject using the proposed
networked-based partitioning vs standard clustering algorithms.

72% and 69%, and the average clustering accuracy was 91%
and 90%, respectively for PAMAP2 and SCAR datasets.

In addition, we evaluated the clustering performance
of our method against several widely used clustering al-
gorithms. Fig. 10 illustrates the comparison between our
method and the standard unsupervised clustering algo-
rithms for each target subject. The Kmeans algorithm re-
quires the desired number of output clusters as an input
(e.g., k = 15 for DSA dataset), which limits its practicality.
In contrast, the DBSCAN clustering and Expectation Maxi-
mization (EM) methods automatically optimize the number
of output clusters. The X-means algorithm (an extension
of Kmeans method) only requires a lower-bound and an
upper-bound on the number of desired clusters to find the
optimal partitioning.

The subplots in Fig. 10 show the clustering accuracy
for each dataset. As it can be observed, our algorithm in
most cases outperforms the other approaches, in a con-
sistent fashion. While EM and Kmeans show acceptable
performance among all three datasets, their performance
varies considerably from one dataset to another. For in-
stance, EM algorithm outperforms other baselines in SCAR
dataset (+8.5% on average and more than 9% less than our
method). However, in DSA dataset, Kmeans outperforms
other baselines by 4.8% to have the closest performance to
our net-based algorithm (−6.3%).

5.4 Overall Classification Performance

In this section, we carried out a comparative analysis for
OptiMapper framework. We compare the performance of
our cross-subject transfer learning algorithm based on bi-
partite matching and many-to-one mapping (referred to
as ‘CSTL’ and ‘U-CSTL’, respectively) against experimental
upper-bound, and several robust models. Due to superior
performance of random forest algorithm, it is used as the
base supervised algorithm for base learner in our approach.
We used 66%-split evaluation method to ensure the test
observations are not used for training of the same model
for all of our experiments. The training and test datasets
are generated one time and used in our analysis for enable
comparability and consistency of results.

We evaluated the final activity recognition performance
of CSTL and U-CSTL approaches with adaptive label fusion.
The robust standard models used for this comparison are
(bagging and random forest algorithms) trained on the
source subjects to classify the observation in target dataset.
The state-of-the-art transfer learning models are classifica-
tion via clustering algorithm (CvC) [46], classification via
regression (CvR) [47], and classification via community-
detection algorithm and graph-level matching (ActiLabel)
[21]. These approaches use clustering and regression on the
test dataset to boost the robustness against data variations.
Furthermore, we report the experimental upper-bound that
is the classification accuracy of a 66%-split validation of the
model trained on the ground-truth labels belonged to the
same subject. The average performance per subject for each
dataset is shown in Fig. 11.

The results demonstrate the significantly superior per-
formance of the OptiMapper proposed algorithms. For
DSA dataset, The average accuracy improvement is be-
tween 22.5% (against CvC) and 3.4% (against ActiLabel
algorithm). Similarly, for PAMAP2 dataset, The average
accuracy improvement is from 15.2% (against CvC) to 4.3%
(against ActiLabel algorithm). Lastly, for SCAR dataset, The
average accuracy improvement is between 8.5% (against
bagging) and 2.3% (against CvR).

We note that because these analysis are carried out on
a fully constructed target dataset where observations from
all class labels are available, the performance of CSTL and
U-CSTL methodologies are almost identical. The reason
behind it is that the bipartite matching used in CSTL can
be considered a special case of many-to-mapping where
there is at least one available mapping between each label
in source and target clusters.

Furthermore, based on the different performances of the
algorithms over various datasets in this figure, we can ob-
serve that cross-subject transfer learning still heavily relies
on similarity of the target user to the source domain as well
as the ability of the clustering algorithm to separate the
user’s activities. While these are the reasons for variations in
the performance across target users, our proposed algorithm
is still outperforming in a vast majority of cases and on
average as well.

Fig. 12 shows the average activity recognition accuracy
of U-CSTL and CSTL as a function of the number of labels
that exist in the test dataset. Take into account that for each
subset of labels of size k, a k-combination of subsets can
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Fig. 11. Final cross-subject accuracy of U-CSTL and CSTL methods vs
baseline, computational upper-bound, and competing methods..

be found. The results for each k is the average over all the
possible combinations. From this figure, a similar pattern
can be observed for all three datasets. As discussed above,
the performance with all the labels present (i.e., the last
column in each figure) is almost the same as the mapping
problem tends to become the same in both mapping solu-
tions. However, as discussed in Section 4.1, when the target
dataset includes missing labels the many-to-one mapping
can avoid cases of bad label transfer. Such expected decline
in the performance of CSTL approach can be observed in
the figure as the number of available labels increases. An
average decrease of 3.56%, 4.22%, and 1.72% is reported,
respectively, for DSA, PAMAP2, and SCAR datasets. As
expected, no significant accuracy decline is reported for U-
CSTL. While there is a noticeable decline in such cases for
CSTL, the model does not entirely fail mainly because of two
reasons: (1) the clustering algorithm’s superior performance
does not produce many cases that could result in bad label
transfer (cases where multiple clusters belong to the same
class label); and (2) the adaptive fusion of base learner and
the transferred labels will mask many cases of incorrect label
mapping and therefore disallow the model to drastically
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Fig. 12. Activity Recognition accuracy vs the number of available labels
in the target dataset .

under-perform in such special cases.

6 CONCLUSION

In this paper, we proposed OptiMapper, a novel framework
for relational knowledge transfer for human-centered activ-
ity recognition applications. Our transfer learning approach
is based on combinatorial optimization for cross-domain
sensor mapping. We devised a novel knowledge transfer
learning algorithm to discover the relationships between
source and target domains to extract knowledge for de-
veloping a personalized machine learning model. First, we
assumed that the activity sets used in source and target
are identical and proposed CSTL, Cross-Subject Transfer
Learning, algorithm. Then, as an extension to CSTL, we pro-
posed a novel autonomous cross-subject transfer learning
approach that resolves the main limitation of CSTL method-
ology, which requires sufficient observations for all pre-
defined labels in the target dataset. This extension utilizes a
robust unbalanced many-to-one mapping scheme to trans-
fer class labels between subject-specific activity recognition
datasets. This approach, referred to as U-CSTL (Unbalanced
CSTL), formulates the many-to-one mapping problem into
a especial case of transportation problem and presents an
optimal solution. The revised mapping scheme dismisses
such assumption and can robustly map the clustered data
from source domain into the set of target observations
associated with any subset of labels.
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Through experimental evaluation, we showed the ac-
tivity recognition accuracy on the target domain drops by
43%, on average, in absence a proper transfer learning
approach. We also showed that adding excessively large
number of source subjects cannot be considered a reliable
solution for overcoming the this issue. We performed a set of
comparative analyses. Our analyses on real-world datasets
demonstrated the superiority of OptiMapper against several
state-of-the-art and baseline solutions including classifica-
tion via clustering/regression, bagging, and random forest
algorithms with up to 22% increase in the classification
accuracy. Furthermore, we could achieve 69% utilization
of datasets for clustering and 87.5% clustering accuracy, on
average.
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