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Abstract Asymptotic models have provided valuable insight into the atmo-
sphere and its dynamics. Nevertheless, one shortcoming of the classic asymp-
totic models, such as the quasi-geostrophic (QG) equations, is that they de-
scribe a “dry” atmosphere and do not account for water vapor, clouds, and
rainfall. Recently, precipitating QG (PQG) equations were derived in an asymp-
totic limit, starting from atmospheric equations that include changes of wa-
ter between different phases (vapor, liquid, etc.). The PQG equations include
Heaviside nonlinearities due to phase changes, which can potentially have a
significant influence on QG turbulence. Here, simple numerical methods are
presented for the PQG equations, accounting for the Heaviside nonlinearities,
and an initial set of numerical experiments is conducted to probe the behavior
of PQG turbulence. A two-vertical-level setup is used for an idealized vertical
structure, as in the classic Phillips model. Due to phase changes and rainfall,
the midlatitude jet variability displays a variety of behaviors, including pole-
ward propagation of the latitude of the jet. The simulations suggest a new set
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of phenomena that arise in QG turbulence due to phase changes, in a simplified
model that is potentially amenable to mathematical analysis.
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1 Introduction

The dynamics of the atmosphere is complicated, and one avenue for obtaining
basic understanding has been asymptotic models. Among a variety of classic
asymptotic models, one of the most useful has been the quasi-geostrophic (QG)
limit [46,76]. The QG approximation has been used for some of our fundamen-
tal knowledge of many atmospheric phenomena, such as baroclinic instability
and geostrophic turbulence [5,6,64,7,67,69,63,46,76,72], and it provides in-
sights that have been used in practical applications of data assimilation and
weather prediction [27].

While the QG approximation has been invaluable, one limitation of the
classical theory is that it is a “dry” theory—i.e., it describes the “dry” at-
mospheric quantities of velocity, pressure, temperature, etc., but it does not
describe water vapor, clouds, and rainfall. To extend the classic dry theory, a
variety of approaches have been used to include moisture, latent heating, etc.
[4,16,38]. While these extensions have provided new insights into the effects
of moisture, latent heating, etc., they tend to treat moisture somewhat as an
add-on rather than as an integral part of the system.

Recently, a moist QG theory was derived by starting from the equations
for a moist atmosphere, including moisture from the start and on equal footing
with the dry variables [70]. These precipitating QG (PQG) equations are a set
of new partial differential equations (PDEs) that involve Heaviside nonlineari-
ties due to phase changes of water (between phases of vapor, liquid, etc.). Like
the classic QG equations, the PQG equations involve both transport PDEs
and an elliptic PDE. A new feature of the PQG equations is that the elliptic
PDE is nonlinear instead of linear, and it has discontinuous coefficients.

The main purpose of the present paper is to describe an initial investigation
of PQG turbulence. Countless questions could be asked about a precipitating
version of QG turbulence, beyond the classic case of dry QG turbulence. For
instance, one set of questions could focus on the effects of moisture and phase
changes on geostrophic turbulence, in comparison to dry geostrophic turbu-
lence. Another set of questions could focus on the effects of the various new
parameters that arise in the moist case (evaporation rate, meridional mois-
ture gradient, etc.), and the sensitivity of the turbulence to changes in these
moist parameters. It would also be interesting to compare PQG turbulence
with geostrophic turbulence in nature or in more comprehensive models [19],
although we leave a detailed comparison for future work and focus here on QG
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equations in this initial investigation. With these types of questions in mind,
one goal here is to describe some of the new behavior that arises in PQG
turbulence, and, in order to do so, we also describe a numerical method for
simulating PQG dynamics, with the goal of incorporating the Heaviside non-
linearities in a numerical framework that is as simple as possible and as close as
possible to the methods typically used for the dry QG equations. In this spirit
of considering simple scenarios for initial investigations, we also focus here on
the two-level QG equations and leave an investigation of three-dimensional
PQG dynamics for future work.

The present work adds to a small set of prior studies on the PQG equa-
tions. The only two PQG investigations that have involved phase changes are
the original derivation [70], which also included an example solution of the
nonlinear elliptic PDE, and an investigation of discontinuous front solutions
[78]. Another set of studies investigated PQG equations with precipitation but
without phase changes, in which case some analytical theory is made possi-
ble in the absence of the Heaviside nonlinearities. These studies investigated
linear baroclinic instability and the effects of precipitation on moisture trans-
port [77], and two investigations of geostrophic turbulence, one with a focus
on water spectra [15] and another with a focus on coherent corridors of water
that resemble atmospheric rivers [14]. The present work on PQG turbulence is
distinguished by its inclusion of phase changes and associated Heaviside non-
linearities. In a related body of work, the PQG dynamical equations were not
directly used, but the PQG asymptotics motivated methods for decomposi-
tions into balanced and unbalanced components, using a new type of potential
vorticity inversion that incorporates moisture and phase changes [79,80].

The present paper also contributes to the small body of work on QG tur-
bulence in the presence of moisture. One paper has examined moist QG tur-
bulence in an idealized setting [38], in a square domain with doubly periodic
boundary conditions, similar to the setup of the present paper. A more real-
istic, global setting on a sphere has also been used in some studies of moist
QG turbulence [60,37]. One difference from the present paper is in the treat-
ment of precipitation and latent heat release. Here, a large-scale saturation
condition is used, which is inherited from the underlying, more comprehensive
models of cloud microphysics, and no convective parameterization is included;
in contrast, the other moist QG models [38,60,37] use a parameterization of
small-scale convection rather than a large-scale saturation condition. While it
would be interesting to combine both treatments (i.e., both large-scale satu-
ration/condensation and convective parameterization), here we focus only on
the large-scale saturation as the newer aspect of moist QG turbulence.

This article is dedicated to Andrew J. Majda to celebrate his 70th birth-
day. He has had an enormous influence on the present authors, and we are
grateful for his collaboration and friendship. A vast amount of his work has
influenced the present paper, including work on geophysical fluid dynam-
ics, quasi-geostrophic equations, partial differential equations, singular lim-
its, fast-wave averaging for fluids with small Mach, Froude, and/or Rossby
numbers [34,35,43,17,18,47,46,48,44,53,45,11,12,13,49], moist atmospheric



4 Rentian Hu et al.

dynamics, [20,28,29,31,30,36,71,52,51,54,10,32] and numerical and/or sta-
tistical methods using the quasi-geostrophic equations as a test model [1,2,22,
23,21,24,39,65,66,50].

The remainder of the paper is organized as follows. The PQG equations
are described in section 2, along with a description of the numerical methods,
including the treatment of the Heaviside nonlinearities. In section 3, a suite of
numerical simulations is presented, and a main highlight is that phase changes
cause the jet stream to propagate poleward. Also discussed is the smoothness—
or lack thereof—of the various model variables, as a result of the discontinuous
coeflicients from phase changes. Finally, conclusions and future directions are
discussed in section 4.

2 Model description

In this section, we describe the PDEs of the PQG model, and the energy
principle. One new aspect here is the setup of a version of the model with
only two vertical levels. Such a setup is valuable because it essentially turns a
three-dimensional (3D) problem in (x,y, z) into a two-dimensional (2D) prob-
lem in (z,y), at a substantial computational savings; yet it arguably contains
the most essential physics, including both a barotropic (height-independent)
mode and a baroclinic mode. As such, the two-level setup has been valuable in
past studies of QG equations [64,38,76,72,65]. Some subtleties arise in moving
from 3D to 2D here, due to precipitation, and they are discussed below. An en-
ergy principle suggests that the 2D model has firm mathematical and physical
grounding. Finally, a numerical method is proposed at the end of the section.
A new aspect of the numerical method, in comparison to dry QG models, is
the need to handle discontinuous coefficients associated with phase changes.

2.1 Two-level PQG equations

To obtain a two-level version of the PQG equations, we start with description
of the three-dimensional PQG equations. Details of derivation of the PQG
equations can be found in [70]. The 3D evolution equations can be written in
the following nondimensional form:

DhC - Jw
Dhoe Lds Lds
= 1
Dt YT L (1b)
Dhqt Lds Lds aqr
_ —V 1
TR o ey = (1c)

where ((x,1),0.(x,t),¢:(x,t),¢-(x,t) are three dimensional functions of x =
(x,y, z) and time ¢; ¢ = 0,v—Jyu is the vertical component of relative vorticity
where u = (u,v,w) is the fluid velocity; S is the change in rotation rate
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with respect to latitude; 6, is the equivalent potential temperature; G is a

nondimensional parameter defined to be —%% where L, is latent heat of
P e

vaporization, ¢, is specific heat, and terms with tilde (g, 6.) are background
values of the corresponding variables that only depend on the height z; L is
a reference length scale; Lgs is the (saturated) Rossby radius of deformation;
Lgy is the (unsaturated) Rossby radius of deformation. The two Rossby radii
of deformation, Lg, and Lgs, are related to the background profiles 6.(z) and
Gt(2) [70], and they are related to the parameter G, via the relation

Ldu 2
=14+G
(Lds ) + Gp

which shows that it is sufficient to specify only two of the three parameters
Lau, Las, and Gyy; ¢ is the mixing ratio of total water; V. is the (nondimen-
sional) fall speed of rain, taken to be constant. Also, the material derivative
at horizontal level is %(-) = (") + up, - V. The variable g, is the mixing
ratio of rainwater, and it is defined diagnostically as ¢, = max(0, ¢; — gvs), i.€.,
as the amount of water above saturation, where ¢, is the saturation mixing
ratio. This max function for defining g, is one place where phase changes enter
the equations; other appearances of phase change nonlinearities will be noted
below.

We then define two quantities: the potential vorticity PV, and a moist

variable M:

Ly, L 06,
PV, = 2
V‘ C * Lds Lds 0z ( a)
M = g + Gp6e (Zb)

The motivation for using PV, and M is that they eliminate w from (1). Their
evolution equation can be found from (1) and (2) to be

D, PV, _ Lay L Ou,
Dt + /BU — Lds Lds @ N the (33:)
D, M 0
—— =V,—q,. b
Dt 8zq (3b)

Note that, in terms of the new quantity M, the rainwater ¢, = max(0, ¢t — gus)
can be written as ¢, = max(0, M — Gpr0e — qus)-

To close the system, additional diagnostic relations are needed. In partic-
ular, in order to evolve the prognostic variables PV, and M in (3), one also
needs uy = (u,v), 8., and ¢,.. To find these additional variables, the definitions
of PV, and M in (2) are inverted by turning them into the elliptic PDE
Low L O

Lds Lds & [Hu96u<'(/)27 Ma Z) + Hsees (1/)27 Ma Z)] = PVVe (4)

Vi +

This PDE arises from (2) by noting that the relative vorticity and stream-
function are related by ¢ = V2, and by defining 6, using different functions
in different phases, which are explained further below. Upon writing out the
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functions e, (¢, M, z) and O.5(,, M, z) that define 6. in unsaturated and
saturated phases, respectively, the elliptic PDE becomes

B L2 8y Ly, L L2 0y L
2 . - u - =
Vhw"" 82’ |:Hs (Lgs aZ + Lds Ldsqu> +Hu <L3u Bz + LduM>:| P‘/e
()

Note two properties of this elliptic PDE: (i) it has discontinuous coefficients,
due to the Heaviside functions H, and H,, and (ii) it is nonlinear, since the
Heavisides are functions of gy, which itself is a function of 1., as explained
further below. By solving this elliptic PDE, given knowledge of PV, and M, one
obtains the streamfunction 1, from which all other variables can be found. For
instance, from the leading order of the asymptotic derivation, the geostrophic
balance and hydrostatic balance conditions are:

Loy

u, = Vi, 0

where ¢ is the potential temperature, and Vi = (—8y,9,). These balance
conditions provide the definitions of # and the velocity variables u and v,
given streamfunction .

Phase changes appear in two places above: in the definition of ¢, = max(0, ¢;—
qvs), and via the equivalent potential temperature 6. in (4)—(5). The following
relations are useful for defining and relating the different variables and the
Heaviside functions. The equivalent potential temperature 6. can be defined
in terms of the potential temperature 6 and ¢; as

95 = (9+qt)Hu+ (9+qu)Hsy (7)

where a different formula is used in different phases [70]. Also, ¢: can be defined
in terms of M and 6., from (2b), as gt = M — Gps0.; it follows from (7) that
g: can be defined in terms of M and 6 as

M -Gyt

= H, + (M — Gp0 — Gprrqos)Hs. 8
qt 1+ G ( M MQ) ()

Here, the Heaviside functions H, and H, are indicators of the unsaturated
and saturated phases, respectively. The saturated phase (Hs; = 1) is defined
as the region where total water ¢; is above the saturation value:

HSZH(C]t—st), Huzl_Hs; (9)

where H(z) is a Heaviside function that equals 0 for < 0 and 1 for z > 0.
A rigid lid boundary condition w = 0 is imposed at top and bottom. The
vertical boundary condition of the nondimensional form of PQG equations (1)

thus becomes D6 b 5
hUe hqt qr
=0 =0 =V, 10
v " Dt T Dt 0z (10)

on both top and bottom [15]. As a further simplification, one could choose
initial conditions with 6, = 0 and ¢; = 0 on the domain top. As a result, due
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to the boundary evolution in (10), 6, and ¢; would remain 0 at the domain
top for all times:

w=0, 0.=0, ¢ =0, attopboundary. (11)

In attempting a similar simplification at the bottom boundary, . = 0 could
be used by similar reasoning, but a complication arises due to precipitation.
In particular, if ¢; is initially 0 at the bottom boundary, it may not remain 0
for all times, since the precipitation term V,.0q,/0z can transport water from
the interior of the domain to the bottom boundary. This is the main subtlety
that arises here in moving from the 3D system to a simplified two-level system,
and in seeking a setup without boundary dynamics. One approach would be
to include an evolution equation for the bottom boundary values of ¢, as in
(10); however, the coupling of boundary dynamics and interior dynamics can
bring nontrivial challenges for QG systems [74,73]. Since the present goal is
to explore the simplest possible setup with two vertical levels, we will set all
thermodynamics variables to zero at the bottom boundary for all times:

w=0, 6.=0, ¢ =0, atbottom boundary. (12)

While the ¢; = 0 condition does not directly follow from the w = 0 boundary
condition in a precipitating system, it is at least approximately valid if pre-
cipitation covers a small fraction of the domain, as is typically the case for
the real atmosphere. Also, it is shown below that the system still retains an
energy principle, which suggests this simplified setup has a firm mathematical
and physical foundation.

top
level 2 PV,, 0.5, 1, v,
middle Mu, Gegns Qusms Oems Unns Vim
level 1 PV,,0,,,u,,v,
bottom

Fig. 1 Diagram of the two level set-up

After here, the two-level version of the PQG equations can be deduced. The
move to the two-level version is similar to what is done in the dry case, al-
though the subtlety described above, due to precipitation effects at the bottom
boundary, should be noted. A staggered grid is used in the vertical direction,
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as shown in Figure 1. The domain height is 2Az for a setup with two vertical
levels. The velocity is defined on two interior levels, denoted as levels 1 and 2,
and located at heights of Az/2 and 3Az/2, respectively. The thermodynamic
variables are defined on domain top, domain bottom, and the middle of the
domain (denoted by a subscript “m”). Subscripts of 1, 2, and m are used to
indicate the material derivative at each level: B1(-) = 9,(-) + 1105 (-) +v19y(-),
and similarly for B2 (-) and 2z (-). The two-level equations are then obtained
from (3) by using centered finite differences in z and the boundary conditions

in (11)—(12). The two level version of the PQG equations is then:

D, PV; Lagu L Ouy
— T 7,6, 1
Dt +hu Las Las 0z Viabe (132)
Dy PV, Lgu L Ouy
Dt + sz Lgs Las 0z Vheeg ( 3b)
DMy Vi
Dt A (13c)
with
L 1\? Lgw L 1
_ 72 - o du L
P‘/:e,l - vhwl + Hs ((Lds AZ) (¢2 1/)1) + Lds Lds Az QUs,m>
) (14a)
L 1 L 1
H, —_— — —_— M,,
o () e )
L 1)\ Lgw L 1
PV, =V? H _ _ _ Zdu
‘/e,Q Vh"/)2 + I ((Lds Az (’(/}1 ¢2) Lds Lds AZQUs,m>
) (14b)
L 1 L 1
+ Hu ((Ldu AZ) (1/}1 wZ) - Ldu Az m)
L s —1 1 L 4o —1
—_— H H 14
ee,m HS(Ldu AZ + vs) + 1 4 GM( uLdu AZ + uMm) ( C)
qt,m = Mm — GMge,m (].4d)
Qrom = maX(O, dt,m — qu,m) (14‘3)
Quvs,m = qgs + Qisem (14f)
u; = 7%77/; fori=1,2 (14g)
v; = %ﬁi fori=1,2 (14h)

Note that the term Ouy/0z was left written as a function of a continuum
z coordinate in order to ease notation. It is actually defined using centered
finite differences in the same way as the other terms above. (Recall Fig. 1
for an illustration of the staggered grid.) Explicitly, for instance, the value of
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Ouy [0z at level 1 is defined as the average of duy,/Jz values at the mid-level
(subscript m) and bottom boundary (subscript b), which are (us —uy)/Az and
0, respectively, where a free-slip bottom boundary condition of du,/9z = 0 is
used, which follows from 0v/0z = 0 from (6)—(12).

Also note that an upwind scheme was used to write V,.0q,./0z =~ (V. JAz)(qr| =27 —
Gr|z=z,, ) in (13¢) at z,,. An upwind scheme is appropriate for this term since
rain falls downward. Since ¢ = 0 and ¢, = 0 at z = zp for all times, it follows
that V;.0q,/0z =~ —(V,./Az)qrm.-

An energy principle for the two-level system can be obtained by consider-
ing four contributions to the total energy: kinetic energy (K E), unsaturated
potential energy (PE,,), saturated potential energy (PFEj), and a moist energy
(ME). These four energy contributions are defined as

1
=5 [ 1Zu P+ Wl
A
PE zl/HL2 Y2 — 2dA
“ 2 A uLgu AZ ’

1 L (o —11\’
PE, == H,— dA,
2/A Lfls< Az
=t [ (- e A
_2 A UGM L(Qisqu b)

which are obtained from the 3D PQG energy [70] by applying finite differences
in place of the vertical derivative 9/0z.

The energy evolution can be found by taking a time derivative of each
energy component:

KE /
1/’2 U1
PEU / H,w,, . dA

DyH, L? (g —11)?
— = = dA
2 A Dt eriu (AZ)Q
iPES S / HS“’”‘WA_ V1A

dt
/ DyHy L* (o — 1/}1)sz
2 A Dt LZS (AZ)2

d 1 [ DpH, (b2 —n)? [ L* L2
dtME_2/A Dt (A2)2 \I2, I2, da.

The calculation of these time derivatives is described further in the appendix.
It then follows that the total energy is conserved,

dt

(16)

%(KE + PE, + PE, + ME) = 0. (17)
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Note that energy is conserved, even though water can be lost from the
interior of the domain due to precipitation. In more comprehensive systems,
energy loss due to precipitation would arise from a hydrometeor drag term
—pgq, in the buoyancy [61,62,25,26,55]. In the PQG system, however, the
hydrometeor drag term is not a leading order term in the asymptotic derivation
[70], so energy is conserved. It would be interesting in the future to retain
hydrometeor drag as an additional small term which could dissipate energy on
longer time scales.

2.2 Numerical methods and setup of numerical simulations

For numerical simulations, some additional features are added to the dynam-
ical model in (13) to give

D1PVY1 Ldu L 8uh 4
-U0,PV; P = - — Vil 1—kpmApp1—vA; P
Di Uo 1010y PV pg+501 Lu. La. 0z Vibe1—EnmAnp1—v A, PVy
(18a)
Do PVy Ly, L Ouy
o+ Uy PV + 030, PVa py + Bvg = — T To 97 Vibeo — VAL PV
(18b)
DMy, Vi
D + U Oy Myg = fA—anm - Z/A;LLMm + E. (18c¢)

These equations now include an evaporation source term, F, and lower-level
friction, represented by —ra Apt1, where Ay = Vfl is the horizontal Lapla-
cian operator. Also included are dissipation terms in the form of 4th-order
hyperviscosity, represented by the operator —vA?. This setup is similar to
other studies of two-level QG equations [65,15] although the present model
also includes phase changes.

Note that equation (18) also splits the PV and M variables into back-
ground states and anomalies. The background values for PV and M are
PVipy = (=1)7(1 + qis)ﬁf—i@U‘y) and My, = (Qy + GuO.)y, where
6.y = (0 + Q,)y. Physically, Oy represents a meridional temperature gra-
dient, which for @ < 0 corresponds to warmer air near the equator and
colder air near the polar region. The vertical shear, U, is related to © as
Oy = —iL—iuQUy), which follows from geostrophic and hydrostatic bal-
ance, (6). Also, @, represents a meridional gradient of water vapor, where, for
@y < 0, more water vapor is present near the equator and less near the polar
region. Finally, note that a constraint on the @ and @, values arises, due to
the threshold qusm = ¢O5 + ¢i0,, for the phase interface. More specifically,
if this threshold formula is examined in the presence of a meridional gradient
O, one can see that an inhomogeneity would be introduced, as gys,m would
also have a meridional gradient. To avoid the inhomogeneity, we impose the
constraint dy(g: — ¢us) = 0, which will guarantee a homogeneous setup for the
threshold, since the meridional gradient in the threshold g, is in balance with
the meridional gradient in ¢;. Such a constraint is needed here for a setup with
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doubly periodic boundary conditions in the horizontal, as also implemented for
a convective parameterization threshold in [38]. It follows from the constraint
0y(qt — qus) = 0 that the meridional gradients of water vapor and potential
temperature must be related by Q, = ¢;,0.

The background state is unstable, and the unstable eigenmodes are used
to create the initial conditions. In particular, we use a band of eigenmodes
centered around the unstable wave vector (k,1) = (3, 1), where the eigenmodes
are obtained by solving the linearized equation for PV and M [15].

Parameter values of the “standard case” numerical simulation are listed in
Table 1. The parameter values follow those used in [65] for the mid-latitude
atmospheric case, except we are using smaller value of U = 0.15 to account for
an extra factor of (1+¢.,) in PV background in order to have a more consistent
jet in the standard case. To help see the connection with the parameters of [65],
different parameters are listed in the tables of parameters, note the parameter
relations k2 = 8 x (L/Lg4y)? and Lgy/Las = (1 4+ Gpr)'/?; consequently our
choice of L/Lgs = 2.0 matches the choice of k; = 4.0 in [65].

Table 1: Standard Case Simulation Parameters
N 3 Gu & U & v Az ¢, V., E

H 128 25 1.0 20 0.15 005 5x10°% 05 1.0 1.0 0.02 H

The numerical scheme involves two parts. First, the evolution equations in
(18) are advanced forward by one time step using a pseudospectral method for
the spatial derivatives. The time-stepper is a 3rd-order Runge-Kutta scheme
with an adaptive At chosen to satisfy the CFL condition. New values of
PVy, PV,, and M, are now known after advancing by one time step. Second,
the new PV and M values are used to find the new values of all other variables,
such as 0., u, v, etc. in a procedure called PV-and-M inversion. [These new val-
ues of 6., u, v, etc. are needed in order to take our next time step of (18)]. In
terms of equations, PV-and-M inversion involves solving the elliptic PDE in
(14a)—(14b). Notice that the elliptic PDE has variable coefficients, since the
Heavisides H,, and H depend on x and y; as a result, Fourier spectral methods
are less effective when phase changes are present. As an alternative, we use a
conjugate gradient method to solve the elliptic PDE. Also, the elliptic PDE
is nonlinear, since the Heavisides depend on ¢;, and ¢; depends on %, from
(6)—(9). To handle the nonlinearity, a simple iterative method is used. See the
appendix for further details of the numerical methods. Note that the algorithm
here is meant to be simple and as close as possible to traditional algorithms
for turbulence simulations [65,15], for ease of use. It would be interesting in
the future to investigate more sophisticated methods. For instance, the elliptic
solver used here is only first-order accurate, due to the PDE’s discontinuous,
variable coefficients; it would be interesting to design a more complex scheme
that can achieve second-order accuracy for this nonlinear problem, possibly
based on a second-order scheme for linear PDEs [56,58,3,9,57,75].
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3 Numerical simulations of mid-latitude jets

How do phase changes influence QG turbulence? To investigate this question,
a suite of numerical simulations is presented in this section.

The focus is on parameters that appear in moist QG but not in dry QG,
including evaporation rate £, meridional moisture gradient ,, and rain-
fall speed V,.. As described in section 2, their standard values here are £ =
0.02,V, = 1.0, and ¢}, = 1.0 so that @, = ©, which will be the parameter
values used unless otherwise specified.

3.1 Evaporation F and jet shifting

We begin by investigating simulations with different values of evaporation rate
E. In addition to the dry case (E = 0) and the standard moist case E = 0.02,
we also consider larger values of E = 0.05 and E = 0.1.

First consider the jet in each case, as shown in snapshots of zonal wind
in Figure 2. In three cases, a single jet is present, and it is indicated by the
large eastward (ug > 0) values that appear over a narrow range of latitudes
and extend across all longitudes. For instance, in Figure 2c, the jet is mostly
confined between y = —2 and y = 0. One difference between the dry case
(Figure 2d) and the phase-change cases (Figure 2a,b,c) is that the phase-
change cases appear to have more variability on small scales (which will be
discussed further in a section about spectra and regularity below).

To better illustrate the effects of varying E values, Figure 3 displays the
upper-level zonally-averaged wind as a function of time, from ¢ = 0 to ¢ = 800.
In the dry case (Figure 3d) the jet remains near the same latitude for all times
(in between roughly y = 0 and = 1). As E increases, there is a trend toward
an increasing number of jets, and they propagate poleward. For example, for
E = 0.02 shown in Figure 3c, there is a single zonally-averaged jet moving
slightly northward. Moreover, the propagation speeds (represented by the lines
in each plot) are faster for higher values of F = 0.05,0.1 and the poleward
trend is more apparent (Figure 3a,b).

Furthermore, different E values give rise to changes in total water and rain-
water in the domain, as illustrated by Figures 4 and 5, which show snapshots
of mid-level ¢; and q,, respectively. Recall that ¢; = g, + ¢,-- In Figure 4, rain-
water is represented by positive values where areas are red. When F = 0.02
(Figure 4c), there is little rain, corresponding to Figure 5¢ and later on Fig-
ure 6c, and the negative value (g,) indicated by blue areas gives a single jet.
An increasing F value results in larger portion of red area in the snapshots
of ¢; as well as in the snapshots of ¢,. The jet migration present in Figure 4c
thus becomes less obvious in Figure 4a,b as discussed in previous paragraph
regarding Figure 3.

Lastly, the impact of different E values is also demonstrated by time series
of cloud fraction in each case. The cloud fraction H,(t) is defined as the fraction
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of the domain that is occupied by rainfall—i.e.,

H(1) = 5 /A Ho(2,y.t) dz dy, (19)

where A is the area of the domain and H(z,y,t) is the Heaviside function
that indicates a saturated region. It may be more appropriate to refer to
H,(t) as the rain fraction, since it is actually the fraction of the domain with
rainfall present, as the simplified cloud microphysics scheme here has rainwater
but not cloud liquid water per se [25]; nevertheless, we will use the term
cloud fraction since it is used more commonly. As shown in Figure 6, a small
E = 0.02 gives a relatively small cloud fraction mainly in the range between
0.02 and 0.06 (Figure 6¢). As E becomes larger, higher cloud fractions are
shown in Figure 6a,b. E = 0.05 gives a fraction ranging from 0.06 to 0.14.
E = 0.1 gives a fraction ranging from 0.1 to 0.2. Eventually, a dry case has
zero cloud fraction. Hence the cloud fraction is strongly influenced by the E
values. In essence, evaporation E is the (prescribed) moisture source, and it is
compensated by the (interactive) moisture sink from rainfall. The evaporation
and rainfall reach a rough balance, the case of a larger evaporation rate will
require a larger cloud fraction and more rainfall to maintain a statistical steady
state.
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Fig. 2 Snapshots of zonal velocity us(z,y) at time ¢ = 640. (a,b,c) E =
0.1,0.05,0.02, respectively. (d) The dry case without the phase change
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Fig. 3 Poleward propagation of the jet, as indicated by the evolution of
t2(y, t), the zonally-averaged zonal wind at level 2. (a,b,c) E = 0.1,0.05,0.02,
respectively. (d) The dry case without the phase change
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(¢) gt,m(z,y) for E =0.02

Fig. 4 Snapshots of total water, ¢ .,(z,t), at ¢ = 640. (a,b,c) E =
0.1,0.05,0.02, respectively
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Fig. 5 Snapshots of rainwater, g,.,(z,t), at ¢t = 640. (a,b,c) E =
0.1,0.05,0.02, respectively
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Fig. 6 Time series of cloud fraction. (a,b,c) E = 0.1,0.05,0.02, respectively.
(d) The dry case without the phase change

3.2 Meridional moisture gradient @), and temperature-dependence of g

Recall the newly defined g, is different from its definition in [70]. Here ¢,s =
@0, + qt,0 where ¢¥, and ¢!, are constant parameters mentioned in section 2.
Moreover, recall the water gradient @, is tied to ¢l that Q, = ¢.,© for the
purpose of maintaining a homogeneous setting. The simulations below shown
in Figure 7 and Figure 8 have fixed evaporation value E = 0.02.

To see if changing ¢!, promotes changes in jet shifting, Figure 7 shows plots
of zonally averaged wind at upper level from ¢t = 0 to t = 800. Figure 7a is when
ql, = 0 and two jets are presented and almost horizontal. As g, increases to
0.25 and 0.5, the trend of jets does not change. When ¢_, is set to be 1.0, there
is only one single jet that is present in Figure 7d. This is because the low cloud
fraction shown in Figure 8d and somewhat similar to the jet behavior in dry
case. Also notice the jet is moving slightly northward. Since the constant ¢, is
related to meridional moisture gradient (Q,), larger ql, values correspond to
larger @), values. Therefore, when @), increases, it appears to promote poleward
propagation of the jet. It is reasonable to conclude that ¢, (or equivalently
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Q) is another factor for the presence of poleward jet migration, in addition
to E.

0.6

0 100 200 300 400 500 600 700 800
t

(a) a2(y,t) for qll,s =0

0 100 200 300 400 500 600 700 800
t t

(c) u2(y,t) for g5 = 0.5 (d) az(y,t) for gk, = 1.0

Fig. 7 Propagation of the jet, as indicated by @s(y,t), the zonally-averaged
zonal wind at level 2. (a,b,c,d) ¢l, = 0,0.25,0.5, 1.0, respectively
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Fig. 8 Time series of cloud fraction. (a,b,c,d) ¢l, = 0,0.25,0.5,1.0, respec-
tively

3.3 Rainfall speed V.

To encapsulate the effects of varying rainfall speed V.., different from other
cases where V. = 1.0, Figure 9a,b are plots of cloud fraction for V,, = 0.25
and V, = 4.0 respectively. Figure 9c,d are plots of zonally averaged wind at
upper level for V. = 0.25 and V,. = 4.0 respectively when E = 0.02. As V.
is decreased by four times, the cloud fraction has slightly larger values for
most of the time in Figure 9a comparing to Figure 6¢. On the other hand, as
V. is increased by four times, the cloud fraction is almost 0 for majority of
the time (Figure 9b). Nonetheless, the jet formulations of 4y do not change
drastically in Figure 9d comparing to Figure 3c since the cloud fractions of
both cases are similar. Yet, in Figure 9c, where cloud fraction has increased,
there is faster speed of jet propagation as seen in previous high cloud fraction
cases demonstrated by Figure 3a,b.
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Fig. 9 Comparison of V, = 0.25 (left column) and 4.0 (right column). (a-
b) Time series of cloud fraction for V., = 0.25 and 4.0 respectively. (c-d)
Evolution of @a(y,t), the zonally averaged zonal wind at level 2, for V,. = 0.25
and 4.0 respectively

3.4 Spectra and regularity

Given that the PQG equations involve phase changes and Heaviside nonlin-
earities, it is interesting to explore the regularity of solutions in the numerical
simulations. To investigate regularity, Figure 10 shows spectra for several im-
portant variables: PVa, My, 0. and gy m,. Notice that PV and M appear
to have smoother spectra, which is likely because they are explicitly evolved
and influenced directly by hyperviscosity (Figure 10a,b). On the other hand,
the other variables are obtained at least partially from the streamfunction v,
which is obtained from after solving the nonlinear elliptic PDE which has the
discontinuous coefficients due to the phase change introduced by Heaviside
functions. Consequently, taking the derivative of ¢ will potentially create a
loss of smoothness/regularity at the phase interface for variables such as 6,
(Figure 10c) and for other variables that come from v such as w,v,q; (Fig-
ure 10d).
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An indication of the smoothness/regularity can also be seen visually in
the snapshots in Figure 2. The dry case (Figure 2d) does not appear to have
as much variability as the phase change cases (Figure 2a,b,c). This series of
snapshots shows that us, which is obtained after the inversion step, is more
irregular in phase change case due to the existence of discontinuous coefficient
in PV equations. This serves to illustrate some of the challenges involved in
numerical simulations with the combined effects of both turbulence and phase
changes.

Variance
Variance

10% 10° 10t 102
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(a) Spectra for PVa (b) Spectra for My,

— 0 —0
160 160
— 320
— 480
—— 640
— 780
800

— 320
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Variance

10° 10! 10% 10° 10t 102
Kn Kn

(c) Spectra for Oe,m (d) Spectra for g¢,m

Fig. 10 Spectra plots—i.e., variance as a function of wavenumber. Differ-
ent curves are shown for different times. (a,b,c,d) PVa, M, 0c m and g m,
respectively

3.5 Higher resolution sensitivity studies

To ensure that higher resolution simulations present similar phenomena of jet
shifting, plots of zonally averaged wind at upper level and snapshots of zonal
wind at different times with resolution N = 256 are shown in Figure 11b,d,f.
The case shown in Figure 11 uses the standard parameter values from Ta-
ble 1 (aside from using N = 128 in the left column and N = 256 in the right
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column of Figure 11). Notice that, in the high-resolution simulation in Fig-
ure 11b, the jet does also move poleward, indicating that jet shifting occurs in
simulations at different resolutions. In other details, though, the low-resolution
(Figure 11a) and higher resolution (Figure 11b) show some differences, such
as a longer spin-up time until roughly ¢ = 500 or 600 before the jet shifting
begins in the higher resolution simulation. To show more detail of the jets,
snapshots of the jets are shown from Figure 11(c) to Figure 11(e) at times
t = 80 and t = 240. Given that these are snapshots from turbulent simula-
tions, one cannot expect agreement of detailed features between the N = 128
and N = 256 cases, but this comparison does show that the jets in the N = 128
and N = 256 cases have somewhat similar variations. Overall, this compari-
son indicates that some details differ in these turbulent simulations at different
resolutions, but the basic phenomenon of jet shifting also appears in higher
resolution simulations.
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(a) a2(y,t) for N =128 (b) @2(y,t) for N = 256

(e) uz(z,y) for N =128 at t = 240 (f) ua(z,y) for N = 256 at t = 240

Fig. 11 Comparison of standard resolution (N = 128, left column) and a
higher resolution simulation (N = 256, right column). (a,b) Zonally-averaged
zonal velocity at level 2, @a(y,t). (c,d) Snapshots of us(z,y) at t = 80. (e,f)
Snapshots of us(z,y) at t = 240

4 Concluding discussion

A setup of QG turbulence was presented here to include the effects of rainfall
and phase changes. Precipitating QG turbulence presents numerous challenges
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(in terms of mathematics, computation, and physical understanding) due to
the combined influence of turbulence and phase changes. A two-level setup
was described as the simplest setup with these effects, and it includes an as-
sociated energy principle. A numerical method was also presented, including
an iterative method for the solution of the nonlinear elliptic PDE for PV-and-
M inversion. For the dynamical evolution equations, standard pseudospectral
methods were used in order to remain as close as possible to traditional numeri-
cal methods for turbulent fluid dynamics. In an initial exploration of numerical
simulations, one new feature that arises due to phase changes is the poleward
propagation of the jet.

The simulations suggest some interesting behavior for future study from
the point of view of geophysical fluid dynamics. It would be interesting to fur-
ther explore, for instance, the idea of an effective static stability for geostrophic
turbulence with phase changes [59]. It would also be interesting to explore the
poleward propagation of the jets that was seen in the simulations here. While
the precise mechanisms are perhaps not the same, propagation or movement
or shifting of jets has also been a topic of interest for the jet streams in na-
ture. For instance, one question is whether or not (and if so then via what
mechanisms) the jet streams are shifting poleward in latitude due to global
warming [33,68,42]. Another interesting topic is the occasional superposition
of the subtropical and polar jets [81,8], which tends to be in localized regions
and can be associated with extreme weather events.

The PQG equations also suggest further mathematical questions of PDE
analysis. The regularity of solutions to the PQG equations (both the nonlinear
elliptic PDE for PV-and-M inversion as well as the full dynamical evolution
equations) remains an open question. It would also be interesting to further
explore the discontinuous front solutions [78], and, for instance, their stability.

5 Appendix: Energetics

To derive the energy principle in (15)—(16), it is convenient to note the follow-
ing form of the evolution equations:

Didi L w
L ;= (-1 —, fori=1,2 2
pr Pu= DT, feri=12 (202)

Dmbu Ldu _Vr
= 20b
Dt L T At (200)
Dmbs Lds Lds
w
Dt Law L

where w, by, bs, and ¢, are from the middle height, from Fig. 1, but their
subscripts m have been suppressed to ease notation. These are the two-level
version of (1). Note that the equations for 6, and ¢; have been rewritten in
terms of the buoyancy variables b,, and b, as in the appendix of [70]; however,
a typo in (A14b) of [70], in the coefficient of w, has been corrected here.

=0, (20c)
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Also useful are the relations for geostrophic and hydrostatic balance from (6),
written in terms of b, and b, as

L ov
Ldu 82 ’
The derivations of the energy transfers in (16) are as follows. Note the

relations (d/dt) [, FdA = [,(0F/ot)dA = [,(DyF/Dt)dA are used to take
derivatives with respect to time.

For the kinetic energy, by equation (20a) and ¢ = V31,

d
aKE th/ Vi1 - Vo1 + Ve - Vithe dA

w, = Vi, by H, +b.H, = (21)

th/ P11+ Pale dA

D D D D
Z—*/% 1C1+¢2 2CQ+C1 E)zfl*'@ E;fg

— _7/ %chl +w2D2C2 +<Iaw1 +c26¢2 dA

D D 0 0
! / W 141 2@ V- Vi ;‘;1 Vitbs - Vi gf

DhCl Dth
2 dt / (3 o dA

0 0
— 5 KB =5 [ Gt —ve) = ens Gt — s d

1d o — Y1
_l%kp dA.
“oat e /A YTAL

dA

dA

(22)

In the calculation, integration by parts was used, along with doubly periodic
boundary conditions. Also used was the relation uy - Vp = 0, which follows
from the definition u;, = Vi1 and is valid at each vertical level. Note that
the Coriolis term, fBv;, does not make any contribution to the energy.

For the unsaturated potential energy, by equation (20b) and equation (21),

2 B 2
Spm = 3 [ (1) aa
du

dt 2dt Az
= H,b? dA
2dt/
= 7/ D"H“bﬁ dA+/ Hoby 220 g4 (23)
2 ), Dt . Dt
1 Dh.H'S 2 Ldu V
=_= b2 dA — | Hyby( dA
Z/A Dt / Lt A

1 [ DpH, L? (g —1p1)? 1/12*77/11
__7/A b T (A A /H =
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The V, term disappears because ¢, H, is 0.
For the saturated potential energy, by equation (20c) and equation (21),

2 . 2
iPE :li HsII//T ("/’2 1#1) dA

dt 7 2dt Az
— H du 2 A
2dt/ ngb a
DyH, L 3 D b
:2/ L LgUb2dA+/H Zaup 2hs g4 (24)
A
DyH, L2, / 3 Lds La,
- Saug2 gp - [ g S dA
2 /A D 12 e b )

B DpHy L (Y2 — ¢1)? 1/12 1/)1
_Q/A Dt L2, (A2)? dA - /H d4.

For the moist energy, starting from (15) and using (13) and (6), we find
d 1 d L2 ?
—ME=_——— [ H,(M—"%q, | dA,
dt 2G dt / ( 2.1 )
1D, H, Lz, \’ 1Dy, L2 ?
= Vs Hufi M — = Vs dAa
GM/2 Dt ( T2 %) Ty 721

1D, H 2 2
= = 5 “ 96 — Jdu vs
Gu /A 2 Dt (qt o 3" )

2
_m, (M Ldu )V’"qrdA,

L2 QU S AZ

1 [ 1DyH, L2 2
= | = G (6 — Zdug ) dA,
au |3 D (Qt"' M0+ qv) Li%.)

1 [ 1DyH, ( L2 )2
= [ = vs + Gar(0 + qus) — 754 qus | dA,
Gu Ja2 Dt \1 21(60 + dus) 2.1

thHu )
= [ =R G 6%dA,
[z
_ 7/ DpH, (2 —1)* (L* L7 JA
“2), Dt (A2 \12, I2 '

(25)

In the calculation above, notice that Dy H, /Dt is a Dirac delta function at the

phase interface; consequently, in the coefficient of Dy, H,,/Dt, one can replace ¢;
by qys since ¢ —qys = 0 at the phase interface. The V, term disappears because
qr-H, is 0. Note that the only term remaining in (d/dt)ME is a Dirac delta
term at the phase interface, so the moist energy (M E) transfer only happens
at phase interface. This completes the derivation of the energy transfers in
(16).
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6 Appendix: Numerical methods

In this appendix, some aspects of the numerical methods are described in
further detail. This includes, first, the iterative method that is used for solving
the nonlinear elliptic PDE, and, second, an outline of one time step of the
numerical method. The outline is as follows, and the elliptic PDE solver is
described as the first stage.

1) After evolving the PV and M variables according to their evolution equa-
tions in (18), the next task is to perform PV-and-M inversion by solving the
nonlinear elliptic PDE in (14a)—(14b), which we rewrite here for convenience:

2
P‘/.e,l—vi7//1+Hs<<L1> (¢2_¢1)+Ldu L 1 )

L. Az Le s Az Tosm
L 1)\ L 1 (26)
+ H, ((%Az) (%—wl)-l-%AZMm)
L 1)\ Lgw L 1
B 2 L . _ du -
P‘/e,2 == Vh'IZJZ + Hs ((Lds AZ) (7/]1 1/}2) Lds Lds Azqu,m>
(27)

L 1)\° L 1

+ H, <<Ldqu> (Y1 — 92) — %mMm>
Recall that this elliptic PDE is nonlinear because the Heaviside functions H,,

and Hg are functions of ¢;, which itself is found from M and ..
To solve the nonlinear elliptic PDE, an iterative method is used, as follows.
In the first iteration, initial guesses 1[}] (z,y) and HE} (x,y) are used for the
Heavisides, and the elliptic PDE is solved as a linear PDE with HE] (z,9)
and H! (x,y) frozen. As a good choice for the initial guesses gl (x,y) and
gl (z,y) for the Heavisides, one can use the values of the Heavisides H,
and H, from the previous time step. Standard centered differences were used
to discretize the PDE, even though the PDE has discontinuous coefficients, so
that the method is somewhat similar in spirit to the ghost fluid method [40,41].
A conjugate gradient method was used to solve the discretized linear system
of equations for ¢! Given the solution !, one can calculate new estimates
Hq[f} (z,y) and HLLQ} (z,y) for the Heavisides. To do so, we use ! and M to
calculate qll], as described further below, and then a? (z,y) and HY? (z,9)
are defined based on qt[l]. Given the new estimates H. (z,y) and biis (z,y)
for the Heavisides, the iterative method can be continued to determine a new
streamfunction estimate ¥[?!, etc. The iterations stop when the new Heavisides
gl (z,y) and gl (z,y) are the same as the previous Heavisides haend (z,9)
and Hs[k (z,y), since the same streamfunctions Y and **1 would then
also be the same. We conducted offline convergence tests of this numerical
method, and we also analyzed it in time-evolving simulations. In the time-
evolving simulations, the number of iterations required was always fewer than
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10 and typically ranging from 2 to 4. As a result, the elliptic solver is more
computationally expensive than in the case without phase changes, although
the difference in expense is not too great.

The main output of this stage is then the updated value of streamfunction
1) at the new time step.

2) Compute g—f at the middle level of the domain, for use in defining the
thermodynamic variables (0, q¢, qus, gr):

oY 1
r i E(l/)z — 1) (28)
(29)
3) Compute new ¢, based on g—f:
oY
_ 0 1 9
Qus = Qys T qys D2 . (30)
4) Compute 6., and g, using (14c) and (14d); e.g.,
qt = M — G]\/Iee — Qus- (31)
5) Compute ¢, at the middle level:
qr = maX(O, M — Gyl — qu) (32)
6) Update the Heaviside functions based on
0 ifg.(z,y)=0
Hoey) =) ortov) (33
1 if g (z,y) >0
0 ifg.(z,y) >0
Howy) =1 Holoy) (34
1 ifgr(2,y)=0

7) Obtain rainfall forcing on the right hand side of M equation and F is
the evaporation term:

V.
—qr E
A0 T (35)

8) This stage and the following stages are used to compute the velocity uy
and the terms (Oup/0z) - V0, that appear in the PV evolution equations.

Obtain 3,9 (values of streamfunction at ghost levels outside the model
domain) by using the boundary conditions ¢, = 0, which follow from the
boundary conditions that 6. and M are zero on top and bottom. Explicitly,
the values are then defined as

forcing =

3 =12 (36)
o =1 (37)
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9) Obtain g—’f at level 2, level 1 as

oYl 1 43—
dz|, A 2 (38)
o I e
dz|, Az 2 (39)

10) Take horizontal derivatives of 1, ¥9, ¥.|1, and ¥.|2 to obtain u, v,
and aaizh at levels 1 and 2 for the PV evolution equation.

11) Given 6, from above, and also using the boundary values of 6. ; and
fe,» (which were set to zero here), obtain

1

0e,2 = i(ee,t + ge,m) (40)
1

oe,l - §(ee,m + ae,b) (41)

which are the final components needed to compute the terms (Juy/0z) -
V0. that appear in the PV evolution equations, at level 1 and level 2.

12) Step forward in time with the evolution equations from (18)

13) Go back to 1)
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