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ABSTRACT. We consider the ecological and evolutionary dynamics of a reaction-
diffusion-advection model for populations residing in a one-dimensional advec-
tive homogeneous environment, with emphasis on the effects of boundary con-
ditions and domain size. We assume that there is a net loss of individuals at
the downstream end with rate b > 0, while the no-flux condition is imposed on
the upstream end. For the single species model, it is shown that the critical
patch size is a decreasing function of the dispersal rate when b < 3/2; whereas
it first decreases and then increases when b > 3/2.

For the two-species competition model, we show that the infinite disper-
sal rate is evolutionarily stable for b < 3/2 and, when dispersal rates of both
species are large, the population with larger dispersal rate always displaces
the population with the smaller rate. For certain specific population loss rate
b < 3/2, it is also shown that there can be up to three evolutionarily stable
strategies. For b > 3/2, it is proved that the infinite random dispersal rate is
not evolutionarily stable, and that, for some specific b > 3/2, a finite dispersal
rate is evolutionarily stable. Furthermore, for the intermediate domain size,
this dispersal rate is optimal in the sense that the species adopting this rate is
able to displace its competitor with a similar but different rate. Finally, nine
qualitatively different pairwise invasibility plots are obtained by varying the
parameter b and the domain size.

1. Introduction. The evolution of dispersal has long fascinated ecologists and
evolutionary biologists. The work on reaction-diffusion models started with that of
Hastings [15], who showed that slow diffusion evolves in a spatially heterogeneous
and temporally constant environment, provided that dispersal is unbiased; see also
[10]. An intuitive explanation is that slow dispersal allows the population to better
align with resource distribution whereas fast dispersal causes a mismatch between
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population and resource levels. When individuals disperse by a combination of
random (diffusion) and active (taxis) movement up the gradient of resource, then
the situation changes and the intermediate diffusion rate is sometimes selected [6,
7,13, 21, 23].

Yet another situation arises in the modeling of spatial population dynamics un-
der the passive action of an environmental drift. Examples include flora and fauna
in streams and estuaries [29, 37], coastlines with dominant longshore current, lake
water columns with gravitational downward pull [19, 20], as well as gut-dwelling
bacteria [1]. For a homogeneous environment with no population loss from the
boundary, fast diffusion can sometimes evolve since it enables the population to
homogenize and align with the homogeneous resource [26]. In terms of evolutionary
dynamics, it was conjectured in [22, 23] that an infinite diffusion rate is evolution-
arily stable in some appropriate sense.

When there is net population loss from the boundary, then the question of the
persistence of population under the action of environmental drift leads to the so-
called drift paradox [32, 33]. In this case, a quantitative answer to the drift paradox
can be stated in terms of the critical domain size and its dependence on diffusion
rate, advection rate, and population loss rate on the boundary. Here the critical
domain size refers to the minimal size of the habitat required for population survival
[27, 34, 36]. In particular, when the downstream boundary is lethal, then neither
fast nor slowly diffusing population can persist [37]. The intuitive explanation is
that the slowly diffusing population is completely washed out by the environmental
drift, while the fast diffusing population is also too much exposed to the lethal
boundary. In this case, it was conjectured in [22, 25] that there is an intermediate
diffusion rate that is evolutionarily stable.

1.1. The model. In this paper, we address the ecological and evolutionary dynam-
ics of populations in the following two-species competition model in a homogeneous,
open, advective environment.

Uy = iUy, —qU, +U(F-U -V) for 0O<xz<L,t>0,
Vi=0Vee —qVe + V(I -U-=-V) forO<z< L,t>0,
iU, (0,t) = qU(0,t) = aUy(L,t) + (b—1)qU(L,t) =0 for ¢ >0,

oV, (0,t) - qV(0,t) =V, (L,t) + (b—1)gV(L,t) =0  for t >0,
U(z,0)=Uy(z), V(z,0)=Vy(z) forO<xz< L,

(1.1)
where U(z,t),V(x,t) are the population densities of two competing species, the
coefficients f[i,7,q,7,b, L are positive constants. To assess the relative advantage
of different diffusion rates, we follow [15] and assume the two species are identical
except for their diffusion rates. That is, we take [i, 7 to be the diffusion rates of the
respective species, ¢ is their common advection rate, 7 is the common local intrinsic
growth rate, and b is the boundary loss rate, and L is the length of the habitat.

Next, we discuss the boundary conditions and the parameter b. At the upstream
end x = 0, the population is assumed to satisfy the no-flux boundary condition,
i.e. no individual will pass through the upstream end. At the downstream end
x = L, there appears an additional nonnegative parameter . This non-dimensional
parameter measures the loss rate of individuals at the boundary relative to the flow
rate (see [28] for a detailed derivation). The value of b > 0 is motivated by the
underlying biological scenario. For b = 0, we obtain the no-flux condition which
is suitable for studying the sinking, self-shading phytoplankton model (see, e.g.
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[18, 19, 20]). Whereas b = 1 gives the free-flow (or Danckwerts) condition, which
describes the stream to lake situation [38]. When b is large, i.e. b - +oo, we get
the hostile boundary condition, U(L,t) = 0, which is suitable for describing the
freshwater stream to ocean situation [37]. For b > 1, the downstream boundary
condition can also be understood by extending the differential equations (1.1) to
the unbounded domain (0, c0), by imposing uniform death rates &; on the exterior
domain, i.e.

Ui = Uz —qU, — 51U, and Vy=0V,, —qV,—kV  forx> L, t>0,

and the conditions lim U(xz,t) =0 and lim V(z,t) =0 for all t. Then the results
T—>+00

T—+00

in [2, 35] say that the long time dynamics of the problem on the unbounded domain
(0, 00) is equivalent to that of (1.1), provided &; are chosen such that

b1y Jreaf ) oL Jie a2
2 G2 2 G2

Biologically interpreted, it means that the species can move freely between the inte-
rior habitat [0, L] and the exterior habitat [ L, co) beyond the downstream boundary.
However, the exterior habitat is a sink with the death rate &;, so there is a positive
probability that an individual cannot return to the bounded habitat [0, L]. More-
over, for k; - +o0, the probability of not returning is close to 1, which corresponds
to the lethal boundary condition being enforced at the downstream boundary.

When there is no advection, i.e. ¢ =0, the set of (degenerate) equilibria {(s,1-s) :
0 < s < 1} attracts all positive solutions, so that neither the slower nor the faster
diffuser wins. This can be proved, e.g. by the ideas in [10, 15]. In this paper, we
are interested in the case ¢ > 0.

To facilitate our discussion, we will non-dimensionalize (1.1) properly by setting

1 gr t 1 gr t r
u(xat):fU(gaf)a U(xat):tv(£7t)a M:ﬂ V:VT; KZQL-
T ToT T (S q q

In this way, (1.1) becomes

Up = Py —Ug +u(l—u—-v) for 0<x<f,t>0,

V= Vg — Uz +0(l—u—-v) forO<az<lt>0,

12 (0) ~(0) = i (¢) + (- 1)u(€) = 0, (1.2)
vv,(0) = v(0) = vu,(€) + (b-1)v(¢) =0,

u(z,0) =uo(z), v(z,0)=ve(x),

where u,v,b, ¢ are positive parameters. The system (1.2) has a trivial equilibrium
(0,0), and two semitrivial equilibria (6,(z),0) and (0,6, (x)), where for each p > 0,
0, (x) is the unique (whenever it exists) positive solution of the equation

Wy =0, +0(1-60)=0 for O<z <,
10,(0) = 0(0) = 6, (£) + (b—1)0(¢) = .
In contrast to the situation with no advection, where the slower diffuser prevails, the

model sometimes predicts the evolution of fast diffusion as shown by the following
result (See [25] for the case b=1 and [26] for the case 0 <b< 1):

(1.3)

Theorem 1.1 ([25, 26]). Suppose 0<b< 1, and p>v>0. Then (6,,0) is globally
asymptotically stable, whenever it exists.
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However, we do not expect fast diffusion to be selected for all b > 0, since excessive
diffusion is selected against when the boundary is lethal. Indeed, it was conjectured
in [26] that the dynamics of (1.2) has some major differences between the case
0<b<1andb>3/2. In this paper, we will argue that b..;; = 3/2 is the critical
number that signals the qualitative change in the persistence criterion of a single
species, as well as the competition dynamics between the fast and slow diffusers.

1.2. The critical domain size and b..;; = 3/2. When there is a population loss
at the downstream boundary, i.e. b > 0, the critical domain size £* can be used
to characterize the ability of a single species to survive [27, 34, 36]. The value
of ¢* depends on the diffusion rate, advection rate, quality of habitat, and the
boundary conditions. While £* is strictly increasing with respect to the advection
rate [26, 35, 38], we will analyze the dependence of £* on diffusion rate and boundary
conditions in detail. We will obtain a necessary and sufficient condition for £* to
depend monotonically on the diffusion rate 4 and boundary loss rate b of the species.

Proposition 1.2 ([26, 38]). For each b > 0 and u > 0, there exists a function
0 =0*(u,b) € [0,00] such that (1.3) has a unique positive solution 8, if and only if
¢>0*. Moreover, for each b>0, £*(u;b) is finite if and only if p> pimin(b), with

lim  £*(u,b) =+oc0, and  lim £*(u,b) = b,
KN min (D) pH—>+oo

where
Umin(0) =0(1=0) if 0<b<1/2 and pmin(b)=1/4 if b>1/2. (1.4)

In fact, if £ < £*, then every nonnegative solution of (1.3) converges to zero uni-
formly as t — oo. If £ > £*, then every nonnegative, nontrivial solution of (1.3)
converges to 8, uniformly as t — oo.

See [38] and [26, Theorem 2.1]. In fact, explicit formula of £*(u,b) is given
therein. See Proposition 4.1 for details.

Our first new result illustrates the criticality of be.;x = 3/2 in terms of the critical
domain size ¢*.

Proposition 1.3. Let b >0 and £*(u,b) be given by Proposition 1.2.

(a) Let be (0, %] Then £*(-,b) is strictly decreasing on (fimin(b),00). In particu-
lar, we have min £*(u,b) = b, and that
w

(i) If £<b, then the single species goes extinct for all p>0;
(ii) If £ > b, then there exists j1(£,b) > pimin(b) such that the single species
persists if and only if > p.
3

(b) Letb> 5. Then there exists i € (i, +00) such that £*(-,b) is strictly decreasing

on (i,ﬂ) and strictly increasing on (fi,+o0). Also,
Cinin(b) := min £*(p;0) = £* (41, )
p>1/4

satisfies Lmin(b) <b so that

(i) If £ < lpmin (), then the single species goes extinct for all pn > 0;

(ii) If £ € (bmin(b),b), then there exist finite positive numbers 3 < p(€,b) <
7i(£,b) such that the single species persists if and only if e (p,);

(iii) If £ > b, then there exists ju(¢,b) > i such that the single species persists

if and only if p > p.
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0<b<3/2 b>3/2

FIGURE 1. Normal form diagrams of £* against u for different cases of
b, as the illustrations of Proposition 1.3. The value of pmin is given in
(1.4).

For b > % and £ € (Lmin(b),b), Proposition 1.3 says that the single species goes
extinct if p is too large or too small. The faster diffuser can no longer persist and
therefore cannot competitively exclude the slower diffuser. In the next section, we
will see that even when b > % and £ € (b, 00), it is optimal to use some finite diffusion
rate.

Remark 1.4. The dependence of critical patch size on parameters in the presence of
advection was studied in [35] and subsequently in [2]. Motivated by climate change,
the authors studied the case when there is equal boundary loss on both upstream
and downstream boundary points. In case Dirichlet conditions are imposed at both
ends, the change in monotonicity of ¢* in diffusion rate u was observed in [2]. Here
we provide a proof of this fact when the no-flux condition is imposed at the upstream
boundary while the population loss rate at the downstream boundary is arbitrary.
We conjecture that a similar result holds when population loss is also introduced
at the upstream end in the context of [2, 35].

1.3. Evolutionary dynamics. In this paper we will show that the competition
and evolutionary dynamics can be organized around the three cases: b< 3/2, b= 3/2
and b > 3/2. The framework of adaptive dynamics uses a game theoretic approach
to study the evolution of phenotypes or heritable traits, such as the beak lengths
of birds belonging to the same species. The theory of adaptive dynamics has been
explored by various authors including Dieckmann and Law [9], Dercole and Rinaldi
[8], Geritz et al. [11], McGill and Brown [31] and Waxman and Gavrilets [40].

We are interested in the evolution of dispersal rate, and we will henceforth refer
to the values of dispersal rate as strategies. A fixed dispersal strategy p represents
all individuals that disperse at a fixed rate of u. The evolution of dispersal strategy
is modeled by a game with strategy function A(u, ), which is a real-valued function
A, v) = M, v; b, £) representing the advantage of an individual playing strategy
v against a population of players all playing a common strategy p. In adaptive
dynamics, the strategy function is given by the invasion exponent of a rare mutant
population with strategy v invading a resident population with strategy p at equi-
librium. Here, one must evaluate the linear stability of the equilibrium solution
(u,v) = (0,,0) for the system (1.2), which is mathematically characterized by the
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principal eigenvalue A(u, ) of the following problem; see, e.g. [35, 36].

{yqu—\px+(1—0u)\1/:w for 0 <z <L, (1.5)
v,(0)-T(0)=vT,.(¢0)+(b-1)T(¥) =0, '
where 6, is the unique positive solution of (1.3), which is the equilibrium density
when the entire population plays the strategy u. It is easy to see that A(u,v) =0
when g = v. A rare mutant population with strategy v can invade the resident
population playing strategy u if A(p,v) > 0. The invasion fails if A(u,v) <O0.

The definition of invasion exponent via the eigenvalue of the (spatially explicit)
problem (1.5) is based on the assumption that dispersal and population dynamics
of the resident and invader species operate on the same timescale. We refer to the
recent work [5] for the situation when the dispersal operates at a faster timescale
comparing to population dynamics. Therein a new class of spatially implicit models
are derived to discuss evolutionary dynamics.

Theorem 1.1 says that, for 0 <b < 1, the faster diffuser always wins the competi-
tion. Hence, we expect the strategy u* = +oco to be advantageous in the evolutionary
sense. To facilitate the analysis of the strategy +oo, we perform the following change
of variables:

A&, 7) = (p,v), where &:=1/p and 7:=1/v. (1.6)

We will henceforth study the evolution of strategies &, 7. Note that under such
change of variables, ,, can be smoothly extended to p = +oo, i.e. & = 0. Hence,
A(&,7) can be defined as a smooth function for &, 7 > 0. This point of view allows
us to extend the classical notions in evolutionary game theory to the case of infinite
diffusion rate.

We first define the classical notion of evolutionarily stable strategy (ESS) and
convergence stable strategy (CvSS). Since the seminal paper by Maynard Smith
and Price [30], game theory and the notion of ESS have been widely used to study
problems in animal conflicts. The notion of ESS is the optimal strategy in the
population sense: when playing against a population whose vast majority is playing
the strategy &£*, an individual can maximize its advantage if and only if it plays the
same strategy £*. In other words, any individual who plays a strategy 7 # £ will be
penalized and is expected to decrease in frequency in the long run. In continuous
trait models, the definition of an ESS £* is given as a maximum point of the function

T A T).

Definition 1.5. A strategy £* is a global ESS if it cannot be invaded by any other
strategies, i.e.
A(E*,7)<0 forallT#&*, 7>0. (1.7)

A strategy £* is a local ESS if (1.7) holds for all 7 + £* and sufficiently close to £*.

Adaptive dynamics allows for the formal description of long term evolutionary
dynamics of the trait £. The underlying idea is that the mean strategy & evolves
in time ¢ according to the advantage or disadvantage derived from playing strategy
€ against nearby strategies 7. Indeed, adaptive dynamics assumes that the mean
strategy ¢ increases (resp. decreases) if A(€,7) >0 for 7> ¢ (resp. for 7 < €). Since
A(E,€) = 0, the sign of A(E,7) is given (up to the first order) by the sign of the
selection gradient A, (&,€) = g—ﬁ(g,r)hg y(é.5y that is

d - _
SE= BA(E.0), (18)
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for some 8 = S(t) > 0.

Definition 1.6. A strategy £* is a convergence stable strategy (CvSS) if £* is a
linearly stable equilibrium of (1.8). In particular, £* > 0 is a CvSS if

A(€,€) =0, and Arel€€) + Arrl€€) = [00(5.9)] <09

And £ =0 is a CvSS if either (1.9) or A,(0,0) <0 holds.

Loosely speaking, a strategy is convergence stable if the mutant is always able to
invade a resident population when the mutant strategy is closer to the convergence
stable strategy than the resident strategy. In other words, CvSS are those strategies
that are attainable via evolution, while ESS are those strategies that are able to
persist, once they are achieved.

We now state our main results for evolutionary dynamics. The first result in
this subsection resolves a conjecture in [22] concerning the evolutionary stability of
&* =0, which corresponds to the diffusion strategy p. = +oo.

Theorem 1.7. Let £ >b. For 0<b<3/2, the strategy £* =0 (which corresponds to
s = +00) is a global ESS. Furthermore,

(a) For 0<b<3/2, the strategy £* =0 is a CvSS.
(b) Ifb=3/2 and 3/2 < £ < 51/2, the strategy £ =0 is a CvSS.
(¢) If b=3/2 and € > 51/2, the strategy £* =0 is not a CvSS.

For b>3/2, £ =0 is neither a local ESS nor a CvSS.

Remark 1.8. The assumption £ > b is imposed so that the strategy u* = +oo is
feasible. If ¢ < b, then by Proposition 1.3 there exists u > 0 such that the single
species do not persist for all u > .

Indeed, Theorem 1.7 shows that the infinite diffusion is ESS if and only if b < %;
i.e. as long as b < %, the infinite diffusion rate remains an unbeatable strategy.
Though (1.2) is only defined for finite diffusion rates p, v, the competition dynamics
can be extended to include the case of infinite diffusion in a natural way. Indeed,
the population is expected to homogenize in space as p — oo, so that the following

can be identified:
1 4
lim w(z,t) = a(t) = lim 7/ u(z,t) d.
=00 JL—>00 g 0

So the evolutionary stability of infinite diffusion can be, at least formally, decided
by the linear stability of the equilibrium (1 -b/¢,0) of the limiting system

La(t) = ~bu(t) +a(t)(1-a(t) - 1 [3 o(z,t)dz)  for t >0,
Vg = Vg — Uy + (1 = u(t) —v) for0O<x<f,t>0, (1.10)
v, (0,t) = v(0,t) = vo,(4,t) - (1 -b)v(£,t) =0 for ¢t > 0.

Interestingly, as shown by Theorem 1.7, determining the linear stability of (1-b/¢,0)
is equivalent to determining the sign of A(0,1/v). Therefore, system (1.10) provides
another point of view on the evolutionarily stability of the infinite diffusion rate.
The evolutionary stability of infinite diffusion has never been established before,
even for the case 0 < b < 1, for which the competition exclusion between pairs of
diffusion strategies was previously shown in [25, 26].

Since £* = 0 a global ESS provided b < 3/2, one may naturally inquire whether
the competition exclusion result of Theorem 1.1 can be extended to b < 3/2; i.e.
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the faster diffuser dominates as long as b < 3/2. The answer is affirmative, with the
additional assumption that both diffusion rates are large enough (Theorem 1.13(a)).
The full conclusion of faster diffuser wins, however, cannot be extended up to
b < 3/2. In fact, our next theorem shows that there can be up to three distinct
global ESS; even when b < 3/2. Hence, the global dynamics of (1.2) has already
undergone a critical change as b varies somewhere between 1 to 3/2; see Theorem
1.13(c). To the best of our knowledge, this is also the first theoretical result of
multiple global ESS in a spatially explicit model for the evolution of dispersal.
Theorem 1.9. (a) For ¢ > 52—1, there exists & > 0 such that for b € (% —6,%),
there is another global ESS, denoted by &5 (b) > 0 (besides £ = 0), such that
& (b) >0 as b ~ 3. However, & (b) is not a CvSS.
(b) More precisely, there exist ¢’,0" >0 such that if

3 51 3

o, 51V
b<—=, ¢>— and ‘b—f Sc(ﬁ——) <, (1.11)
2 2 2 2

then there exist at least three global ESS, denoted by £*,&7,&5, such that
0=¢" <& <&
Moreover, £* =0 and &5 are CvSS but &} is not a CvSS.

Remark 1.10. Condition (1.11) describes a cusp region with a vertex at (b,¢) =
(3/2,51/2).

When b > 3/2, we have the following result.

Theorem 1.11. For g <l< %, there exists &' > 0 such that for b e (g, % + 5'), there

exists £5(b) € (0,00) which is both a global ESS and CvSS. Furthremore, £5(b) = 0
asb~ 3.
2

Remark 1.12. When b surpasses 3/2, Theorem 1.7 says that the strategy £* =0
loses its evolutionary stability. It is conjectured in [22] that, for each b > 3/2,
there exists a unique intermediate dispersal rate which is evolutionarily stable. We
partially resolve this conjecture by showing that a bifurcation at the level of evo-
lutionary stability [8] occurs when the parameter b surpasses 3/2. The conjecture
remains open for general b > 3/2.

Next, we systematically study the evolutionary dynamics in terms of the two
environmental parameters, namely, the boundary population loss rate b and the
domain size £. Our analytical and numerical results reveal a total of 9 qualitatively
different pairwise invasibility plots (PIP). These are diagrams in the strategy (£-7)
space describing the invasion outcome when a rare mutant playing strategy 7 is
invading a resident population playing strategy . See Fig. 2 for the normal form
diagrams and Fig. 3 for concrete numerical computations, respectively. We suspect
that this list has exhausted all possibilities in the particular model, but it will be a
nontrivial numerical project to verify this conjecture.

When b = 0 and the resources are heterogeneously distributed, the evolutionary
dynamics of (1.1) was considered in [12, 23]. In particular, by choosing specific
parameters and heterogeneous resource distributions, the existence of evolutionary
branching points was proved in [23] (specifically, by the proofs of Lemma 6.8(ii) and
Theorem 6.5 of [23]), while some complex PIP’s were discovered in [12].
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1.4. Ecological dynamics. The evolutionary dynamical results in the previous
subsection have various consequences for the two-species competition dynamics gov-
erned by (1.2). In fact, the ESS and CvSS can be viewed as critical parameters above
which the competition dynamics undergo qualitative changes. The connection of
evolutionary dynamics and ecological dynamics has been investigated by Cantrell
et al. [4] for a broad class of models including reaction-diffusion equations and
nonlocal diffusion equations. It has been shown, for instance, that frequently a
species adopting an ESS dispersal strategy can displace a competitor adopting a
dispersal strategy that is not an ESS. This is quite unexpected as ESS by its very
own definition only guarantees the adopting population to be able to resist invasion.
In this subsection, we state our results on the global dynamics of the two-species
competition model (1.2), for fixed diffusion rates p and v.

Theorem 1.13. (a) For 0<b< 3/2 and £ > b, there exists u > 0 large such that
for u>v > p, the equilibrium (6,,0), when it exists, is globally asymptotically
stable. B

(b) For b > 3/2, and £ > b, there exists pn > 0 large such that for p > v > u, the
equilibrium (0,0,), when it exists, is globally asymptotically stable.
(c) Forb>3/2 and 3/2 < £ <27/2, let us = 1/€5, where &5 is given by Theorem
1.11. Then there exists 6" >0 such that
— for ps +0" 2 p>v 2 pi, then the equilibrium (0,6,), when it exists, is
globally asymptotically stable.
— for pg > p>v > py—0", then the equilibrium (6,,0), when it exists, is
globally asymptotically stable.
In particular, if p = p3 and 0 < |v — p3| < 6", then (6,,0), when it exists, is
globally asymptotically stable.

Remark 1.14. Assertion (a) (resp. (b)) is vacuous when ¢ < b (resp. £ < b), since
then 6, does not exist for g > 1. Theorem 1.13(c) is due to [4, Theorem 6.2].

Remark 1.15. One can observe from the PIP (Fig. 2(F) and Fig. 3 case b =1.51
and £ = 20) that for fixed 27/2 < £ < 51/2 and b > 3/2 close enough to b, there are
two sequences (i, ;) — (p3, u3) and (u}, ) - (u3, p3) such that

pj>vy>py  and  pd > ;> v,
and

A(pj,v;) <0 and  A(pj,v5) <0,
i.e. the semi-trivial equilibria (6,,,0) and (0,6,,) of the competition model (1.2)
are both linearly stable. In other words, the dynamics of (1.2) is bistable. Here
w3 =1/&5 and &5 is given by Theorem 1.11.

Corollary 1.16. There exists a mazimal b' € [1,3/2) such that for any b < b and
>0, if u>v >0, then (0,,0), if it exists, is globally asymptotically stable.

By the results in [25, 26] we have b > 1. Our main contribution is the estimate
bl < 3/2, which is a consequence of Theorem 1.13(c). Tt will be interesting if one
can characterize b, which is closely related to the parameter region in the b-¢ plane
where Fig. 2(G) is valid.

1.5. Organization. In Section 2 we illustrate that there are up to 9 qualitatively
different pairwise invasibility plots. In Section 3, we discuss the implications of our
results for the original system (1.1). Section 4 is devoted to persistence results of a
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single species, where Proposition 1.3 is proved. In Section 5 we prove evolutionary
results, including Theorems 1.7, 1.9 and 1.11 concerning the existence of ESS and
CvSS. In Section 6 we turn to ecological dynamics. In particular, we will show
that the ESS can be seen as the organizing center for the reversal of competition
outcomes between the fast and slow diffusers described by system (1.2). Finally,
the technical calculations are postponed to Appendix A.

2. Computation of the pairwise invasibility plots. Based on our theoretical
results, we can show that there are up to 9 qualitatively different pairwise invasibility
plots (PIPs). We provide normal form diagrams in Fig. 2, in which specific theorems
proving parts of the diagrams are also referenced.

Our analytical expansion of the invasion fitness function A(&,7) confirms the
shape of the pairwise invasibility plots near the origin. To test our conjecture of the
shape of the pairwise invasibility plots away from the origin, shown in Fig. 2, we also
perform numerical computations for the cases b = 1.49,1.5,1.51 and ¢ = 10, 20, 50.
Our numerical results, shown in Fig. 3 below, confirm our conjecture concerning the
shape of the pairwise invasibility plots where analytical conclusions are lacking. To
compute these diagrams, we use the 2nd order finite difference scheme to discretize
both (1.3) and (1.5) with a uniform grid point (N = 200). Since (1.3) is a nonlinear
system, we employ Newton’s method to solve it with the all-one-vector as an initial
guess vector. In Fig. 3, we fix the parameters [ and b and track £ from -0.1 to 0.5
via the homotopy continuation method [14] with A& = 1073, Specifically, we solve
A(&,7) =0 for 7 with each given homotopy parameter &.

An interesting future direction is to numerically investigate (i) whether there can
be more than 9 qualitatively different types of pairwise invasibility plots, and (ii) the
exact parameter region in the (b, ¢) parameter space that corresponds to each type.
In this way, the entire adaptive landscape of the model can be fully determined. We
believe that it is unlikely that there are more than 9 types of pairwise invasibility
plots for this model. One reason is that, by viewing the pairwise invasibility plots
as they vary under the two parameters b and ¢, we expect singularities of at most
co-dimension one [39]. We believe it is unlikely that additional singularities, other
than the one we have found, exist in this model. For this reason, qualitatively
different diagrams are unlikely to occur as g and ¢ vary.

3. Summary and discussion. Our first result gives a global description of how
the critical domain size depends on boundary population loss rate b and diffusion
rate p.

e Proposition 1.3 says that the critical patch size remains nonincreasing in g if
and only if b < 3/2. And as b surpasses 3/2, the critical patch size £* is no
longer monotone in the diffusion rate p, and there exists ¢ < b such that a
single species persists if and only if its diffusion rate is neither too large nor
too small.

In contrast to the situation for heterogeneous environments, in which the evolu-
tionary dynamics is likely quite complex (see, [23, Corollary 6.6] for the existence
of ESS and evolutionary branching points, and [12] for a combined numerical and
theoretical approach to compute pairwise invasibility plots), previous works on ho-
mogeneous environments [25, 26, 37] demonstrate that for small population loss at
the downstream end (e.g. 0 < b < 1) fast diffusion is selected, and suggest that in-
termediate diffusion is selected when the downstream end becomes lethal (b = +o0).
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&* =0 is ESS and CvSS (Thm 1.7(a))
&1 is ESS but not CvSS (Thm 1.9(a))
&5 is ESSand CvSS (Thm 1.9(b))

T ’

,
,
— E*,
2 7
B

&* = 0is ESS but not CvSS (Thm 1.7(c)) &* = 0'is neither ESS nor CvSS (Thm 1.7)

gl A
/

\:

(A) b<3/2, £>51/2, (1.11) (B) b=3/2,£>51/2 (0) 3/2<b<3/2+4, £>51/2
&* = 0 is neither ESS nor CvSS (Thm 1.7)

& =0isEsSand CvsS (Thm 1.7(a)) & = 0isESSand CvSS (Thm 1.7(b)) e i eos 2 cuss (Thm 1.10)
T

T , .
) +
E* ,/// -
¢ § 3
(D) 3/2-6<b<3/2, (E) b=3/2, (F) 3/2<b<3/2+9,
27/2 < €< 51/2 27/2<£<51/2 27/2 < £<51/2

&, =0 isneither ESS nor CvSS (Thm 1.7)

&* = 0is ESSand CvSS (Thm 1.7(a)) €* = 0is ESS and CvSS (Thm 1.7(b)) 3 is ESS and CvSS (Thm 1.10)

T , 7
y 4 + p + ’ +
g
¢ § §
() 3/2-6<b<3/2, () b=3/2, (1) 3/2<b<3/2+94,
3/2<0<27/2 3/2<0<27/2 3/2<0<27/2

FIGURE 2. The above normal form diagrams summarize the analytical
results from Theorems 1.7, 1.9 and 1.11. They illustrate the transition
of 9 qualitatively different pairwise invasibility plots, i.e. nullclines of
A(&,7), as parameters b and £ vary. For a pair of strategies (&, 7), if it
lies on a region marked with a plus (resp. minus) sign, then it indicates
that the species with strategy 7 can (resp. cannot) invade the species
with strategy £ when rare. A red circle (@) stands for an ESS and CvSS;
a red square (m) stands for an ESS and non-CvSS; a green square (m)
stands for a non-ESS and non-CvSS.
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0.4 1 0.4 1 0.4 1
o 1 1 1
'ﬁ 0.2 1 0.2 1 0.2

- 1 1
0 1 0 1 0 1

0 0.2 0.4 0 0.2 0.4 0 0.2 0.4
0.4 1 0.4 1 0.4 1
o 1 1 1
i\ll 0.2 1 0.2 1 0.2 1
1 1 1
0 1~ 0 1 0 1

0 0.2 0.4 0 0.2 0.4 0 0.2 0.4
0.4 1 0.4 1 0.4 1
o 1 1 |
E 0.2 1 0.2 1 0.2 1
1 1
0 0 f 0 f

0 0.2 0.4 0 0.2 0.4 0 0.2 0.4

b=1.49 b=1.5 b=1.51

FIGURE 3. Numerical simulation of the pairwise invasibility plots (i.e.
the nullclines of A(&, 7)) for parameter values b = 1.49,1.5,1.51 and £ =
10,20, 50. The horizontal axis is & and the vertical axis is 7.

Our result shows that the evolutionary landscape has an unexpected level of com-
plexity, even for the homogeneous environments in which there is a limited degree
of freedom in the environmental parameters.

e For 0 < b < 3/2, Theorem 1.7 says that the infinite diffusion rate p* = +oo is
ESS in the sense that the equilibrium (1 - b/¢,0) of system (1.10) is linearly
stable for any v € (0, 00). This gives a measure of the advantage of fast diffuser
when the population loss on the boundary is less than the critical number 3/2.

e However, even for b < 3/2 (but close to 3/2), Theorem 1.9(b) says that there
exists some ¢ > 51/2 such that, besides the ESS strategy pu* = oo, there are
at least two additional ESS strategies puj > p5 > 0. In particular, if we take
(u,v) = (pi,p3) in (1.2), then both semi-trivial equilibria (6,,+,0) and (0,6, )
are linearly stable, and the competition system (1.2) has a further (unstable)
positive equilibrium [16, Proposition 9.1]. This can possibly be attributed to
the relatively large size of the domain ¢ > b, so that the patches closest to
the upper stream boundary and the downstream boundary are decoupled. In
this case, the faster species can better utilize the upstream patch, while the
slower species can better utilize the downstream patch. See also [35].

e For b > 3/2, our result suggests that fast diffusion rates are selected against.
Indeed, when ¢ < b, the single species can no longer persist for high diffu-
sion rate (Proposition 1.3(b)(ii)), whereas for £ > b, u* = oo is no longer an
ESS (Theorem 1.7), despite the fact that pu* = +oo is still a feasible strategy
(Proposition 1.3(b)(iii)).

e In fact, Theorem 1.11 suggests that, for b N 3/2, there exists pi € (0, 00)
which is both ESS and CvSS. This can be seen as a bifurcation of the ESS in
the strategy space [8].

e The formulas of higher derivatives of the strategy function A at (0,0), in terms
of the boundary loss rate b and domain size ¢ (see Appendix A), reveal the
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critical numbers b* = 3/2 and ¢* = 27/2,51/2. This leads to 9 qualitatively
different pairwise invasibility plots; see Figs. 2 and 3.

The evolutionary dynamics discussed above have immediate consequences on the
global dynamics of (1.2) for fixed pairs of strategies (u,v).

o (Fast diffuser wins) For 0 < b < 3/2, the faster diffuser wins in (1.2), provided
the minimum of the two diffusion rates is large enough. This extends previous
results concerning 0 < b < 1. This result is sharp, in view of the possibility of
bistability for some b sufficiently close to 3/2 discussed above.

e (Slow diffuser wins) When b > 3/2, then not only p* = +o0 loses its evolutionary
stability, we in fact showed that slower diffuser wins in (1.2) as long as both
strategies p, v are large enough.

e (Edge Effect) The competition reversal can be explained by the effect of the
habitat edge due to [35]. On the one hand, for b < 3/2, the critical domain size
£* is strictly decreasing in the diffusion rate u for large u. Hence for p,v > 1,
the (relatively) slower diffuser has larger critical domain size and is negatively
impacted by the population loss at the downstream edge to a greater extent.
This argument predicts that, for b < 3/2 and p,v > 1, the (relatively) faster
diffuser wins. On the other hand, for b > 3/2, the critical domain size £* is
strictly increasing in the diffusion rate u for large p. Hence the downstream
edge negatively impacts the faster diffuser to a greater extent, and leads to
the triumph of the slower diffuser.

4. Persistence and the critical domain size £*(u,b). The persistence of a single
species population with dispersal rate y is determined by the sign of the principal
eigenvalue (i.e. the eigenvalue with the smallest real part), denoted by A(u, 4, b), of
the following linearized problem of (1.3) at the trivial equilibrium:

{N¢azw_¢m+¢=5\¢ for0<x<€,
162 (0) = $(0) = pdz(£) = (1 -b)o(£) = 0.

On the one hand, if A > 0, then the single species persists in the strong sense:
the single equation (1.3) has a unique positive equilibrium 6,, which attracts every
nontrivial nonnegative solutions 6(z,t) of (1.3). On the other hand, if A <0, then
the species goes to extinction in the sense that 8(x,t) - 0 uniformly as ¢ - oo; see,

e.g. [3].
Proposition 4.1. Let £*(u,b) be given by Proposition 1.2, then S\(u,ﬂ, b) =0 if and
only if £ =0*(u;b). Moreover,
(a) lim » 0 (p,b) = +00 and lim £*(u,b) = b, where pmin(b) is given in (1.4).
K= Hmin J—>+00
(b) Whenb=0, £*(u,b) =0 for all u> 0.
(¢) When 0<b< %, then £*(u,b) < +oo iff u>b(1-b). Precisely,
b/A=T
2pu-b 1
o 21b > 1
cn=] VT foriz
2u—-b+by/1-4
log A ol I forb(l—b)<u<i.
2u-b-b/1-4p) J/1-4u

(d) Whenb> L, then €*(u,b) < +oo iff 1> . Precisely,

arctan
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arctan 2 g 4‘7‘;1
e
* H =
(1, 0) = .
7 + arctan

for >,

i

Ap—
2p-b

2
a Vap -1

(e) For eachb>0 and p> pmin(b), the scalar quantity £*(u,b) is the first positive

1 b
Jor 3<p<s.

root and also the unique positive root in (O, 2\/772/4) of the equation

H0- 5 )

where g(s) =scots, T=1/pu.
(f) Forbe (0, %],

or*
o (1,0) <O for 1> pmin(b).
(g) Forbe (%,oo), there exists ji(b) > % such that fi(b) # +o0 as b\ %, and
o0* <0 fori<u<;],
5 (u,0) =1 =0 for pu=p,
H >0 for u>p.

Proof of Proposition 4.1(a)-(e). Assertion (a) is proved in [26, Theorems 2.1]. As-
sertion (b) is proved in, e.g. [23, Lemma 2.1]. Assertions (c) and (d) follow by
taking L* =£*, r=a =1 and d = 4 = 1/7 in [26, Formulas (2.19), (2.20) and (2.21)].
For assertion (e), observe from the characterization of ¢* in [26, Lemmas 2.1 and
2.2] that, for each b >0,

tan (6* 7—72/4) b

Jir-1  2fr-b

Dividing by £*7/2 on both sides, we get

tan (é" 7—72/4) b 1

o frr2ja 1-brf2

which is equivalent to (4.1). O

Before we prove the remainder of Proposition 4.1, we first establish a calculus
lemma.

Lemma 4.2. Forb> %, if %ﬁ*wo,b) =0 for some ug >0, then ;—;F(Mo;b) > 0.

Proof. In this proof, we fix b > 1/2 and denote p = 1/7, and set

L) =0 (ub), =2, Miy[r-
or
to simplify the notations. It remains to show that if L’(79) = 0 for some 0 < 79 < 4,
then L”(79) > 0. Differentiate (4.1) with respect to 7,
1 7 L

L’.(E—E)—gaq'(ML) (ML’+§1_]\;/2). (4.3)

(4.2)
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Setting 7 = 7, so that L' =0, we have

M
- g'(ML) =—, 70 € (0,2), g’(ML) <0. (4.4)
T=To 1- 7'0/2 T=To
Differentiating (4.3) again, we have (using (ML) = ML’ + % . 1_]\72)
2
L”-(l—f)—L’: o'y |arrr s L AT
b 2 2 M
1-7/2 1 1-7/2)?
vgpy e 22T L p (L L =T/
M aM 4M3

Setting 7 = 79, we have L' =0 and

1 7 L 1-27 gMD)L(,  (1-%)?
L”-(f——o—’MLM): (ML= —2| - 1 22 |,
p "o IWMDM) =g (ML) 5 —7 A ESYE
Substituting (4.4), we deduce that
1 70 To-T2/4 L? g (ML)
)N = 0/ "(ML) - 1+ (¢'(ML))?]}.
(b 2 "1z ) aginye ¢ ME) Ty B (ML)

(4.5)

2
Next, observe that 7 — 2 + Tl"__:g’/; =1+ -2 > 0; and that

[1+(g'(ML))*]>0,

which follows from ML € (0,7) and Lemma A.12. We can then deduce from (4.5)
that L (79) > 0. This concludes the proof of Lemma 4.2. O

Proof of Proposition 4.1(f) and (g). First, we assume 0 < b < 3/2 and prove asser-
tion (f). For 0 < b < 1, this assertion is proved in [26, Proposition 2.2]. We will now
provide a proof for the case b > 1/2.

Let L(1) = £*(p,b) be defined as in (4.2). We claim that

b2 (3
L'(0 :f(f—b). 4.6
-2 (4.)
To this end, rewrite (4.3) as
/ 2
L'.(l—f)—ézg(ML) MQLL’+L—(1—Z) : (4.7)
b 2 2 ML 2 2

Using L(0) = b (i.e. £*(+00,b) =b) and that g) -2 +0(1) (which follows from

S

the expansion g(s) =1-s%/3-s%/45+...), we may set 7 =0 in (4.7) and obtain

o1 b 2w
LO-3-3=335""%
This proves (4.6).

Now, for b € (%,%], L'(0) >0 and L(7) — 400 as 7 ~ 4 (Proposition 4.1(a)).
Lemma 4.2 implies that L'(7) > 0 for 7 € (0,4). This is equivalent to %E*(u, b) <0
for u > i. This completes the proof of (f).

Forb> 32, L'(0) <0and L(r) - +o0 as 7 # 4. Then L achieves a global minimum
at some 0 < 7 < 4. By Lemma 4.2, such 7 is unique, and L'(7) < 0 for 7 € (0,7);
and L'(7) >0 for 7 € (7,4). In fact, by (4.4) we have 7 € (0,2). This proves (g) and
completes the proof of the proposition. O
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Proposition 1.3 is a direct consequence of Proposition 4.1.

Proof of Proposition 1.3. To prove (a), let b € (0,3/2]. Proposition 4.1(f) says that
¢* is strictly decreasing in p € (fmin(b), %), and hence

min £*(£,b) = £*(c0,b) = b,
w

where the last equality follows Proposition 4.1(a). On the one hand, if ¢ < b, then
£ < l*(00,b) < €*(u,b) for all u, so that the single species goes to extinction for any
> 0. On the other hand, if ¢ > b, then by Proposition 4.1(a) again, there exists
a unique p € (fmin(b), 00) such that £(u,b) = ¢, so that the single species persists
if and only if £ > £*(u,b). The latter is equivalent to p > p. This proves assertion
(a). The proof of assertion (b) follows by a similar argument using Proposition
11(g). -

5. Evolutionary dynamics. Recall that the invasion exponent A(u,v) is given
by the principal eigenvalue of (1.5). To analyze the situation when u,v are very
large, we perform the change of coordinates

=1p, T=1v, A& T)=Apv).
Under this transformation, A(7,€) can be characterized as the principal eigenvalue
of
Gua + T[Pr + (1= €579 (:))p] = TAp, for O<z <, (5.1)
$2(0) = ¢=(£) + Tbo(¢) = 0, '

where ¢(z) =e 7" (x), and J¢(z) is the unique positive solution of

Oz + [V + (1= €529)9] =0, for 0 <z < ¥,
9:(0) =9,(£) +EbI(¥) = 0.

Remark 5.1. For £ > 0, it is a standard fact that the boundary value problem (5.2)
has at most one solution; see e.g. [3, Propositions 3.2 and 3.3].

The smoothness of ¥J¢ up to £ = 0 could be argued by using the uniqueness of
the positive solutions to (5.2) when £ > 0 and the Crandall-Rabinowitz Bifurcation
Theorem at £ = 0; see [3, Proposition 3.17] and references therein. In particular, the
smooth extension of J¢ at £ = 0 is a positive constant. To determine this constant, we
observe that, when £ > 0, then integrating (5.2) and using the boundary conditions
gives

(5.2)

4
(1-b)9() —9(0) +/0 (1 - e£"9(2))d(x) dz = 0. (5.3)

By continuity, we may pass to the limit £ - 0 in (5.3) to obtain that 19|§:0 =1-b/t.
This shows that if [ > b, the species reaches the ideal free distribution for £ = 0,
which suggests that p = +co could be an ESS. Theorem 1.7 says that this is true for
b < 3/2 only.

Next, we discuss the domain of definition of A. First, define £ = 1/u and § = 1/,
where p, i are given in Proposition 1.3.

Lemma 5.2. Let the domain of definition of A be I'y ¢, then
(a) If be (0,3/2] and £ <b, or b>3/2 and £ < lyin(b), then V¢ does not exist for
any &, so that Ty o = @. Here lynin(b) is given in Proposition 1.3(b).
(b) Ifbe (0,00) and £2 b, then Ty =1[0,1/u] x [0, 00).
(¢) If b>3/2 and £ € (bin,b), then Ty = [1/,1/p] x [0, ).



ECOLOGICAL AND EVOLUTIONARY DYNAMICS 17

Moreover,

A€, 7) <0 in [0,1/p] x [1]p, +o0), (5-4)
and, in case i >0 (i.e. when b>3/2 and £ € (brin, b)), then also

AET) <0 in (17 1] % [0,1/7). (5.5)

Proof. Parts (a)-(c) follow from Proposition 1.3. To show (5.4), we observe that
T>1/ 4, so that the single species with strategy 7 does not persist. In other words,

£ <0(u,b), so that the principal eigenvalue A of
{ ancgc*'T[QZ)x‘*'d;]:T[\(Zg, fOI‘O<JC<f,
02(0) = (£) + 7D(£) = 0
is non-positive, and that A(¢,7) < A<o0 by comparison. We omit the proof of
(5.5). O

We will expand A at (£,7) = (0,0) up to one of the third order directional
derivatives.

Proposition 5.3. Let £ >b>0. Then the single species persists for all sufficiently
large p, so that A is well-defined for all small £, 7 >0, and

(1) AT(O7O) = g (b_ 2)7
(ii) Ar7(0,0) = —%[zﬁ +15(b-1)%] <0.

In case b=3/2, and { > %, then we have

(iif) [%AT(S, S)LO = A2 (0,0) + A (0,0) = %0 (z _ %)
(iv) Age(0,0) = —% (g— %)

In case b=3/2, and { = %, then we have

2601

(V) [ d AT(S7 8):| = ATTT(O) 0) + 2ATT§(07 0) + AT§§(07 0) = —TO.

2
ds 520

In case b = 3/2, Proposition 5.3 is summarized in the Table 1 . See also Fig.
2(B)(E)(F) and the middle column of Fig. 3.

ATT(OaO) (ATT +AT§)(O’O) Agg(0,0)
¢>51/2 <0 (ESS) | >0 (not CvSS) <0

27/2<£<51/2 | <0 (ESS) | <0 (CvSS) <0

3/2<€<27/2 | <0 (ESS) | <0 (CvSS) >0

TABLE 1. Signs of the second derivatives of A at (£,7) = (0,0)
when b = %

Proof of Proposition 5.3. This proposition is proved in the Appendix. Specifically,
assertions (i) and (ii) are proved in Lemma A.6. Assertions (iii), (iv) and (v) are
proved in Proposition A.9, Proposition A.11 and Lemma A.10, respectively. O
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Lemma 5.4. For b, ¢ satisfying £ >b> 0, let A(§,7) be the principal eigenvalue of
(5.1). Then there exists &' >0 such that if

A (E,7)=0  for some €[0,8'], and 7>0

then Ay, (€,7) < 0. That is, for each € € [0,0'], exactly one of the followings holds:
(a) A-(€,7) <0 for all T>0, or
(b) there exists T >0 such that
A(E,7)>0 for 0<7<7, and A(§,7)<0 for 7>7.
Finally, §' can be chosen to be uniform in compact subsets of {(b,£) e R*: £ >b>0}.

Remark 5.5. For fixed b < £, let 6’ > 0 be given by Lemma 5.4. Then any local
ESS in [0,4'] is automatically a global ESS.

Proof of Lemma 5.4. By a compactness argument, we only need to consider the
case ¢ = 0. This proof follows by a similar argument as in the proof of Lemma 4.2.
It remains to show that if A,(0,79) for some 79 > 0, then A,,(0,79) < 0. Since
P9 =1-0/¢ (see Remark 5.1), we observe that A(7,0) is the principal eigenvalue of

%gbm—d)x+(b/€—/\)¢:() for O<x<¥, (5.6)

262(0) = 9(0) = 26, (£) + (b= 1)¢(¢) = 0, '
which is the adjoint problem of (5.1) with £ = 0. Since (5.6) says that £ is the critical
domain size when the local growth rate is b/¢ — A instead of 1, we can replace in
(4.1)

+ br b bt [ 72 n 2
" by £, 1_5 by z—A—E, and T_Z by (E_A)T_Z,

and derive the following identity (see Propositon A.5 for further details):
£(b bt b 72
B(Z—A—E):g(e\/M), where M:(E—A)T—Z. (57)

Differentiate (5.7) with respect to 7, we have

NG}

A - é—A)—TA’—g]. (5.8)

vt

Setting 7 = 79, then A’ = 0 and we obtain

1 1 [(b ) T0:|
- = S-A)-—1. 5.9
g van)  var l\e 2 (5.9)
Differentiate (5.8) again and set 7 = 7,
¢ / €2 b 70 2 / b 70 2
—*A”: I Mi *—A _ v _I M *—A _ v
A Yy [(é ) 2] 9V M) [(4 ) ]
+ g (EV M)é I:_TOAII_E:I
2V M 2
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and then using (5.9), we have

_ A\ |:£ _ g,(é\/M)ETo]

b 2VM
_ N e b 7] 14 b T g'(é\/M)ﬂ
-/ 7| (7-4) - 3] *m[(z‘A)‘EO]‘W
_ [ g"(/M) ! _g'wm)]
A(g'(CVM))?2 40 M)g (/M) 4(0VM)
— EQ " _ _ ’ 3
" DA LD (VA - g (/A - (¢ (VAD))?].

Again, using (i) 0 < (/M <, (ii) ¢’ ((v/M) < 0, we deduce that the expression in the
square bracket on the top left hand side of the chain of equalities is positive. Since,
by Lemma A.12, the right hand side is also positive, we deduce that A” < 0. This
completes the proof of the first part of the lemma. The alternative in the second

part follows immediately, as 7 — A(0,7) can have at most one local minimum in
T. H

Lemma 5.6. For b, ¢ satisfying £ >b >0, let A(§,7) be the principal eigenvalue of
(5.1).

(i) Forbe(0,3] and £>b, we have A-(0,7) <0 for all ;

(ii) Forb>2 and ¢ > b, there exists ¥ >0 such that

A-(0,7)>0 for O<7<7, and A;(0,7)<0 for 7>7.

Proof. This follows immediately by using Lemma 5.4 and also Proposition 5.3, which
says that A;(0,0) <0 when be (0,2] and

A-(0,0)>0 and A;(0,7)<0 for7T>»1

Whenb>%. ]

Proof of Theorem 1.7. First, we show that £* =0 is a global ESS when 0 < b < 3/2.
Indeed, for b € [0,3/2], Lemma 5.6 says that A, (0,7) <0 for all 7 > 0. Together with
the fact that A vanishes on the diagonal, i.e. A(0,0) =0, we deduce that A(0,7) <0
for all 7> 0, so that £* =0 is a global ESS.

Second, we show that £* = 0 is not a local ESS when b > 3/2, and thus not a
global ESS. This is due to A(0,0) =0 and A,(0,0) >0 (from Proposition 5.3(i)), so
that A(0,7) >0 for some 0 <7 « 1. It is also clear that £* =0 is not CvSS, since a
necessary condition for CvSS is A-(0,0) < 0, according to Definition 1.6.

Next, we prove assertions (a)-(c). Now, by Proposition 5.3(i),

AT(O,O):g(b—g)<O forOSb<;

Hence £* =0 is a CvSS according to Definition 1.6. This proves assertion (a).
For b =3/2 and 3/2 < ¢ < 51/2, Proposition 5.3(i) and (iii) say that
14 51
A(0.0)=0, and  A,.(0,0)+ Ae(0,0 :—(@—7)«).
(0,020, and  Arr(0,0)+ Are(0,0) = o (£ 2
Hence, £* =0 is a CvSS according to Definition 1.6. This proves assertion (b).
For b=3/2 and ¢ > 51/2, Proposition 5.3(i) and (iii) say that
14 51

A-(0,0)=0, and A (0,0)+ Are(0,0) = o (z— ?) >0,
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Hence, £* = 0 is not a CvSS according to Definition 1.6. This establishes the
assertion (c). O
Lemma 5.7. Let A(&,7;b) be the principal eigenvalue of (5.1).

(5.
(i) For £> 3L, there exists 6 > O such that for be (2 -6,3), there exists £*(b) >0
such thatf (b) ~0asb 3, and

A (€7(0),€7(0);0) =0, Arr(E7(0),£7(0);0) <0,  (Arr+Are)(E7(b),£7();0) > 0.
See also & z'n Lemma 5.8.
(i) For 3 <0< 5 there exists 5 >0 such that for be (% % §), there exists £*(b)
such that§ (b) N0 asbN 3, and
A-(€7(0),€7(0);0) =0, A (£7(D), 6*(1))'5) <0, (Arr +Are)(§7(0),£7(0);0) < 0.
Proof. First, observe that when ¢ # 2L h(s,b) := A, (s,s;b) satisfies
3 0 3 3
h(O,i)ZO and gh(o,ﬁ):(ATT+A7—5)(O7O,§)¢O.

Hence for each ¢ # 5—21, we may apply the implicit function theorem to yield a smooth
function £*(b) for b € (=6,8) such that h(£*(b);b) = 0, £ (2) = 0, and (£*)'(2)
satisfies

er(Q) B0y BEODL,
2) 7 20(0,3) (A +Are) (0,0:3)  2(Ar +Are) (0,05 2)
where we have used h(0,b) = g (b- 7) Taking Proposition 5.3(iii) into account,

240 >0 for3<y<dl
2 2 2
(5)( ) e(e-30) {<O for £> 2

This proves the existence of £*(b) that satisfies A, (&*(b),&*(b);b) = 0 for all small
b. Finally, the rest of the assertion follows from the values of the respective second
derivatives of A when b = % (Proposition 5.3), and continuity. O

To prove Theorems 1.9 and 1.11, we denote A(E,7) = A(E,7;b,£) to emphasize
its dependence in b, {.

Lemma 5.8. Fiz0<c < 2601 1602 , then there exists 6’ > 0 such that for parameters
b, ¢ satisfying (1.11), the function g(s,b,€) := A-(s,s;b,£) has at least two positive
roots £ < &5. Furthermore, for such parameters b and £, we have

(Arr + Arg)(€1,61) > 0> (Arr + Are)(£3,€2)- (5.10)
Proof. We write g(s,b,£) = ho(b,£) + shy(b,£) + s?hy(s,b,£), where by Proposition
5.3(1),

ho(b,0) = A, (0,0;b,0) = > (b—g)

and, by Proposition 5.3(iii),

B (5,€) = (Arr + Are) (0,0:5,8) = — (e-ﬁ) O(b—g),

and, by Proposition 5 3(V)7

3 51 2601

-——— <0.
T2’ 2)

hQ(S b Z) <= (A.,—TT + 2A.,—T€ + ATgf)(O 0; = 20
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Hence, the function s — g(s,b,£) = A, (s, s;b,£) has two non-degenerate roots if

2
h? - dhohy > i(g_ﬁ)+0(b_§) bl 3| 2601

—~4.—|p-= > 0. (5.11)
240 2 2

3 21 20
Now, if b, £ satisfy (1.11), then for some €; € (0,15/160),

3 10 17 21 5112 10 / 2
< ——eo) { < (7—60) 14

b-2< —. S < — .
‘ 2‘ 2601 (160 2 2601 \240

5112

2

)

where we used ¢’ < % . 1167022 for the first inequality, and ¢ > 51/2 for the second
inequality. Multiplying both sides by %, and using the facts that b < % and ¢ > 52—1,

b 31 2601 2601 2

3 l 51
AT DI P T
3 2 20 10 2 240 2
Since it is clear that ’b— %| = 0(|€— 52—1‘), (5.12) implies (5.11). Therefore, for b, £
satisfying (1.11), the mapping s — g(s,b,£) := A;(s,s;b,£) has at least two roots
& <& Since for £> 5L and b- 3 = o(1),

(5.12)

3 12 51
s(0,b0,0) =g, (0,=,¢ N=—[t-—= 1 )
9:(0:,6) 9(02 )+°() 240( 2)+0()>0
we deduce by the concavity of s — g that 0 <& <& and that (5.10) holds. O

Proof of Theorem 1.9. Let b € (3/2-6,3/2) and £ > ', and £*(b) > 0 be given
by Lemma 5.7(i), then it is a local ESS but not a CvSS. By Remark 5.5, it is
automatically a global ESS. This proves part (a) of Theorem 1.9.

For part (b), we assume b, ¢ satisfy (1.11). In particular, b < 3/2 and ¢ > 51/2 so
that £* = 0 is global ESS and CvSS, by Theorem 1.7(b).

Next, by Lemma 5.8, there exists small and positive £ < & such that A, (£,£) =
0 for ¢ = 1,2. Thus alternative (b) in Lemma 5.4 holds, and we deduce that &7, &3

are both global ESS. Finally, (5.10) says that £f is not a CvSS and &5 is a CvSS. O

Remark 5.9. According to the classification of [39], A({,7) has a codimension 1
singulary of type CvSSyESS,. This singularity gives the transition from Fig. 2a to
Fig. 2b.

Proof of Theorem 1.11. Fix 3/2 < £ < 51/2 and, for b > 3/2 and close to 3/2, let
&*(b) be given by Lemma 5.7(ii). Arguing similarly to part (a) of Theorem 1.9, one
can show that £*(b) is a global ESS as well as a CvSS. O

6. Proof of ecological dynamics. In this section, we consider the global dynam-
ics of the competition system (1.2).

Lemma 6.1. Let 0 <b< ? be fized.

a) If A;(0,0) <0, then there exists pg large such that if > v > pg, then (6,,0
o
is globally asymptotically stable among all nonnegative, nontrivial solutions of
(1.2).
(b) If A-(0,0) > 0, then there exists o large such that if p> v > pg, then (0,0,)
18 globally asymptotically stable among all nonnegative, nontrivial solutions of
(1.2).

Proof. First, we assume A,(0,0) # 0 and show that (1.2) has no positive equilibria
for p,v sufficiently large. Suppose to the contrary that there exist p; — oo and
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vj — oo, such that (1.2) with (p,v) = (u;,v;) has positive steady state (u;,v;) for
all 7 > 1. Denoting

1 - vy . s
£j=— 0, 17j=—>0, G5=e5%y;, b=
Hj Vi

the system can be rewritten as

’Uj,

ﬂj’$w+§j[ﬂj)$+(1—u]'—Uj)ﬂj]=0 f01"0<l‘<€,
f)j,m+rj[17j7x+(1—uj—vj)f}j]:O f0r0<x<€,

: L 7 6.1
ij.2(0) = . (0) + bt (£) = 0, (6.1)

We first observe that
ldjleo <1 and 7] < 1. (6.2)

Indeed, @; is a subsolution of the single equation
Upz + Ei[ue + (1= e¥u)u] =0 in (0,) and  u,(0) = uy(€) + &bu(f) =0,

for which the constant function 1 is a supersolution. Hence ;o < 1. The proof
for |7 e <1 is similar.

By viewing first and second equations of (6.1) as linear equations in @; and 9;,
respectively, we have

A& uj +v;) = 0= A(1j;u; +v;)  for j>1,
where A(7;h(-)) is the principal eigenvalue of

{ Guw + T[de + (1~ h(2))¢] = TAd, for 0 <z </,
¢2(0) = ¢z (¢) +7bg(¢) = 0.

Then by Rolle’s Theorem, there exists 7/ - 0 (between &; and 7;) such that
]\-,—(TJ{;'LLJ' +Uj) =0. (63)
Claim 6.2. By passing to a subsequence,

U

i; > Cy, and Uj:= -1 wniformly in [0,£],

gl
where C,, is a nonnegative constant and |||« denotes the supremum norm over the
interval [0,£]. A similar conclusion holds for v; and V; = 0;/|0;] -

To show the claim, we recall that [G;fe < 1 and [|7;[e < 1 (by (6.2)). By
standard elliptic estimates, we may pass to a subsequence and assume #; and 7;
converge weakly in W2?(0,£), p> 1, to some limit functions @ and 9, respectively.

Next, we pass to the limit by letting &;,7; = 0 in (6.1) to get

Upry =0 forO<x<f¢ and 1w, =0 forz=0,¢,

i.e. u= (), for some nonnegative constant C,. Next, we observe that ﬁj =05 /)0 ] oo
and Vj = 0;/]0; ]« satisfy

[z'j,m+§j[§fj’x+(1—uj—vj){?j]:0 for 0<z </,
‘fj,mx+7j[%7m+(1—uj~—vj)‘/}] =0 forO0<z </,
Uj(0) = Uja(£) +§0U;(€) =0,  and  |Ujle =1,
Via(0) = Vo (0) +7;6V;(£) =0, and [Vj]e =1.
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Hence, U; also converges to a constant, which must be 1 as |U;] . = 1 by construc-
tion. By arguing similarly and by passing to a further subsequence, we also have
0j > Cy >0 and 0;/[0;]e — 1 uniformly in [0,¢]. This proves the claim.

Next, we show that C, + C, > 0. Now, divide the first equation of (6.4) by Uj;
and integrate over (0,¢), we have

fj/[f’+(l—uj—vj)] dx:—/{i’dx.
Uj Uj

Integrating by parts, we have

O L

where we used the boundary conditions of Uj. Now, we divide both sides by £; and
pass to the limit to get

£
dx - [U”] <bg;
U =0

J

~ 2
Ujo

J

é(l—Cu—Cv):0+/(1—Cu—Cv)d:csb7

where we used U ; = 1 uniformly and that u; +v; - Cy + C, uniformly. This proves
C,+Cy,>0asl>b.
Next, we claim that C,, + C,, = 1 —b/¢. Indeed, integrating (6.1) by parts,

~ ~ L ~
{ (1—b)uj|mzz—uj|m=0+fg(1—uj—vj)ujd:c:0
(1-0)3]__, —@j|z=0 + [ (1= uj —v;)¥;dz = 0.

Letting j — oo, we obtain
-bC, +1(1-C, -C,)C, =-bC, +1(1-C, -C,)C, =0.

Adding the above, we obtain (Cy, + C,)[-b+£(1 -C, - C,)] = 0. Since we have
already proved C,, + C, > 0, we must have C,, + C, =1 - b/L.

Now, using the continuous dependence of ]\T(T, h) on 7 and h, we may pass to
the limit in (6.3) to obtain

A+(0,0) = A, (0,1-b/¢) =0.

But this is impossible since A;(0,0) # 0 by assumption. This is a contradiction.
Thus (1.2) has no positive equilibria for p,v > 1.

Next, we prove part (a). First, we notice that there exists §; > 0 such that for
all (1,€) €[0,61]?, (1.2) has no positive steady state and that A,(7,£) <0, i.e.

1
Av(p,v) >0 for all p,v> 5
1

Since A(u, ) =0 for all p, we deduce that
Ay, p) >0> A(p,v)  for  p>v>1/0q;

i.e. (6,,0) is linearly stable and (0,6, ) is linearly unstable. Now, since (1.2) has
no positive equilibria, we deduce by [17, Theorem B] and [24, Theorem 1.3] that
(6,,0) is globally asymptotically stable among all nonnegative, nontrivial solutions
of (1.2). The proof of part (b) is analogous and is omitted. O
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6.1. Proof of Theorem 1.13.

Proof of Theorem 1.13. First, we show assertion (a). For b < 3/2 and ¢ > b, by
Proposition 1.3(a)(ii) we see that there is p > 0 such that the positive solution 6,
to (1.3) exists iff 1> p, so that A is defined for all (¢,7) € [0,1/u]*. By Proposition
5.3(1), A-(0,0) = 2(b-2) < 0 for b < 3/2. Hence, we deduce from Lemma 6.1(a)
that there exists p' > o such that (6,,0) is globally asymptotically stable whenever
1> v 2 . This proves (a).

For b > 3/2 and £ > b, we check that by Proposition 1.3(b)(iii) that there is x> 0
such that the positive solution 6, to (1.3) exists iff u > 11, so that A is defined for all
(&,7) €[0,1/u]?. Next, by Proposition 5.3(i), A, = % (b—2) >0 for b>3/2. Hence,
we deduce from Lemma 6.1(b) that there exists ' > u such that (0,6,) is globally
asymptotically stable whenever p > v > i/, This proves (b).

Next, we apply [4, Theorem 6.2] to prove (c). Let p3 =1/&;, where &3 is given
in Theorem 1.11 (see also Lemma 5.7(ii)). We need to verify conditions (T1)-(T5)
for the semiflow generated by (1.2), and (CSS) therein. First, the positive steady
state 6, is linearly stable and attracts all nonnegative, nontrivial solutions of (1.3).
This verifies (T1) and (T4). Also, since (0,0) is the repeller of (1.2), (T5) holds.
Condition (T2) holds by [4, Remark 3.1]. Condition (T3) holds since the inverse of
elliptic operators is compact from C([0,£]) to C([0,¢]). It remains to show (CSS),
which can be stated in our situation as

AV(:“gv.ug) = Oa )‘VV(:“gv.UJ;) < Oa and )‘IAIL(IU‘;7M§) > O (65)
Indeed, by definition, A(u,v) = A(1/u,1/v), and

Ay(s,s):AT(l/s,l/s)-(;—;) for s > 0. (6.6)

So that we can verify the first condition in (6.5) by using Lemma 5.7(ii), i.e.

Mo, n3) = Ar(€5,€5) - [-(€5)%] = 0. (6.7)

Next, we differentiate (6.6) again and set 1/s = &3 to get

v + A (15, 15) = (Mrr + Arg) (€5,63) - [(63)7]° + A+ (65, 63) - [2(63)°]
= (Arr + M) (63,63) - (63)" < 0. (6.8)

Finally, differentiating s — A(s, u3) twice at s = p§ = 1/£5, we get

Mun (i, 13) = A (63,63) - (€)" + Ae (€5, €3)[-2(63)°]
= Aee(€3.63) - (&) >0, (6.9)

where the second equality follows from the fact that A¢(s,s) = -A-(s,s) (as it van-
ishes on the diagonal), and the last inequality follows from Age (€5,£3) ~ Aee(0,0) =
—% (E - 277) > 0 (see Proposition 5.3(iv)). By (6.7), (6.8) and (6.9), we have verified
all of (6.5). Hence assertion (c) is a consequence of [4, Theorem 6.2]. O

Appendix A. Computations of derivatives of A({,7) at (0,0). Recall that
A(&,7) is the principal eigenvalue of (5.1). We will prove Proposition 5.3 in this
section.
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A.1. Taylor expansion of the single species equilibrium in £. Let £ = 1/u
and define J¢ = e‘m/“ﬁu, where 6, is the unique positive solution of (1.3). Then v
satisfies

(1-b)9(£) - 9(0) + [y 9(1 - €5°9) dz = 0, (A1)
9.(0) =9, (£) + EbY(L) = 0.
Note that the integral condition can be derived from the equation and the boundary
condition when ¢ > 0. However, when £ = 0, the integral condition is essential to
determine the limit éli% ¢ = 1 -0/ uniquely. By the above setting, §¢ is continuous

{ Oz + £ [0 + 9 (L —e5*9)] =0 for O<a <,

in £ > 0. We will prove that ¥¢ depends smoothly on &.
Lemma A.1. Forb#/{, the steady state ¥¢ depends smoothly on & > 0.

Proof. By [3, Proposition 3.6], the unique positive solution 6, of (1.3) depends
smoothly on € (0, 00). Thus ¥ depends smoothly on § € (0, ).

To show differentiability at £ = 0, we need to show that zero is not an eigenvalue
of the following linearized problem of (A.1) at (£,9¢) = (0,1 -0b/¢):

buz + & [Pr + d(1—2e570¢) | =0 for O<z <Y,

{ (1-0)d(0) - (0) + [1 (1 - 26570 ) da = o [, dda, (A.2)
$2(0) = ¢z (£) + Ebp(£) = 0.

Setting (§,9¢) = (0,1-b/¢) and o =0 in (A.2), the first equation and the boundary

condition becomes

Gz =0 in (0,€), and ¢,(0) = ¢, (¢) =0.
Hence ¢ = ¢, where ¢ is a constant. Then the integral condition says
¢
~bg + / B[1-2(1-0b/0)]dx =0.
0

Since b # £, we deduce ¢ = 0. Hence ¢ = 0 is not an eigenvalue of (A.2). By the
implicit function theorem, ¢ is smooth at & = 0. O

In the following, we will Taylor expand ¥¢ in 0 < § <« 1.

Lemma A.2. Let O¢(x) = Og(x) + £01(2) + €20a(2) + £305 + O(|€]*). Then
N b
(i) Yo(x)=1--.

3
N g Job o b( 3) ( b)é
—a-—— =2 (b-2)+(1-2)2(b-3).
(ii) ﬂi(x) a 2€x,wherea~ 3 b 5 + 1-3 G(b 3)
(ifi) (P2)a(w)=-a(Z-1)z+La?+ (2 -1)%0,3

Proof. First, we observe that Jo is independent of z, as it satisfies
Doz =0 in (0,£), 0o.(0)=Do.(¢) =0.
Using this in (A.1), we obtain
0= (1 + &5 +E203) s + (£01 + E702 + E303), + O(I€[*)

+(0g + £0q + 209 + £303) [1 —(1+&x+ 522””2 + fdgd V(9o + ED1 + E295 + 53@3)] .

Consider the first order equation:

{ 1?1@@« = —Ug(1-10y) for0<z <,

01,2(0) = 0 = D1, (€) + b (A.3)
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The compatibility condition of (A.3) implies (upon integration in z) —bdy =
~09o(1 = Jg). This proves (i). Furthermore, we can solve (A.3) and obtain (ii),
except for the determination of the constant a.

Next, we compute the constant a by the compatibility condition in the next order
equation:

gg’mm+1§1’x+’l§0(—1§1—1%x)+1§1%=0 for 0<z </, (A4)
ﬂgw(0)20:ﬁ21(£)+b191(£). '
Using [ U1 dx = La - 129yb/6, the compatibility condition of (A. 4) gives
N N N N - 192@2
b () + (F1(6) - 31(0)) —190/191 do- 0542 /191 di = 0
3 3 32 92 2
b a_ﬁobé . _Uobl\ 95l +(27b_1) la _Eﬁob _o.
2 2 2 l 6
Using Jo=1- %7 we may solve the above to yield
b 3 b
=2 (b-2)+(1-2) 2 -
1 (-3)+(1-3) 509,
This proves the second half of (ii). Next, using (A.4) again,
~ ~ 2b - Jobx (2b ) Oobz?\ =
D = = 1)y - 0% = - = 1) a- - 92z,
792@:3 191@ + ( / )191 7903j i + 7 a 27 190.13
One then integrate and use the fact that 95 ,(0) = 0 to show
< Doba®  (2b Doba®\ 93 2
- - ~ -
V2a ==t ( 7 ) (‘m 6 ) 2"
This proves (iii). (The 2 terms can be combined using Uy = 1 — b/£.) O
Remark A.3. When b= 3/2, then a = ~Jy¢/4, and
s 3 s Do o
190 =1 Yk ’191(%) = 10 (E + 3z ), (AE))

and

~ 19062 3 x x\? 3 z\3

o = So1) 2422 So1)(2) .

207y [(ﬁ )ﬂ (z) +(£ )(ﬁ)
Remark A.4. Define 95 (z) := ¥2(x) —92(0). When b =3/2 and ¢ = 51/2, then (iii)
implies

45 5, 8 10

95 (x) = 2(x) — 92(0) = 7% Y — - ﬁx‘l. (A.6)
and
{ 0 = V3,00 + V25 + 202 + U1 [-200 - 1] + 190[—%2190 -2 — V2],
V3,,(0) =0=13,(0)+(3/2)92(¢)

so that (using 93 =¥ —¥2(0) and V3 , = V2 ;)

2
sma+ 050 = 30 + Vg = %x + 20001 (z) + () + 7(192(:3) £95(0)). (A7)

Integrating (A.7) from 0 to x, we get

2 xTr xT
a0 = —03 + ﬁx%wo/ sﬁl(s)ds+/ [02(s) + 2095 (s) + 209,(0)] ds. (A.S)
: 6 ; ] 17 17
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Setting x = ¢ and use the boundary condition of ¥3 at x = £ = 51/2, we have
Us,2(£) = =bl2(£) = =b(¥2(0) + J5(£)),
and hence we obtain an equation of ¥J5(0):

- b(92(0) + 95 (6))

con L U8 ‘ b 15, 15¢
=-95(¢) + Eﬂ +200 | sti(s)ds+ [ [91(s)+ —192 (s)]ds+ —192(0) (A.9)
0 0

By the facts that, when b = 3/2 and ¢ = 51/2, 9 = 1—7, 91(x) = -6- S 22, and (A.6),
we may solve (A.9) to obtain ¥3(0) = 186.15.
Hence,
45 8 10
Uo(x) = 186.15 - —a° + —a® - —a Al
2(x) =186.15 17x t e T TE (A.10)
8 40
- 22 3 A1l
20(0) =~ 0¥ 7 g (A1)
and, when b =3/2 and £ =51/2, (A.8) implies
2 92 4
U3 .(x) = 192(x)+—x + 20 (-32> ~12® )
9. 2 .5
36 + —— 6-8z° (i) r
172 3 172) 5
15 154 2 , 2 5]
— [ (186.1 -— — - — . A12
T [( 86.15)x TR AT i ( )

A.2. Computations of A-(0,0) and A.,(0,0).

Proposition A.5. For each 7 = % >0, the eigenvalue A(0,7) satisfies
£(b br b T2
“A--A-—)=g|A/|--A)T-— Al
b (z 2 ) g( (£ )T 1 ) (A.13)

Proof. In [26] the critical domain size £*(v,b), for which there exists a positive
solution to

Vgy + Pp +7¢ =0, 0<z <€, ¢,(0)=ve (L") +bp(L*) =0,

is found in terms of v, r and b (see also Proposition 4.1) by solving

tan Vavr — 15* _ bv4vr — 1. (A.14)
2u 2ur —b

where g(s) = scot s.

Now for A = A(0,v), there exists a positive solution ¢ to
Vo + ¢z + (1 =09~ A)p=0, 0<z <L, ¢,(0) = v, (£7) +bp(£") =

where 9 = 1 - b/¢. Finally, we deduce the desired result by setting ¢* = ¢, v =1/7
andr=1-99-A=b/{—Ain (A.14). O

Lemma A.6. Letb>0 and ¢ >b. Then

A(0,0) = 7(1)—7), and  Anr(0,0) :—g—é[b2+15(b—1)2]. (A.15)
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Proof. Fix b>0 and ¢ > 0. Using the expansion scots = 1-5%/3-5%/45+ ..., we can
rewrite (A.13) as

(N tr (b 1 (b 27

A I I ('Y P DA (- P o T( D .S T
b2 3[(6 )T 4] 45[(8 )T 4]+ (), (A-16)

where A = A(0, 7). Differentiate (A.16) with respect to 7, and then set 7 =0,

1 A b 3
CA0,0) -2 =- .2 e A - 2(p-2).
baT (0,0) 5 3 e -(0,0) 3 (b 2)

Similarly, we deduce

L0\ (0,0)=2 {_52 [—AT(O,O) - ﬂ _ W}

b or? 3 45
1 2
e _2[_9(,,_%)_,]_%
3L 3 2/ 4 45
? 2 e 2
=— (160" -30b+15) = —[b"+15(b—-1)"].
This completes the proof. O

A.3. Expanding AT(f,T)L_:& in powers of &.
Lemma A.7. Let 0¢ be the unique positive solution of (A.1), then

f(ﬁﬁ)w(egxﬂé)w dx
[t (9e)2de

£2AT(£’ T)|T=£ =
Proof. Fix & and differentiate (5.1) with respect to 7, we obtain

G 76+ (1 590 - A
= _[ng; + (1 - egxﬁf)qs - A(b] + TAT¢ = %ng;w + TAT¢7

with boundary condition
¢z(0)=0, and @ (£) +7bs' (L) = ~bo(L).
Then, setting 7 = £ (so that A =0 and ¢ = ¥¢), we have

G+ €10+ (L-0)¢') = L(0)sy +EADg, for Ozl
9020, () + £b! () = ~boe(£). (A.17)

Multiply by efw95, and integrate by parts twice:

et (¢, 0 - ¢/(19§);]|i »
= H{{0oe 0]y = [(9)(e50e)s dar} + €A (6.€) [ €5 (9)? da.

It is not hard to verify that the boundary terms cancel exactly, by applying the
boundary conditions in (A.1), (A.2) and (A.17). This proves the lemma. O

In the next result, we expand A, (&, 7')|T:€ in powers of &.
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Lemma A.8. The following expansion holds:

A (£,) / ¢ (9¢)? da

_ [@0 / Ty da + / (ﬁl,mdw]

+g[@0 / Jap da +2 / Draledr / (), da + / 2(U1.0)2 d + Do / - d:c]
e / l@&m(ao +201.0) + Ta (200 + 0y + 2001 4 + U5.0)

i (f&o b+ %19 . @2) ] v o(€?), (A15)
Proof. Tt suffices to expand [(¥¢).(e570¢), dzx as

/(&gl,x + 52&2,90 + 53'@3,90)

[(1 rere 2 56“) (Jo + €01 + €20, +§31§3)] dz + o(€h

x

~ ~ ~ ~ ~ ~ ~ ~ 2 ~
=¢ /(19171 + &9 4 + 5219371;)[190 +&(xdg +0,) + €2 (02 +xd + :”2190)
3~ x? s = =
+£3(6190+2’L91 +£L"L92+’l93)) d$+0(£4)
= f/(ﬁm + &g 4 + 52193,35)[5(150 +01,) +E (192,@ + 01+ 20; 4 + 56150)
z? - - x? ~ = =
+&3 (2190 + 2, + 7191@ + 09 + 202 4 + 193@) dx +o(&%)
= 52{ [/ 191733(’90 + 1517;5) dI:I
+ f [/’9273:(150 + 191733) dr + /191735(@27% + 151 + 1'1;1,:8 + 1‘150) dl‘]
v §2l / Js0 (Do +01.0) + Va0 (20 + Ty + 2010+ Daa)
~ 2 - - _ ~ _ )
+ 191,93 ?190 + 56'191 + ?191’35 + 192 + mﬁg)aj + 193’1 + 0(5 ) s

and use Lemma A.7 to complete the proof. O

Proposition A.9. When b= %,

Arr(0,0) + Are(0,0) = [%AT(S,S)LO . % (e- ‘il) . (A.19)
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Proof. By Lemma A.8 and the fact that A;(0,0) =0 when b = 3/2, we derive
6150[ A (s, s)]

s=0 ~ ~
—ﬁ0f921d$+2f191 Vopdr+ 3 [(93),,da+ [293, do+ Vg [ 20y, dz.
(A.20)
We evaluate individual integrals over the interval [0, ] separately:
- 902 3 g2
/ﬁzmdx:ﬂog [(§—1)£+2—£+(§—1)£]:ﬁ0£ (_£+9) (A.21)
’ 4 14 2 3 14 4 4 12 4
_ e 15 ~
2 _ 32 4 _ Ay _ 22
/(191)96 dx = ﬂl‘x_o 1662 (166 ) = 760 (A.22)
= 9 92 ~
/wix dx = / 1 63 23 dx = 19(2)62. (A.23)
/x&m dz = -/ ; ’9; 2da = ’9%2 (A.24)

[uiscin= [0 2E (21 ()2(5) (- () o
s G
(5 )

_190[2(8%_%) (A.25)

Substituting (A.21) - (A.25) into (A.20), we have
[0
093 [$AT(S,S)LO

9242 N -
:ﬁ(—zZ 9) 219052(1—%) Bg2pe, —193%—119862
s 1273 80 5) "3 16 2
19252(g_§+§+3_1_£+£)

6 532 16 2 18" 0

_ e (-2,
240 2
This completes the proof. O
Lemma A.10. When b=3/2 and £ =51/2,

d 2601
[d 2A (5 S):I = A-,—ff(O, O) + 21&7-7—5(07 0) + ATTT(Oa 0) = —TO < 0.
s=0

Proof. When b = 3/2 and ¢ = 51/2, we deduce from (A.15) that A-(0,0) =0, and
from (A.19) that

[iAT(s, s)] — Are(0,0) + A, (0,0) =0,
ds s=0

so the lowest order term on left hand side of (A.18) is

52 51/2
5/0 (7.9())2d [d 2A (S 8)]

s=0
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Hence, equating the coefficient of £€2 on both sides of (A.18), we get

51 (16\*[ d
2(2) | 5a
1 (17) [ds2 T(S’S)LO

%
= / l§37x(ﬁ0 + 2191733) + 1927;6(56190 + 191 + 2:17’(9173; + 1927x)‘| dx
0

g 22 72
+/ ?919;(190 +$191+191w+192) dz.
0 ’ 2 2 7

And the value of [%AT(S, s)] _, can be evaluated in terms of (A.5), (A.10), (A.11),
and (A.12). O

Proposition A.11. Let b= %, then

1

27
Mse(0.0) =5 (€= 5 ).

Proof. Since A(&,€) =0 for all £, we have
Age(0,0) = -2A£-(0,0) = A-7(0,0) = -2(A¢,(0,0) + A-(0,0)) + A, (0,0).

Setting b = 3/2 in Lemma A.6 and using Proposition A.9, we have
¢ 51 30(3\2 3\
Age(0,0) =2 [—— (K— 7)] -2 (f) +15 (f - 1)
240 2 90 |\2 2
L ( 51) L (9 15)
=——[-=)-=-+—
120 2 60\4 4

)
120 2

This completes the proof. O

Lemma A.12. Let g(s) = scots, then

!/
g”(s)—&[1+(g'(s))2] >0 forO<s<m. (A.26)
s
Proof. Step 1. We claim that
. 3
Sme —cosz >0 in (0,7). (A.27)
x

Observe that (A.27) holds trivially in [7w/2,7). For s € (0,7/2), we compute

.3 24\3 2 4 4 2
M sz (1-Z) (1o =2 (1-Z s
3 6 2 24 24 9

Step 2. It is straightforward to compute

52

g'(s)=cots—scsc’s <= ; csc” s,

and

g9'(s) _g(s)

g’ (s) = e T csc? s(=1+2g(s)) = 2csc® s(g(s) - 1).
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Furthermore,
1+(g'(s))? =1+cot’s —2scot scsc? s + s> esct s
= csc? s[1-2g(s) + 5% csc? s] = csc? s[1 - 2g(s) + s2(1 + cot? 5) ]
=csc? s[(1-g(s))? + s°].

Step 3. We claim that —g,is) > 2 for s € (0,).

Indeed,
d (s cot s csc? s
— _g() =" _2cotscsc? s+
ds s 52 s
1 9 1 1 9
=|——cots]|csc 5—— +—3—cotscsc S
s s s
1 sin® s
>—cotscsc25:csc35( —coss)>0
s3 83

for s € (0,7), where we used Step 1 in the last inequality. Hence, the minimum of
_d'(s)
S

have

is attained as s N\ 0, so that using the expansion g(s) =1 - % - Z—; + ..., We

/ / 2
g(s)zlim—m:[2+48+...] :g.
s 0 3

S N0 s 3 45

Step 4. We claim
o= L4 ()12 S(eses)[(g- 1P +3(g- 1) + 5] in (0,7).

Indeed, by Steps 2 and 3,

= %’[1 +(9")?] =2cesc?s(g-1) + (—i,) csc s[(1-g(s))? + %]

wl N

>2csc?s(g-1) + %csc2 s[(1-g(s))? + 7]
= %csc2 s[3(g—1)+ (1 -g(s))? +57]

Step 5. We claim that (A.26) holds for s € [%,w). By completing the square, it is
easy to see that

h(s) := (g—1)2+3(g—1)+52232—%

By Step 4, we deduce that (A.26) holds for s € [%,77).
Step 6. It remains to show that h(s) (defined in Step 5) is positive for s € [0,7/2).
We first claim

g(s) —1<-s*/3  for all s€[0,7/2). (A.28)

Now, for s € (0,7/2),

scoss
sin s s-s3/6 T 1-s2%/6 3
This proves (A.28). One can obtain similarly that
-52/3+5%/30 - s5/720
1-52/6+s%/120

_ 2 4 _2 4 2
o(s) -1 = <s(1 s/2+s/24)_1< s°/3+s/18 s

g(s)-1> for all s €[0,7/2). (A.29)
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Using (A.28) and (A.29), we have, for 0 < s <7/2,

(9-1)?+3(g-1) + s>
st . -s% +51/10 - 55/240 g
9 1-52/6+s%/120
_ (s/9-5%/54 + s8/1080) - s + s*/10 — s°/240 + (s* — 5*/6 + 5°/120)
- 1-52/6+5%/120
4
B+ (-2 - 515 + 135) 8¢+ 5°/1080
1-52/6+5%/120

>

>L i_i (71—)2
" 1-s2/6+54/120 |90 2160 \2) |’

Since the term in the square bracket is positive (~ 0.009), the lemma follows. O
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