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An investigation of spectral line stacking
techniques and application to the detection
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As the inventory of interstellar molecules continues to grow, the gulf between small species, whose individual rotational lines
can be observed with radio telescopes, and large ones, such as polycyclic aromatic hydrocarbons best studied in bulk via infra-
red and optical observations, is slowly being bridged. Understanding the connection between these two molecular reservoirs is
critical to understanding the interstellar carbon cycle, but will require pushing the boundaries of how far we can probe molecu-
lar complexity while still retaining observational specificity. Towards this end, we present a method for detecting and character-
izing new molecular species in single-dish observations towards sources with sparse line spectra. We have applied this method
to data from the ongoing GOTHAM (GBT Observations of TMC-1: Hunting Aromatic Molecules) Green Bank Telescope large
programme, discovering six new interstellar species. Here we highlight the detection of HC;)N, the largest cyanopolyyne in the

interstellar medium.

troscopy generally becomes more challenging. In large mol-

ecules, there are a substantially larger number of rotational
energy levels over which the population is distributed, reducing the
emission between any two that give rise to an observable transi-
tion. The rotational partition function for such species can be high
even at low tempeartures, with a large number of thermally popu-
lated rotational levels, diluting the intensity of any given transition.
Moreover, larger species are generally less abundant than smaller
species'. Taken together, it is often far more difficult to detect indi-
vidual rotational lines of a heavy species relative to those of a light
species, even if both have identical dipole moments, rotational tem-
peratures and column densities. Even for small polycyclic aromatic
hydrocarbons (PAHs), for example, the total line intensity is diluted
over potentially hundreds if not thousands of transitions, making
it exceedingly difficult to detect any individual line in a reasonable
amount of integration time.

Here, we describe a new method that combines the techniques
of Markov chain Monte Carlo (MCMC) inference with spectral line
stacking and matched filtering to counteract the effects of rotational
dilution, improving detection efficiency and the characterization of
weak emission from large molecules.

!! s molecules increase in size, detection by rotational spec-

Molecular detection technique

MCMC inference has grown in popularity in recent years in the
astrochemical community as a tool for analysing the properties of
spectroscopic lines*™, allowing for straightforward characterization

of parameter uncertainties and covariances. Similarly, line stack-
ing and matched filtering techniques have regularly been applied
to improve the signal-to-noise ratio (SNR) and detection efficiency
of weak lines’”. Here, we present a hybrid combination of these
techniques to robustly infer the presence of large astronomical mol-
ecules of interest in single-dish spectra, as well as their emission
parameters and associated uncertainties. In particular, this tech-
nique is ideal for identifying and characterizing species when no
individual line is intense enough to be observed in a spectral line
survey, but where many lines are present in the data itself, hidden
under the noise. A flowchart providing an overview of our analysis
method is shown in Fig. 1, and we explain each step of the process
in the following subsections.

The GOTHAM dataset. Our method is best suited to a line-sparse
single-dimensional spectral dataset, and here we investigate its
application to data from the ongoing Green Bank Telescope (GBT)
large programme GOTHAM. The details of these observations are
presented in ref.®. In short, at the time of this analysis, the obser-
vations were ~30% complete, covering 13.1 GHz of the total band-
width between 7.8 and 29.9 GHz. With a frequency resolution of
1.4kHz (0.014-0.054kms™), the dataset encompasses 9.3 million
channels.

Despite the wide spectral range, the observations are relatively
line-sparse. A total of 632 lines are detected above 50, yielding an
effective average line density of 0.05 lines per MHz (one line every
20 MHz). Thelinesarealsorelatively narrow: ~0.3 km s inaggregate,
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Fig. 1| Schematic diagram of our method for molecular detection and characterization. In short, the GOTHAM dataset and an initial spectral simulation are
used to select a relevant subsection of data (green shaded regions). A model is then fitted to the data and the source properties varied while the telescope

properties and spectral catalogue are held fixed (shaded red). The best-fit model is used to weight the data for stacking (for example, @, ,, @, ...

in the

figure). To visualize the statistical significance of this detection, the stacked model is used as a matched filter and cross-correlated with the stacked data.

although we fit the contributions of several (2-4) ~0.11kms™ com-
ponents to these features. The result is a spectrum that is sparse in
‘bright’ channels: only one channel in every ~1,400 is >5¢ above the
local noise level, which is equivalent to a filling factor of <0.1%. We
discuss the importance of the line sparsity in more detail later.

Spectral simulator. To infer the desired astrophysical properties
(for example, excitation temperature and column density) of a given
molecular species, we employ a forward modelling framework
where spectra are iteratively simulated in a fashion similar to the
observations themselves and then compared to the data. Our spec-
tral simulator is based on the basic equations of molecular excita-
tion and radiative transfer’'". The simulator has three main inputs:
a spectroscopic catalogue in SPCAT format from the CALPGM
suite of programmes'>", a collection of telescope properties and a
collection of source properties.

The most critical telescope property is the 100m dish size of
the GBT, required for calculating an effective beam filling factor to
account for beam dilution effects. Source properties for each source
component are left as free parameters, and include the effective
source size (used for calculating filling factors and assumed to be a
symmetric Gaussian), column density (N,,), excitation temperature
(T.,), source velocity (v g¢) and linewidth (dv).

In our modelling of TMC-1, we have found four distinct velocity
components at similar velocities to those previously identified'*"*
from which the majority of species emit from. Source size, column
density and source velocity were allowed to vary freely for each
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component, and the excitation temperature and linewidth are fit
jointly across components. It is likely that the excitation temperature
and linewidth do vary slightly across the different cloud compo-
nents, but our data are not sufficient to constrain these differences,
which we discuss in more detail later. Several species in our analysis
were best fitted by utilizing only a subset of three of these four cloud
components, and their results are presented with a corresponding
number of free parameters.

The spatial orientation of the four cloud components on the sky
(Fig. 2) has a pronounced impact on how their emission is mea-
sured by the telescope. First, since our dataset is only from a single
pointing position and we do not have spatial information about
these cloud components, we make the simplifying assumption that
each component is centred in the beam. The Gaussian full-width at
half-maximum (FWHM) of the beam for the GBT (in arcseconds)
is calculated for a given wavelength A and dish size D as:

206,265x 1.224

> (1)

bm =

as documented in the GBT Proposer’s Guide'® and the correspond-
ing beam dilution factor for a Gaussian source centred in the beam
with FWHM 6,

source

2
source

R+ 6>
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(2)
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Fig. 2 | Schematic showing two spatial distribution regimes into which
the emission from TMC-1 may fall and the approximations we use in our
analysis. The FWHM primary beam of the GBT is denoted by the black
circle. Emission may be mainly co-spatial, with substantial overlap between
velocity components (top left) or originate from spatially distinct velocity
components, which are all still mostly within the primary beam (top right).
Optical depths (z) in the co-spatial approximation (bottom left) are added
linearly before converting to intensity (/), and a common source size

(SS) is fit and applied to account for beam dilution (B(/)). In the separate
components approximation (bottom right), each component is separately
beam diluted and then these intensities are added linearly to calculate the
total intensity /.

This beam dilution factor is applied at each frequency in the
spectrum to all cloud components on the basis of their given source
sizes. In reality, the sources may be unequally distributed through-
out the beam, leading to varying beam dilution effects at different
frequencies, as the source begins to exit the beam. We discuss this
point in more detail later.

In the optically thin limit, the spatial distribution of components
does not strongly impact how their emission co-adds. Thus, for spe-
cies firmly within the optically thin limit, a beam diluted spectrum
can be generated for each component and then summed. For spe-
cies that may have lines that are more optically thick, however, the
spatial distribution may have a more pronounced effect on how the
emission co-adds.

If two optically thick lines lie at different velocities, and the
linewidths are smaller than the separation between the central
velocities of the components, then the components are radiative
decoupled and can be added as in the optically thin case. This is
the main assumption of the large velocity gradient approximation.
Additionally, if two optically thick components are spatially dis-
tinct, they will add linearly in measured intensity. If there are two
co-spatial optically thick lines that overlap in velocity, however, they
need to be added in 7 space before converting to intensity. We refer
to these limiting cases as ‘separate components’ and ‘co-spatial’ As
we lack the spatial information to disentangle the more complicated

(and more likely) scenario of a situation between these two limit-
ing cases, we instead present results from the two limits and discuss
both when relevant. For the co-spatial case, it makes more sense to
fita common source size across components (Fig. 2, bottom left), so
the total number of model parameters is shrunk by three. As shown
in the Supplementary Information and discussed in more detail
later, a co-spatial model does a much better job of describing the
smaller and more optically thick cyanopolyynes.

Initial data preparation. To begin the fitting process, it is first nec-
essary to reduce the size of the dataset that will be simulated, as
generating 9.3 million channels in every step of the MCMC process
would not be computationally tractable. A dataset of much more
manageable size would consist of only the small number of channels
that are near lines of interest for a given species.

Using our spectral simulator and a nominal set of telescope and
source properties, we generate an initial simulation for the target
species across the full bandwidth of the GOTHAM observations.
A dish size of 100m, source size of 100", excitation temperature of
8K, column density of 10?cm™ and linewidth of 0.37kms™" are
assumed. As this initial simulation is used only to select the regions
of the spectrum to perform the fit on, relative line strengths need
only be approximate, and knowing the exact source size, excita-
tion temperature, column density or linewidth is not necessary.
The linewidth and excitation temperature are estimated on the
basis of previous observations of TMC-1'*'>", with the linewidth
being large enough to encompass all of the known multiple velocity
components.

Nominally, the method will work when including all lines in a
catalogue file that fall within the range of the observations. For this
work all lines were used with simple linear species, but for the anal-
ysis of species such as 2-cyanonaphthalene where there are thou-
sands of extremely weak lines, applying a threshold substantially
improves the computational efficiency. In these cases a threshold
of 5% of the peak intensity in the initial simulation was used, dis-
carding all lines below this threshold as they will not contribute
substantially to the final fit or stacked detection. For each remain-
ing line, a window was generated at 5.8 +0.5kms™ and applied to
the GOTHAM spectrum, yielding a final sparse spectrum with a
much smaller datasize, as shown in Fig. 1. Within each window,
a local estimate of the noise was taken by calculating the standard
deviation of all points less than 3.5¢ (where ¢ is an initial standard
deviation taken considering all points). This method reduces the
impact of any strong lines on the estimate of the local noise. For the
analysis of weaker species, a 66 threshold was then applied to block
any interloping lines from other species, preventing them from
contaminating the model fit or final stack. Interloping lines were
removed from the windowed dataset.

The final output of this procedure is a small, sparse spectrum for
each species being considered, as well as a noise spectrum of identi-
cal dimensionality.

MCMC fitting. With a reasonably sized dataset now available for
a given species, we then utilize an MCMC fitting method to derive
posterior probability distributions and covariances for each free
parameter in the spectral simulator model. This process is very
similar to that described in ref.*.

The degrees of freedom for each model are set by the consider-
ations described earlier, with a maximum of 14 free parameters. The
affine-invariant MCMC implementation emcee'® was used with 100
walkers run for up to 10,000 steps. Convergence was assessed using
a Gelman-Rubin convergence diagnostic®.

Parameter initialization and priors were determined using two
well-characterized ‘template’ species. While initially investigating
the properties of species within the GOTHAM data, we found that,
as one might expect from chemical intuition, linear species seemed
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Fig. 3 | Individual line detections of HC;N in the GOTHAM data. The spectra (black) are displayed in antenna temperature (T, vs velocity relative to
5.8kms™, using the rest frequencies given in the top right of each panel. Quantum numbers are given in the top left of each panel, neglecting hyperfine
splitting. The best-fit model to the data, including all velocity components, is overlaid in green. Simulated spectra of the individual velocity components are
shown in blue (5.63kms™), yellow (5.79kms™), red (5.91kms™") and violet (6.03kms™"). See Extended Data Fig. 2.

to share source properties with HC,N, whereas cyclic species seemed
to share source properties more similar to benzonitrile. These two
species, which both have easily identified bright individual lines,
were therefore fitted first with very simple priors—source veloci-
ties were forced to be in a sequential order and all other values had
physical bounds set on them (for example, positivity constraints).
An example corner plot of the HC,N fit is shown in Extended Data
Fig. 1.

The quality of these fits was then assessed visually, ensuring the
suitability of the model for the data. As seen in Fig. 3, these nominal
fit parameters reproduced all observed lines within uncertainties.
The HC,N and benzonitrile posteriors were then used as priors for
their respective template families for all values other than column
density, and 50th percentile values were used to initialize walkers in
a tight ball. Column densities were initialized via quick maximum
likelihood fits, holding the other initialized values fixed.

From these fits for each species, we report parameters and their
uncertainties using 16th, 50th and 84th percentile intervals (for
example, Extended Data Fig. 2 for HC)N). These intervals are also
denoted in the corner plots (for example, Extended Data Fig. 1). The
50th percentile values are used for all stacking analyses.

Line stacking. The posterior probability distributions from the
MCMC fitting describe the range of parameter values consistent
with the data, but are predicated on the assumption that our model
does a good job of describing the underlying data. This is easily jus-
tified when individual lines can be detected and compared to the
model predictions (Fig. 3), but is less easy to visualize when individ-
ual lines are not seen above the noise level. Calculating a detection
significance is therefore crucial to interpreting the MCMC con-
straints. To provide a visually intuitive interpretation of detection
significance, we break this process down into two steps. First, we
stack all of the windowed lines that have no interlopers, and second,
we apply the stacked best-fit simulation as a matched filter to the
data stack.

The application of line stacking techniques to increase the SNR
in spectroscopic data is a well-known technique, particularly in an
astrochemical context for the detection of new species*>*’. Here
we follow the normal prescription of SNR weighted stacking of
each line (Fig. 1), but with a minor modification for some species.
When a species has a more complex spectrum where transitions are
not always well separated (for example, closely spaced hyperfine
components), a naive stack of every transition will overcount the
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Fig. 4 | HC,N spectra in TMC-1. Left: velocity-stacked spectra of HC,N in black, with the corresponding stack of the simulation using the best-fit
parameters to the individual lines in red. The data have been uniformly sampled to a resolution of 0.02kms™". The intensity scale is the SNR of the
spectrum at any given velocity. Right: impulse response function of the stacked spectrum using the simulated line profile as a matched filter. The intensity
scale is the SNR of the response function when centred at a given velocity. The peak of the impulse response function provides a minimum significance for

the detection of 277.30¢.

contributions from other nearby transitions, and may also contami-
nate the signal-free noise regions of the stack with signal from these
nearby lines. To avoid these issues, we treat groups of transitions
that are blended or closely spaced (typically <3 FWHM) as a single
spectral line feature. This has the effect of slightly blurring the con-
tribution to the total line stack, but avoids any overcounting. As the
stacking procedure is performed identically for both the data spec-
trum and the predicted spectrum, the full signal is recovered during
the matched filtering stage.

An example of this line stacking for the HC)N lines in Fig. 3
is shown in Fig. 4. Even though each of the individual lines were
strongly detected, the overall significance of the detection is greatly
enhanced, now with a peak value of ~1400. A similar stack of our
best-fit model is overlaid in red, illustrating the quality of the fit.
Demonstrations of the robustness of this line stacking method
for our dataset are shown in the Supplementary Information. We
discuss its limitations later, particularly with respect to source line
density.

Matched filtering. As described in Loomis et al., the technique of
matched filtering first presented by Woodward?' and North* can
be used on astronomical spectroscopic data to optimally extract a
detection significance when the shape of the signal is known. In our
case, the stacked line signal still retains velocity structure, as seen in
Fig. 4, and is thus not yet the maximum SNR attainable.

As shown in Fig. 1, we select a narrow region around the
stacked predicted spectrum to use as the template filter, and then
cross-correlate this filter with the stacked data spectrum, yielding
an impulse response spectrum. The spectrum is then normalized
by calculating the standard deviation of the spectrum (excluding
the central region where we expect to see a signal) and dividing by
this standard deviation®. The units of the impulse response are now
o, rather than a flux unit, and describe the SNR of the response. The
peak response can therefore be thought of as a minimum detection
significance for the species. An example of this impulse response
spectrum for HC)N is shown in Fig. 4, where the peak detection
significance is now almost doubled, at 258.16.

With a better model and hence a better matching filter, the sig-
nificance of the detection could be improved, but it cannot be lower
than the current peak response. We discuss this point in more detail
later, along with an exploration of the effects of spectroscopic cata-
logue accuracy on the recovered detection significance.

Upper limits. In cases where our matched filtering analysis yields
an impulse response with a significance not large enough to claim
a detection (for example <40), we refit the data using a modified

MCMC process to yield more useful posteriors on the column den-
sities. Instead of letting all of the parameters described above vary
freely, we instead fix the source sizes, velocities and excitation tem-
peratures to the values reported for a similar molecule, as was done
for the priors described earlier (for example, HC,N for linear species
and benzonitrile for cyclic species). From the resultant posterior dis-
tributions, 95th percentile confidence interval values are reported as
20 upper limit column densities. An example upper limit posterior is
shown in Extended Data Fig. 3 for HC;N, which we do not currently
detect above a 4o significance in the GOTHAM data.

Broader applicability and limitations of method. Both the MCMC
fitting and stacking analysis presented here are predicated on the
assumption that signal (that is, coherent information content)
within the windowed data being fitted or stacked is dominated by
species of interest, rather than some red noise or contribution from
competing species. In the context of well-calibrated single-dish
spectra, this can be more simply stated as a requirement of line
sparsity. Analysis of interferometric data with this technique is pos-
sible, but beyond the scope of this paper. The degree of line sparsity
necessary for a given analysis will be different for each species of
interest. As discussed earlier, thresholding data is able to prevent
the most egregious interloping lines from contaminating an anal-
ysis, but low-level line confusion would prevent successful stack-
ing of the thousands of lines necessary to detect a species such as
2-cyanonaphthalene. In contrast, the several dozen lines of HC;|N
would be more tolerant to a low level of line confusion (as each
individual line of interest would be brighter in comparison with the
confusing lines).

Of the handful of astronomical sources that have yielded the vast
majority of new interstellar molecular detections, TMC-1 has by
far the most sparse spectra. Application of our technique to other
sources, such as Sgr B2(N), IRAS 16293-2422 or Orion KL, is prob-
ably not as straightforward due to their higher line density. A more
fruitful approach may be to take inspiration from other solutions to
the analogous problems of detrending and source separation, where
advancements in Bayesian methods such as probabilistic catalogu-
ing® hold promise for the bulk analysis of large datasets™.

Finally, thus far we have made the assumption that the spectro-
scopic catalogues used in our spectral simulator are a fixed input,
with no error. In reality, few large species of astronomical interest
have precise laboratory constraints on their spectra, and several
of our newly detected species in GOTHAM required substantial
refinement via new laboratory spectroscopic investigation®*. To
better understand the sensitivity of our stacking method to spec-
troscopic errors, we systematically introduced increasing amounts

192 NATURE ASTRONOMY | VOL 5 | FEBRUARY 2021|188-196 | www.nature.com/natureastronomy


http://www.nature.com/natureastronomy

ARTICLES

NATURE ASTRONOMY
3
s 10} LI @ Benzonitrile
a % @ Propargyl cyanide
2 o8t [ 2-Cyanonaphthalene
§ [}
s 06 [¢ .'
Q
<
§ 04 oo e
: ~
0.2 -
: °
5 or @ ¢ &
ol T | | ————| |
10®% 107  10° 10° 10* 10° 107

Fractional perturbation to rotational constants

Fig. 5 | Fractional modification to rotational constants plotted versus
normalized matched filter response. Three species are shown:
benzonitrile, propargyl cyanide and 2-cyanonaphthalene. A relative
precision of ~100 ppb allows recovery of most of the signal.

of Gaussian random noise to the rotational constants used to
generate the catalogues for benzonitrile, propargyl cyanide®, and
2-cyanonaphthalene. A plot of the fractional level of modification
to the rotational constants versus the fractional peak filter response
(normalized to the peak filter response for the nominal catalogue)
is shown in Fig. 5. We find that for all three species, a modifica-
tion of ten parts per million (ppm) is sufficient to effectively nullify
the molecular detection. A relative precision of ~100 parts per bil-
lion (ppb) is sufficient to recover most of the signal. This is roughly
equivalent to the accuracy of a state-of-the-art high-resolution
microwave spectrometer®, highlighting the necessity of modern
laboratory constraints for the identification of large molecules in
the interstellar medium.

This analysis also doubles as evidence that our stacking method
is not likely to yield false positives given the line sparsity of TMC-
1: a small change of a few parts per million to rotational constants
is sufficient to reduce the signal in stacked spectrum to nothing,
making it unlikely that our stacking analysis would recover spuri-
ous signal. This point is discussed further in the Supplementary
Information, where we demonstrate the robustness of the method
via jack-knifing the data.

Detection of HC;;N

HC, N has a long and colourful history in radio astronomy. Three
radio lines were first reported toward IRC+10216 on the basis of a
rotational constant derived by extrapolation from those measured
experimentally for shorter members in this homologous series**.
Any lingering doubt of the astronomical identification seemed to
be put to rest with the observation of a fourth transition towards
TMC-1 in 1985%. The subsequent laboratory detection of HC;|N
(ref.?’), however, established that its rotational lines actually lie
0.13% lower in frequency (a shift equivalent to 13 linewidths in
IRC+10216 and nearly 800 linewidths in TMC-1) relative to those
originally reported””””. The observed lines thus could not arise from
HC,,N. Subsequently, two new astronomical lines were detected in
TMC-1 with the NRAO 43 m radio telescope’, both in apparent
agreement with the laboratory rest frequencies. Albeit based on
slender astronomical data, the detection of HC,;N in space now
seemed secure. In 2016, an attempt was made to verify the detec-
tion of HC, N by analysing archival observations towards TMC-1
with the 100m GBT". Even with substantially deeper integrations,
no evidence was found for six consecutive transitions between 12.9
and 14.6 GHz. The non-detection of HC, N towards TMC-1 was
further supported by observations that were unable to detect two
higher-frequency transitions in a sensitive observation in the K
band with the GBT?.

The apparent absence of HC;;N in TMC-1 and correspond-
ing column density upper limit combined with a nonlinear rela-
tionship between column density and chain length for shorter
cyanopolyynes (HC,N)*"**** led Loomis et al." to hypothesize that
cyclization reactions may become important once a carbon chain
reaches a critical size. If correct, the formation of ring isomers could
then directly compete with linear isomers via ‘bottom-up’ pathways.
The detections of benzonitrile (cyclo-C;H;CN), the simplest aro-
matic nitrile*, and now individual PAHs (B.A.M. et al., manuscript
in preparation) in TMC-1 suggest that cyclic chemistry is far more
widespread at these earliest stages of star formation than previously
thought.

With confidence from the aforementioned tests that our method
is able to rigorously detect not only species that show individual
lines, but also those that sit below the visible noise, we turn back
to the previous mysterious non-detection of HC N (ref.?). A
similar stacking and MCMC analysis was undertaken®, but with
substantially fewer data than are now available in the GOTHAM
observations.

Unsurprisingly, we find that none of the brightest HC;|N lines
are individually detected in our observations (Fig. 6). By fitting for
HC,,N using priors from our HC)N fit, however, we find column
density posteriors that are consistent with a detection of HC;,N
(Extended Data Figs. 4 and 5). We visualize the significance of
these posteriors through the same line stacking and matched fil-
ter analysis. The line stack shown in Fig. 7 displays a tentative but
encouraging 3.8¢ signal, and with a matched filter applied, the sig-
nal increases to a 5.00 detection (Fig. 7).

The column density constraints from this analysis of HC| N yield
a total column density of 7.872%:27 x 10!! cm 2. Three of the velocity
components show well-constrained column densities, whereas the
fourth component column density is best viewed as an upper limit.
The total column density value is not directly comparable, however,
with the 26 upper limit of 9.4 X 10" cm~ from Loomis et al.%, as that
analysis did not constrain the HC,;N source size, instead assum-
ing a much larger fixed source size of 6.0’ X 1.3’, which would fill
the GBT beam (based on previous mapping observations of HC,N).
As seen in Extended Data Fig. 4, column density is highly covari-
ant with our derived source size, and the largest contribution to the
total HC;,N column density comes from the fourth velocity com-
ponent with a source size of ~9”. With the brightest HC|,N lines
originating in the X band, where the GBT beam size is ~1.2’, this
source size would correspond to a beam dilution factor using equa-
tion (2) of ~0.015. Thus, under the same assumptions as Loomis
et al.%, our newly measured total HC;)N column density would be
roughly 1.2%32x 10! cm~2, entirely consistent with their upper
limit of 9.4X 10" cm™

Discussion

Now with a detection of HC,,N, it is useful to reconsider the over-
all chemistry of cyanopolyynes in TMC-1, particularly focusing on
both their relative column densities and distributions.

Cyanopolyyne column densities. The previous analysis of relative
cyanopolyyne column densities synthesized both GBT observations
reported in that paper* as well as previous literature values. In all
cases, an assumption was made that emission filled the beam, and
the individual velocity components were not considered.

These assumptions are reasonable for the smaller cyanop-
olyynes—we find that co-spatial fits to HC,;N and HC,N substan-
tially better replicate the observed line profiles. Although the more
optically thin larger cyanopolyyne species such as HC,N and HC,;|N
are well fitted by a separate components fit, the varying source sizes
in these fits make it very difficult to compare column densities
across the two different fitting methods. For the purposes of this
comparison, we have therefore additionally fitted all cyanopolyyne
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rest frequencies given in the top right of each panel. The best-fit model to the data, including all velocity components, is overlaid in green. Simulated spectra
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Fig. 7 | HC;N spectra in TMC-1. Left: velocity-stacked spectra of HC;N in black, with the corresponding stack of the simulation using the best-fit
parameters to the individual lines in red. The data have been uniformly sampled to a resolution of 0.02 km ™. The intensity scale is the SNR of the
spectrum at any given velocity. Right: impulse response function of the stacked HC;N spectrum using the simulated line profile as a matched filter. The
intensity scale is the SNR of the response function when centred at a given velocity. The peak of the impulse response function provides a minimum
significance for the detection of 5.06.

species with a co-spatial method, with results presented in detail
in the Supplementary Information. The separate components and

co-spatial results for the larger species are very similar, as would be

expected for optically thin species. Further discussion of the relative
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source sizes and distributions of the cyanopolyynes and the effect
on their fits is presented below.

Using the column densities derived from the fits presented in

the Supplementary Information, an updated version of Fig. 5 from
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would calculate under the assumption that the source fills the beam. These red data points are directly comparable to those shown in fig. 5 in Loomis

et al.%. Error bars reflect 16 uncertainties in the fit column density. Right: calculated abundances (solid lines), abundances from the co-spatial MCMC
analysis (dotted lines) and best-fit times (dots) for the cyanopolyynes HC N, n € [3, 5, 7, 9, 11]. Abundance ranges from the separate components MCMC
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shown on the right-hand y axis. Error bars for HC;N-HC,N are not visible at the scale used, but can be found in Supplementary Tables 2-6.

Loomis et al.* is shown in Fig. 8, along with a comparison to pre-
dictions from a chemical model, discussed in more detail in the
Supplementary Information. The general qualitative trend noted in
that work is maintained, with a log-linear trend at smaller sizes, and
a sharp decline at HC,;N.

Spatial variations in cyanopolyyne chemistry. Previous spatially
resolved observations of HC,N, HC,N and HC,N towards TMC-1
have shown them to be spatially extended on scales large enough
to fill the GBT beam at the frequencies probed by GOTHAM? .
These observations were all taken at relatively coarse spatial reso-
lution, however, and the detailed distribution of these species is
unknown, as is the distribution of larger cyanopolyynes such as
HC,N. In particular, observations of cyanopolyynes at both high
spectral and spatial resolution do not exist to date, making it dif-
ficult to spatially disentangle the four known velocity components
in TMC-1.

Several pieces of evidence suggest that our two limiting sets of
assumptions in this analysis of cyanopolyynes are insufficient, but
also provide some hints at the true cyanopolyyne distribution. First,
we note that separate component fits for HC,;N and HC,N yield line
profiles that poorly represent the data, whereas the co-spatial fits
shown in the Supplementary Information provide reasonable fits to
the observational line profiles. This suggests that the velocity com-
ponents are sufficiently co-spatial that when source sizes are large,
they overlap substantially along the line of sight. Second, we find
that for both the co-spatial and separate component fits, the source
size(s) decrease with cyanopolyyne size as previously noted”, pos-
sibly suggesting spatially segregated chemical evolution within the
source. Finally, for more optically thin species such as HC,N, sepa-
rate component fits yield widely varying source sizes for the com-
ponents. This suggests that the source components are not purely
co-spatial, and probably have some scatter within the beam.

Our beam dilution and source-size fitting analysis is limited by
both the sensitivity of our observations and the assumption that
each source is centrally located within the beam. It is possible that
the larger species have a broader distribution that is not well probed
by our observations due to sensitivity limitations. If the spatiokine-
matic structure of the cyanopolyynes is shared by other species, it
may be possible to use a single set of interferometric observations
as a template to unlock the GOTHAM observations, enabling more

complicated fitting and thus better characterization of the true spa-
tial distribution of the column density.

In conclusion, we have presented a new method for robustly
characterizing and visualizing detections of new interstellar spe-
cies in line-sparse sources, even when individual lines of the spe-
cies are not detected. These results of applying this method to the
GOTHAM dataset have resulted in a total of six new interstellar
species have been detected in TMC-1 (see refs. **>**! and B.A.M.
et al. (manuscript in preparation)) . In particular, we have detected
HC,;N in TMC-1 and derived a column density consistent with the
previous upper limit presented in Loomis et al.”.

Data availability

The datasets analysed during the current study are avail-
able in the Green Bank Telescope archive (https://archive.nrao.
edu/archive/advquery.jsp; PI: B.AM.). A user manual for their
reduction and analysis is also available (https://greenbankob-
servatory.org/science/gbt-observers/visitor-facilities-policies/
data-reduction-gbt-using-idl/). The complete, reduced survey data
in the X band are available as supplementary information in ref. ®.
The individual portions of the reduced spectra used in the analysis
of the individual species presented here are available in the Harvard
Dataverse Archive™.

Code availability

All the codes used in the MCMC fitting and stacking analysis pre-
sented in this paper are open source and publicly available at https://
github.com/ryanaloomis/TMC1_mcmc_fitting. The open source
code for our spectral simulator can be found at https://github.com/
ryanaloomis/spectral_simulator.

Received: 16 March 2020; Accepted: 22 October 2020;
Published online: 11 January 2021
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Extended Data Fig. 1| Parameter covariances and marginalized posterior distributions for the HC,N MCMC fit. 16'", 50*", and 84" confidence intervals
(corresponding to + 1sigma for a Gaussian posterior distribution) are shown as vertical lines.
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Component Vst Size N Lo e
P kms™H) () (102cm™?) (K)  (kms)
Cl 5.62410:002 3743 9 47+031
C2 579010001 95+2 17 19+183
6.7+ 0.117+0:002
C3 5.91070:09% 5617 2.20702
C4 6.03310002 9ot2 5 Gy+L30
N7 (Total)tt 2.15752% x 10'% cm™2

Note — The quoted uncertainties represent the 16" and 84‘" percentile (1o for a
Gaussian distribution) uncertainties. Values in the table are also available in the files
provided at.**

TColumn density values are highly covariant with the derived source sizes. The
marginalized uncertainties on the column densities are therefore dominated by the
largely unconstrained nature of the source sizes, and not by the signal-to-noise of the
observations. TTUncertainties derived by adding the uncertainties of the individual

components n quadrature.
Extended Data Fig. 2 | HC;N best-fit parameters from MCMC analysis. The quoted uncertainties represent the 16t and 84" percentile (1o for a
Gaussian distribution) uncertainties. TColumn density values are highly covariant with the derived source sizes. The marginalized uncertainties on the

column densities are therefore dominated by the largely unconstrained nature of the source sizes, and not by the signal-to-noise of the observations.
tUncertainties derived by adding the uncertainties of the individual components in quadrature.

NATURE ASTRONOMY | www.nature.com/natureastronomy


http://www.nature.com/natureastronomy

NATURE ASTRONOMY ARTICLES

Neo #1lCM™¢]

5.44e+ 10
1
4 1
]
]
]
] ]
]
1
]
o 1
1
1
1
- |
: Neol #2 [cm™?]
. . ; ; l.4le+11
v
£
(¥}
[
™~
H#
. Neor #3 [cm™2]
; 3.51e+10
&
£
(V)
=
m
H#
z Neo #4 [cm™2]
: 4.92e+11
|
}
e T |
I
)
v—!g T :
- I
2 |
o« S 1
* i
3 i 1
= 1
1
T T T T l T
@ ) Q L) o
~ ' b ©
lel0 -
Neo #1 [cm™2] Neot #2 [cm™2] Neo #3 [cm™2] Neo #4 [cm™2]

Extended Data Fig. 3 | Parameter covariances and marginalized posterior distributions for the HC,;N MCMC fit. The 97.8" confidence interval
(corresponding to 26 for a Gaussian posterior distribution) is shown as a vertical line.
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Extended Data Fig. 4 | Parameter covariances and marginalized posterior distributions for the HC;;N MCMC fit. 16'", 50", and 84" confidence intervals
(corresponding to + 1o for a Gaussian posterior distribution) are shown as vertical lines.
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Visr Size NI, T.. AV

Component g1y () A0Mem?) (K)  (kms)
Cl 5.532 05 3913 0.731037
C2 57221001 2177 260313
6.6703 0.117003
2 1 2 o
C3 5.88710020 56715 0.367032
C4 60341092 9+l0 412+1668
Ny (Total)tt 7.872527 % 10 cm ™2

Note — The quoted uncertainties represent the 16" and 84" percentile (1o for a
Gaussian distribution) uncertainties. Values in the table are also available in the files
provided at.**

TColumn density values are highly covariant with the derived source sizes. The
marginalized uncertainties on the column densities are therefore dominated by the
largely unconstrained nature of the source sizes, and not by the signal-to-noise of the
observations. TTUncertainties derived by adding the uncertainties of the individual

components m quadr ature.
Extended Data Fig. 5 | HC,,N best-fit parameters from MCMC analysis. The quoted uncertainties represent the 16! and 84t percentile (1o for a Gaussian
distribution) uncertainties. Values in the table are also available in the files provided at ref. “2. 7Column density values are highly covariant with the derived

source sizes. The marginalized uncertainties on the column densities are therefore dominated by the largely unconstrained nature of the source sizes, and
not by the signal-to-noise of the observations. $Uncertainties derived by adding the uncertainties of the individual components in quadrature.
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