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Abstract 

Network intrusion detection systems (NIDS) for Internet-of-Things (IoT) infrastructure are among the most critical 

tools to ensure the protection and security of networks against malicious cyberattacks. This paper employs four 

machine learning algorithms and evaluates their performance in NIDS considering the accuracy, precision, recall, and 

F-score. The comparative analysis conducted using the CICIDS2017 dataset reveals that the Boosted machine learning 

techniques perform better than the other algorithms reaching the predicted accuracy of above 99% in detecting 

cyberattacks. Such ML-based attack detectors also have the largest weighted metrics of F1-score, precision, and recall. 

The results assist the network engineers in choosing the most effective machine learning-based NIDS to ensure 

network security for today’s growing IoT network traffic. 
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1. Introduction 

Network intrusion detection systems play an important role in the dramatic growth of the Internet of Things (IoT) that 

exposes new vulnerabilities in the network. Cyber-attacks are considered as a new remote weapon [1, 2] targeting 

critical infrastructures such as a presidential campaign [3], a nuclear program [4], government personnel data [5], and 

software providers [6]. It is vital to distinguish harmful data from normal data while using the internet network 

efficiently. Intrusion detection was described as “the process of monitoring the events occurring in a computer system 

or network and analyzing them for signs of intrusions, defined as attempts to compromise the confidentiality, integrity, 

availability, or to bypass the security mechanisms of a computer or network” [7]. Intrusion Detection System (IDS) 

[8] is the most critical defense tool against the sophisticated and ever-growing network attacks. An IDS is a device 

that monitors the traffic of internet-connected devices and attempts to distinguish malicious or normal traffic. Different 

forms of harmful traffic such as a distributed denial of service (DDoS) attacks can happen on the internet, preventing 

the proper functioning of a server. Different IDS systems have been developed to detect harmful traffics [8-10].  

Different machine-learning algorithms such as naive Bayes [11], neural network regression [12], support vector 

machine [13], principal component analysis [14], and random forest [15] have been used for attack detection [16]. 

Anomaly-based intrusion detection approach [17] trains on many normal behaviors in the network to detect abnormal 

behavior in the network. However, the techniques are mostly suffering from consistent performance evolutions and 

many false alarms. A reliable IDS with a low false alarm rate can be developed based on a set of signatures of known 

attacks [18]. Farid et al. used the Bayesian classifier to reach the accuracy of over 99% in detecting DDoS attacks 

[19]. For instance, ML-based detection of DDoS attack can help to take immediate action to reduce the $2.3 million 

cost of such attacks [20]. 

Intrusion Detection Evaluation Dataset (CICIDS2017) available from the Canadian Institute for Cybersecurity 

contains the most updated real-world attack scenarios in networks [21]. However, this dataset has ~600,000 benign 

data from normal traffic and the amount of signature data describing each attack is a limited and very imbalance, 

making the identification of attacks challenging. Lopez et al. [20] excluded some attack types from the ML-based 

analysis due to the small number of samples. However, it is critical to evaluate the performance of ML algorithms for 

different size of the training data for known attacks. The paper uses ML models in the IBM platform known as Auto 

AI [24] to identify the best type of model for the given data and efficiently compare the performance of ML models. 

Auto AI was described as “a suite of algorithms and feature transformations to automatically engineer new, high-value 

features for a given dataset” [25]. The performance of ML models for specific training datasets is subjected to the 

experience of the data scientists in tuning complex network parameters. The use of Auto AI ensures that the ML 

process generates the most accurate and optimal predictive results that effectively scales with time and resources. 

Several supervised classification algorithms, such as XGBoost (XGB) [26], Random Forest (RF) [27], Decision Tree 

(DT) [28], and Gradient Boosting (GB) [29] are evaluated using metrics like detection accuracy, precision, recall, and 

mailto:yaser_banadaki@subr.edu


F-score. Boosting makes a classifier strongly correlated with the true classification. This paper evaluates ML models 

in detecting real network attacks to assist the network engineers in choosing the most effective ML-based detection 

approach for today’s network traffic. 

The rest of the paper is organized as follows. An overview of the training process, CICIDS2017 dataset, and the attack 

scenarios are presented in Section 2. Section 3 discusses the performance of machine learning-based attack detectors, 

including the relative importance of the features for each model and their performance considering precision, recall, 

F-score, sensitivity, and specificity. The paper is summarized with some conclusions in section 5.  

2. Methodology 

To train ML-based models, raw datasets are adopted from CICIDS2017 [1] that contains a mix of benign traffic and 

the most up-to-date common attacks. The dataset covers a diverse set of attack scenarios resembling the true real-

world data that can be used for network security and intrusion detection purposes. In this paper, a subset of data from 

CICIDS2017 is taken to optimize the ML model that can be used to detect eight attack profiles: Brute Force attacks, 

DoS (Slowloris, and Slowhttptest), Heartbleed, Web attacks, Botnet and DDoS. SQL injection web attack includes a 

string of SQL commands that are created to force the database to reply to the request required to reveal information 

to find the administrator’s password. Brute Force Attacks are used for cracking passwords and discovering hidden 

content in a web application. DoS Attack makes a machine or network resource unavailable temporarily by flooding 

the targeted machine or resource with superfluous requests that overload the machine leading to a denial of some 

legitimate requests. DoS Slowloris and DoS Slowhttptest keep a single machine’s connection open with minimal 

bandwidth to consume the web server resources. DoS Hulk generates volumes of unique and obscure traffic at a web 

server to bypass caching engines and hit the server’s direct resource pool. Heartbleed attack originates from a bug in 

the OpenSSL cryptography library. Following Transport Layer Security (TLS) protocol, a malformed heartbeat 

request is normally exploited with a small payload and large length field to a vulnerable server to extract the victim’s 

response. Botnet includes several internet-connected devices to allow the attacker access to the device and network to 

steal data and send spam. The DDoS attack includes flooding the bandwidth or resources of the targeted system by 

generating huge network traffic. 

The features of traffic flow are generated by the network traffic analyzer known as CICFlowMeter [30]. Recursive 

Feature Elimination (RFE) techniques are used to extract 85 appropriate features based on the time-stamp, source and 

destination IPs, source and destination ports, protocols, and type of attack in a CSV format file. The ML algorithms 

need to be kept generic so that a trained algorithm can predict an unseen instance correctly. As such, the available 

dataset is split into training and test dataset where the algorithm is trained using a training dataset with known attack 

labels, and a test dataset is used to evaluate the model performance in predicting the attack labels. A confusion matrix 

can be generated using the number of correct predictions on the test dataset to find the actual class label against the 

predicted class label for each category and to extract the classification metrics. 

Figure 1 shows the training progress pipelines of four ML-based attack detectors, including XGBoost, random forest, 

decision tree, and gradient boosting classifiers that have been chosen as the top-performing ML algorithms. These 

algorithms are best suited to the CICIDS2017 data resulting in more significant accuracies among six available 

classifiers in Auto AI. XGBoost is a strong learner because of the optimizing step for every new tree that attaches, 

that reduces false alarms and improve the classification accuracy. Random forests have many trees combined using 

averages or majority rule at the end of the process. Decision trees are a series of sequential steps designed to provide 

probabilities, costs, or other consequences of making a particular decision. While random forests build each tree 

independently, gradient boosting builds one tree at a time, improving the shortcomings of existing weak learners. 

Also, gradient boosting combines results along the way, while random forests combine results at the end of the process. 

For each of these four ML algorithms, AutoAI generates the following pipelines: automated model selection (Pipeline 

1), hyperparameter optimization (Pipeline 2), automated feature engineering (Pipeline 3), hyperparameter 

optimization (Pipeline 4). The Hyper-parameter optimization (HPO) process includes finding a set of optimal 

parameters for the learning procedure to enable fast convergence to a better performing solution. To reduce ML bias, 

features are equally scaled, and the raw data is transformed into the combination of features that best represents the 

intrusion detection problem to achieve the most accurate detection of attacks. In the model selection process, small 

subsets of the data are tested to rank candidate ML algorithms, and gradually, the size of the subsets for the most 

promising algorithms are increased to find the best algorithm that matches CICIDS2017 data. The models use transfer 

learning (TL), in which the knowledge gained while solving one problem is applied to a different but related problem. 

The approach extracts existing knowledge learned from one environment to solve new problems. The pre-trained 

models take advantage of training with a lower amount of data for the new problem, and significantly shortens the 

training procedure. 



 
Figure 1: Training progress pipelines for four ML models: XGBoost classifier, random forest classifier, decision tree classifier, and gradient 

boosting classifier. 

3. Results and Discussion 

Figure 2 shows the relative importance of the first six features in predicting the attacks. The figure shows features 

in the order of its importance for each pipeline (i.e., ML models). It can be noticed that classification models 

evaluated the importance of their appropriate features differently to ensure the highest accuracy. Correlation 

between a pair of features is analyzed to eliminate features that contribute the same information about the data. The 

destination port is the key feature in both XGB classifiers (pipeline 2 and 4) and gradient boosting classifiers 

(pipeline 13-16). The importance of destination port is ~[0.10 - 0.12] for XG boost classifier and ~[0.17 - 0.19] for 

gradient boosting classifier. Boosting makes a strong learner by optimizing step for every new tree, allowing the 

classification model to generate less False Alarms and higher accuracy of classification. XGB algorithm has a 

regularization aspect to avoid data overfitting problems that make the classifier fast in dealing effectively with the 

system overwhelming with a float of attack. As such, XGB outperforms many existing models to deal with the 

majority of the attacks in a real-world network. 

Five metrics are calculated: precision, recall, F-score, sensitivity, and specificity to evaluate the classification 

performance of the predictive models to detect each attack.  The accuracy is calculated as a fraction of true positive 

among all the positive’s recalled and can be viewed as a measure of a classifier’s exactness. Recall (or sensitivity) 

is a fraction of true positives among all the true events and can be viewed as a measure of a classifier’s completeness. 

Low precision and recall indicate many false positives and many false negatives, respectively. The F-score 

considers both precision and recall as the harmonic mean of the Precision and Re-call indicating the worst accuracy 

when it becomes 0, while the best accuracy corresponds to 1.  

In micro-averaged F1-score or the micro-F1, micro-averaged precision and micro averaged recall is calculated over 

all the samples, and then combine the two. Micro qualifier calculates metrics globally by counting the total true 

positives, false negatives, and false positives. In other words, a micro-average look at all the samples together that 

is a proper measure of classification when the size of datasets is variable.  

Table 1 shows the classification metrics for all the 16 pipelines of four classifiers. Each model pipeline is scored 

for a variety of classification metrics. The accuracy is used as the ranking metric for multi-class classification 

models. It can be observed the XGB classifier has generated the best possible accuracy of attack detection. XGB-

based attack detectors also have the largest weighted metrics of F1-score, precision, and recall equal to 0.979, 0.987, 

and 0.984 for pipeline 1. Micro qualifier does not take label imbalance into account by calculating metrics for each 

label and finds their unweighted mean. While each class has equal weights in macro-averaged metrics, the metrics 

of each class are weighted by the number of samples from that class in weighted-average metrics. Decision tree-

based attack detectors show the largest F1 macro and recall macro are 0.911 and 0.912 in pipelines 9 and 10. Macro-

averaged F1-score or the macro-F1 is an arithmetic mean of the per-class F1-scores, and macro-averaged recall is 

arithmetic mean of the per-class recall. Macro-averaged metrics evaluate the performance of attack detectors across 

different datasets. Figure 3. provides a visual comparison of how each of these models from each pipeline performs 

based on various metrics. It can be observed that XGB-based attack detectors are the best in accuracy, followed by 

Gradient Boosting-based attack detector. Both detectors out-perform RT and DT in F1 weighted, precision macro, 

precision weighted, and recall weighted.  



 
 

Figure 2: (a) list of 84 features of CICIDS2017 dataset. (b) Feature importance of attack detectors for four training algorithms in sixteen 
pipelines. 

 



Table 1: Pipeline leaderboard of four attack classifiers and their classification metrics. 

 

 
 

 

 
 

Figure 3: View of classification metric chart for 16 pipelines of four attack classifiers 

 
4. Conclusion 

Reliable network intrusion detection systems are critical tools for the protection and security of IoT networks against 

malicious cyberattacks. In this paper, four machine learning algorithms are employed to evaluate their performance 

in detecting intrusions considering the accuracy, precision, recall, and F-score. The analysis of ML-based NIDS 

conducted using the CICIDS2017 dataset that contains the most updated real-world attack scenarios in networks. The 

results show that XGBoost performs better than the other ML algorithms leading to higher accuracy and higher 

weighted metrics of F1-score, precision, and recall. The accuracy, weighted F1-score, weighted precision, and 

weighted recall of XGB-based attack detectors reach the maximum values of 99.6%, 97.9, 98.7, and 98.4, respectively. 

The paper assists the network engineers in choosing the most effective ML-based NIDS, ensuring network security 

for IoT devices. 
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