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A B S T R A C T

Leveraging peer-to-peer energy sharing solutions between nodes, energy balancing aims to balance energy
among the nodes in a network towards prolonging the network lifetime especially when external energy supply
is not available. Previous studies target an energy balance among the devices as fast as possible but they waste
energy in the network during this process due to the excessive interactions between nodes. Moreover, they
do not take into account different contact relations between the nodes in the network. In this paper, we
address these issues and present efficient and loss-aware energy balancing protocols considering the contact
graph heterogeneity between nodes and a time threshold for completing the energy balancing. We consider
both the single hop and multi-hop based energy exchanges among nodes and design separate protocols for
each. Through simulations, we show that the proposed algorithms outperform the state-of-the-art solution by
reaching a better energy balance with a lower energy loss, and multi-hop based approach performs better
than single hop based one. We also discuss the implications of energy balancing process on network lifetime
through different use cases and provide the necessary modifications on the proposed system to maximize the
network lifetime especially in disconnected networks.
1. Introduction

Energy is a vital but scarce resource in mobile networks com-
prised of battery-powered devices. It affects the success of collaborative
network operations (e.g., multi-hop routing) as well as the network
lifetime. Many studies have been performed to develop efficient energy
management strategies in mobile networks leveraging different meth-
ods (e.g., sleep scheduling [1], harvesting [2], cross-layer design [3]).
ith the recent advances in wireless power transfer (WPT) technology,
ireless charging based energy replenishment of mobile nodes has also
een considered as an alternative solution for continuous operation of
uch networks. There are many studies performed especially for wire-
ess sensor networks [4–6] that use mobile chargers, which are special
ehicles (e.g., robot, Unmanned Aerial Vehicle (UAV)) with high energy
upplies, to charge the sensors in the field periodically. Recently,
ireless charging of different types of mobile devices/vehicles such
s smartphones [7–9], electric vehicles [10–12] and Internet-of-Things
IoT) devices [13–15] has also been considered.
While most of the aforementioned studies consider the charging

f mobile nodes (e.g., devices or vehicles) wirelessly from a mobile
harger node or from a direct energy source, it may not be practi-
al to utilize an external charger in some networking scenarios due
o environmental restrictions and operational costs. In such cases,
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leveraging the available resources among nodes in the network could
help. For example, in the context of mobile social networks, friends
can help charge each other to charge their devices (i.e., crowdcharg-
ing [9,16,17]) utilizing the bidirectional energy sharing capability of
recent smartphones (e.g., Samsung Galaxy S10, Huawei Mate 20 Pro).
This could be motivated by reciprocal altruism among friends [18] or
through incentives [19]. Note that the current form of wireless charging
(e.g., inductive charging standard Qi [20]) integrated in most of the
products in the market today requires very close distances (i.e., almost
touching) for energy transfer, however it is still a more convenient
method than energy sharing over cables [21] or charging the devices
from outlets. Such a peer-to-peer energy sharing can also be critical
during disasters or emergency situations when the energy is scarce.
For example, several members of a family or close friends can share
the total available energy in their phone batteries equally to stay
connected longer during searching of another member of the team
separately. Moreover, the charging of IoT devices could also be realized
through crowdsourcing of energy from the smart mobile devices of
people [15,19,22,23].

In this paper, we study the energy balancing problem that leverages
the bidirectional energy sharing capabilities of nodes [9,16,17] and
aims to efficiently use the available energy at nodes to prolong the
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Fig. 1. Energy balancing scenarios: (a) With a fully connected contact graph, (b) With a partially connected contact graph, (c) With time limit of 50. Edges represent that the
nodes meet each other opportunistically with an average intermeeting time shown as edge weight.
Table 1
Energy transfer amounts between nodes and final energy levels of nodes for scenarios in Fig. 1 with 80% transfer efficiency.
Scenario Energy transfer amounts Final energy levels of nodes

1 2 3 4 5 6

Fig. 1a 4⃝
50%
⟶ 2⃝, 5⃝

35%
⟶ 1⃝ 50% for all nodes

6⃝
20%
⟶ 3⃝

Fig. 1b 5⃝
48.68%
⟶ 2⃝, 6⃝

21.05%
⟶ 3⃝,

4⃝
51.05%
⟶ 1⃝, 1⃝

13.89%
⟶ 5⃝,

3⃝
1.89%
⟶ 5⃝

48.94% for all nodes

Fig. 1c 5⃝
35.90%
⟶ 2⃝, 6⃝

31.81%
⟶ 3⃝,

4⃝
50.90%
⟶ 1⃝, 1⃝

13.63%
⟶ 6⃝

49.09% 38.72% 59.45% 49.09%
network lifetime, which is usually defined as the time until the first
node in the network dies. Energy balancing is the process of equalizing
the energy levels at each node or minimizing the sum of the differences
of their energy from the average energy (i.e., variation distance as will
be detailed later) in the network as much as possible. In opportunistic
networks, energy balancing is achieved through energy exchanges be-
tween nodes as they meet. However, in every energy exchange there
will be an energy loss due to the imperfect efficiency in the current
wireless charging technologies. Thus, the challenge is to achieve an
energy balance among nodes while also minimizing the energy loss
during this process.

The current solutions [24–27] for energy balancing assume that
all the nodes in the network meet with each other with an equal
probability. However, in opportunistic networks [28,29], each node
may only meet with a subset of nodes in the network, thus there may
not be an opportunity for energy exchange between some pairs of
nodes directly. Moreover, for some node pairs that meet, the average
intermeeting times can be very large, thus the energy exchanges can
only occur rarely, resulting in a very long time until an energy balance
in the network is achieved.

1.1. Motivating example

We illustrate the effects of these limitations in the energy balancing
process through an example with 6 nodes as shown in Fig. 1. We
consider three different scenarios in which energy levels of nodes are
the same but the contact graphs between nodes are different. If each
node on the negative side (i.e., having energy less than the average
energy in the network (53.5%)) has an opportunity to meet with each
node on the positive side as in Fig. 1a, the energy sharing process will
be relatively easy. For example, with an 80% transfer efficiency (or
with an energy loss rate of 0.2), the optimal average energy reachable
by all nodes will be 50%, which happens when node 5 transfers 35% to
node 1 (which only gets 28% due to loss), node 4 transfers 50% to node
2 (which only gets 40%) and node 6 transfers 20% to node 3 (which
only gets 16%).
2

On the other hand, when there is no direct energy exchange op-
portunity between some negative and positive side node pairs, as in
the case of Fig. 1b, the optimal energy achievable can be less due to
the more number of interactions required between nodes and multi-hop
travel of energy, causing additional loss. In Fig. 1b, nodes still reach a
perfect energy balance (i.e., all nodes having the same energy level) at
48.94% through transfer amounts shown in Table 1, however, the final
balanced energy level is less than it is in Fig. 1a (which has a complete
contact graph between all positive and negative side nodes). Finally,
there can be a time threshold for reaching an energy balance. In that
case, we can simply ignore the edges (i.e., contact relations) with an
average intermeeting time higher than this threshold and recalculate
the average optimal energy balance. Fig. 1c shows the situation where
the deadline for energy balance is set to 50 time units. The dotted edges
shown in the figure are ignored; hence, nodes cannot use these edges
for energy exchanges. In this case, the optimal average energy balance
is 49.09%, however, as it is shown in Table 1, not all nodes can reach
this energy level. This example shows that with sparse contact graphs,
the optimal energy balance can change and not all nodes may reach
that.

1.2. Contributions

In this paper, we address these challenges in achieving an energy
balance among the nodes in a mobile opportunistic network. Within
the given contact graph limitations, average intermeeting times for the
meeting pairs, and the time threshold to complete balancing, we aim to
first minimize the energy difference between nodes and then minimize
the energy loss during this process. To this end, we utilize Mixed Integer
Linear Programming (MILP) to find out the optimal energy balance
possible with a minimal energy loss and develop corresponding energy
sharing protocols among nodes considering single hop and multi-hop
energy exchanges separately. Finally, we also discuss how the en-
ergy balancing problem translates to the problem of network lifetime
maximization and provide the necessary updates in the optimization
model in disconnected networks. Through simulations, we show that
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our algorithms overcome the state-of-the-art solution by achieving a
higher energy balance with a lower energy loss and a longer network
lifetime. We also show the benefit of multi-hop based solution over
single hop solution in sparse networks. The main contributions of this
paper can be summarized as follows:

• We find out the optimal energy balance possible for a given
contact graph of nodes and intermeeting times through direct
energy exchanges (i.e., single hop) using MILP.

• We develop two different energy balancing protocols among
nodes based on the required energy exchanges found by MILP
model to reach the optimal energy balance.

• For networks with sparse contact graphs, we enhance the MILP
model to allow multi-hop energy exchanges to achieve a better
energy balance and develop the corresponding energy balancing
protocol among nodes considering both the direct and relayed
energy exchanges.

• We discuss the relation of the energy balancing problem to the
problem of network lifetime maximization and provide the up-
dates needed in the MILP model in disconnected graphs.

• We perform extensive simulations using meeting patterns from
synthetic and real user traces and show that the proposed energy
sharing protocols perform better than the state-of-the-art.

The preliminary version of this study is published in [30] consid-
ring only the single hop based energy exchanges. In this paper, we
lso consider the multi-hop based energy exchanges and develop corre-
ponding MILP based optimization model as well as the energy sharing
rotocol. The relation between the energy balancing and network
ifetime maximization problems is also discussed in this version and
ew simulation results are provided regarding the extended content.
The rest of the paper is structured as follows. In Section 2, we

discuss the related work. In Section 3, we provide the system model,
our assumptions and the problem statement. In Section 4, we elaborate
on the MILP based solution with single hop energy exchanges and the
energy sharing protocols among nodes in the network. In Section 5, we
extend the MILP based solution by using multi-hop based energy ex-
changes and develop the corresponding energy sharing protocol among
nodes. In Section 6, we present the simulation settings and results
comparing the performance of the proposed algorithms with the state-
of-the-art solution. In Section 7, we discuss the implications of energy
balancing in terms of network lifetime and provide the necessary
modifications in MILP model and solutions in case of disconnected
networks. Finally, we conclude the paper and outline the future work
in Section 8.

2. Related work

2.1. Mobile opportunistic networks

Mobile opportunistic networks are mobile ad hoc and infrastructure-
less networks that are most of the time disconnected and thus exploit
node mobility to opportunistically interact (e.g., share data or energy)
with each other. The communication between nodes usually happens
in direct manner through wireless network interfaces of the devices
(e.g., Wi-Fi, Bluetooth). Multi-hop communication is also made possible
utilizing store-carry-and-forward paradigm. Examples of such oppor-
tunistic networks include mobile social networks [31] and vehicular
opportunistic networks [32], where mobility of devices are defined
by people and vehicles, respectively. In the literature, most of the
initial studies have focused on the routing problem [33], but various
other problems such as mobility modeling [29], opportunistic com-
puting [34], security, trust [35] and privacy [36] management, and
realistic simulation [28] have also been studied.

Thanks to the recent advances in wireless power transfer (WPT)
technology and its adoption in various mobile devices, problems lever-
3

aging energy sharing between nodes have also been considered in
the domain of mobile opportunistic networks to optimize several net-
work operations. There are various WPT technologies (e.g., inductive
charging, magnetic resonant coupling, and RF charging) with different
advantages and disadvantages [37]. Initial studies leveraging wireless
charging or WPT have focused on sensor networks and considered
charging scheduling of mobile charger vehicles (MCV) which recharge
these sensors periodically. We refer the interested readers to [37,38]
for overview of wireless charging technologies and its applications in
sensor networks in general. Note that these studies most of the time
exploit one-way energy transfer between network nodes (i.e., chargers
to sensors). Bi-directional wireless energy transfer has recently been
considered in mobile opportunistic networks which are discussed in
next section.

2.2. Energy sharing in mobile opportunistic networks

In this part, we specifically overview the studies that utilize wireless
charging in mobile opportunistic networks, in particular through peer-
to-peer energy sharing among peers. Peer-to-peer energy sharing [17]
has been utilized to achieve several different goals in a mobile oppor-
tunistic network. It has been considered among mobile chargers [5]
to build a collaborative and energy efficient charging scheduling, for
crowd charging of devices (i.e., smartphones) by other devices [39–43]
and to promote opportunistic content delivery by providing energy as
an incentive [44–46] to the devices to carry the message for others.

There are also several studies [24–26] that utilize peer-to-peer
wireless energy exchange to balance the energy within a mobile oppor-
tunistic network and propose various energy sharing protocols. In some
other studies, this process has also been modeled by taking into account
the network structure and formation [47,48] as well as online social
network relations [18] among users. While these works can decrease
the variation distance between the energy levels of nodes and the
average energy in the network quickly, they do suffer from high energy
loss in the network by design. This is because they let the nodes in
the opposite sides of the current average energy level in the network
interact and exchange energy at every opportunity, causing the nodes
change their side with respect to average energy several times and
lose energy unnecessarily. This has been partially addressed in [27]
but it is assumed that all nodes in the network has an opportunity
to interact (i.e., meeting) with each other, which may not be the
case for opportunistic networks. Thus, in this paper, we address the
energy balancing problem considering the incomplete contact graphs
among nodes as well as a time threshold to achieve the balancing. We
model and study the optimization problem when both the single hop
and multi-hop interactions are allowed for energy exchanges between
nodes. Through simulations we show that the proposed algorithms
show better performance than the state-of-the-art thanks to their de-
signs that aim an energy exchange only in useful interactions between
nodes. Moreover, we show that multi-hop energy exchanges can help
decrease the variation distance in energy distribution further especially
in sparse networks.

In Table 2, we provide a summary and comparison of existing
works and show how our study differs from them. Here, we divide
the existing literature on energy sharing into three categories based on
their objectives, namely, Crowd Charging (CD), Content Delivery (CD)
and Energy Balancing (EB). Our study fits to the EB category and it
provides enhancements to the existing work by several means. First, we
provide energy balancing solutions for different and incomplete contact
graphs as opposed to the existing work which requires the network
to be fully connected. Second, we analyze how the existing protocols
cause unnecessary energy loss in the network and provide solutions
to overcome this problem by integrating the final reachable energy
balance in the balancing decision process. Third, we benefit from both
single-hop and multi-hop (if needed) energy sharing among nodes to

reach out the perfect balance, if possible.
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Table 2
Summary of research utilizing energy sharing in mobile opportunistic networks (CC: Crowd Charging, CD: Content Delivery, EB: Energy Balancing).

Objective Key drawback Sharing characteristic

Ref CC CD EB Direction Hop Deadline

[5] ✓ Only mobile chargers share energy Limited
Two-way

Single ✓

[24–26] ✓ Equal meeting probability, high energy loss Two-way Single ✗

[27] ✓ Full contact graph assumed Two-way Single ✗

[39–42] ✓ Sharing happens between certain pairs Two-way Single ✗

[43] ✓ Two battery units assumed at nodes One-way Single ✗

[44–46] ✓ Energy is used as incentive only One-way Single ✗

[47,48] ✓ Unnecessary energy loss Two-way Single ✗

[18] ✓ Relies on online social network information Two-way Single ✗

This study ✓ Two-way Multiple ✓
f
t

Table 3
Notations.
Notation Description

𝑚 Number of nodes in the network.
 Interaction protocol between nodes for energy exchange.
𝛽 Energy loss rate.
𝜏 Time threshold to complete energy balancing process.
𝑝 Minimum expected meeting probability by time threshold.
𝐸𝑡(𝑢) Energy of user 𝑢’s device at time 𝑡.
𝐸𝑡() Total energy of a set  of nodes at time 𝑡.
𝜆𝑖,𝑗 Meeting rate between nodes 𝑖 and 𝑗.
𝐸𝑡 Average energy in the network at time 𝑡.
𝐸𝑜𝑝𝑡 Optimal average energy achievable in the network with minimum

variation distance possible.
𝛿(𝑃 ,𝑄) Total variation distance between two distributions, 𝑃 , 𝑄.
𝑡(𝑢) Ratio of node 𝑢’s energy to the total energy in the network at time 𝑡.
𝑡 Energy distribution at time 𝑡 on a sample space .
𝜖𝑢,𝑢′ The amount of energy exchanged from 𝑢 to 𝑢′.
 The total energy loss in the network due to the energy exchanges.
𝐸𝑓 (𝑢) The final energy level of node 𝑢 at the end of energy balancing

process.
𝜖𝑠𝑢,𝑢′ The amount of 𝑢’s self energy that is shared to 𝑢′.
𝜖𝑜𝑢,𝑢′ The amount of relayed energy from 𝑢 to 𝑢′ for other sources.
ℎ𝑠 Total number of single hop energy exchanges used.
ℎ𝑚 Total number of multi-hop energy exchanges used.
𝑳𝑢,𝑢′ Minimum hop distance from node 𝑢 to node 𝑢′.

3. System model

3.1. Assumptions

We assume a set of 𝑚 nodes denoted by  = {𝑢1, 𝑢2,… , 𝑢𝑚}
in a mobile network. Each node is assumed to have equal battery
capacity and necessary hardware for sending and receiving energy. As
in previous work [18,24–27], for simplicity, we also do not consider
energy loss due to mobility or other activities of the nodes.

When two nodes meet, they exchange energy according to an inter-
action protocol  . The energy level of a node 𝑢 at time 𝑡 is denoted by
𝐸𝑡(𝑢), which is assumed to be between 0 and 1 (i.e., 100%). We assume
each pair of nodes, (𝑢𝑖, 𝑢𝑗), meets in an exponentially distributed man-
ner with a rate of 𝜆𝑢𝑖𝑢𝑗 (i.e., average intermeeting time is 1∕𝜆𝑢𝑖𝑢𝑗 ) similar
to many studies (e.g., [49–52]) in mobile opportunistic networks. We
also assume an energy loss rate, 𝛽 ∈ [0, 1), which is assumed to be a
constant and depends on the technology and the equipment used. When
two nodes 𝑢 and 𝑢′ interact at time 𝑡 and node 𝑢 transfers 𝜖 energy to
node 𝑢′, node 𝑢′ will receive (1−𝛽)𝜖 energy and their new energy levels
will be:

(𝐸𝑡(𝑢), 𝐸𝑡(𝑢′)) = (𝐸𝑡−1(𝑢), 𝐸𝑡−1(𝑢′))

= (𝐸 (𝑢) − 𝜖, 𝐸 (𝑢′) + (1 − 𝛽)𝜖)
4

𝑡−1 𝑡−1
As the interaction between 𝑢, and 𝑢′ does not affect the energy levels of
any other nodes, the energy levels of all other nodes remain unchanged.
The notations used throughout the paper are summarized in Table 3.

3.2. Problem description

The goal is to achieve an energy balance among a population of
nodes with a minimum possible variation within a given time threshold
𝜏 while minimizing the energy loss due to the energy transfers among
nodes. We define the energy difference among nodes using the total
variation distance from probability theory as in [18,24–27].

Let P, Q be two probability distributions defined on a sample space
. The total variation distance is calculated as:

𝛿(𝑃 ,𝑄) =
∑

𝑥∈
|𝑃 (𝑥) −𝑄(𝑥)| (1)

Here, we do not divide the sum by two for the sake of keeping the
actual differences. In our context, the total variation distance between
the current energy distribution of nodes and the target energy distri-
bution, where all nodes have the same energy, needs to be calculated.
Note that the target energy level will not be equal to the current aver-
age energy in the network, as during the energy exchanges to balance
energy among nodes, there will be some energy loss. This will make
the average energy level decrease over time after each interaction. At
any time, we define the energy distribution 𝑡 on a sample space  by

𝑡(𝑢) =
𝐸𝑡(𝑢)
𝐸𝑡()

,where, 𝐸𝑡() =
∑

𝑥∈
𝐸𝑡(𝑥)

or any 𝑢 ∈ . We also define the average energy in the network at
ime 𝑡

𝐸𝑡 =
𝐸𝑡()

𝑚
(2)

Note that in a network with a contact graph that connects all
nodes (i.e., connected network), the perfect balance with zero vari-
ation distance can always be achieved. However, depending on the
hop distances between nodes in the contact graph, and energy level
distribution of nodes, the optimal energy level may be different. For
example, for a network with a complete contact graph between nodes,
as each negative side node has the opportunity to exchange energy
with any positive side node as shown in Fig. 1a, it is relatively easy
to compute the optimal balanced energy for all nodes [27]. Moreover,
when 𝑚 → ∞, for a uniformly distributed energy levels of nodes, the
final optimal balanced energy can be computed as [27]:

𝐸𝑜𝑝𝑡 =
−(1 − 𝛽) +

√

(1 − 𝛽)
𝛽

However, in networks with incomplete contact graphs (i.e., heteroge-
neous relations), this will be harder to compute, thus we model it as an
MILP problem and solve accordingly. On the other hand, MILP solver
requires a centralized knowledge at a server or node about the energy
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levels of all nodes in the network. Thus, if reaching the minimum
possible variation distance is not strictly required (or sharing of energy
levels is considered not practical), the decentralized protocol in our
previous work [27] can always be used to achieve a variation distance
s good as in previous work [24–26] but with a much smaller energy
loss.

4. Energy balancing with single hop energy exchanges

In this section, we consider the case where only single hop energy
exchanges are allowed between nodes. That is, each node is able to
transfer energy only to its immediate neighbors and the total shareable
energy is limited to its available energy. This makes the process easy
as nodes can use every meeting opportunity with other nodes to share
energy without waiting to receive any energy from some others. Below,
we first provide a MILP based solution to find the optimal energy level
for a given connected contact graph of any size and given characteris-
tics of node relations (e.g., intermeeting time). Utilizing MILP results,
we then propose two different energy balancing protocols.

4.1. Optimal energy balance

In a given mobile opportunistic network contact graph1 and the
nitial energy levels of nodes, we can find the optimal energy balance
chievable among nodes by MILP. Note that solving the MILP model
s a one-time process which happens at the beginning. Also, it requires
nly one of the nodes or another centralized authority (not a node)
now the energy levels of nodes, which could be achieved through
ellular communication at the beginning of the process. Once the
odel computes the optimal balanced energy level (𝐸𝑜𝑝𝑡) and necessary
nergy exchanges between nodes to reach that level, each node is com-
unicated with only the information of their own energy exchanges
ith others.
In this paper, we target an energy balance with minimum possible

nergy variation distance first. Then, we target minimum loss without
acrificing the variation distance. Especially, when there are multiple
ays (i.e., energy exchange schedules between nodes) of reaching the
ame variation distance (e.g., zero), utilizing the one that will result in
he minimum energy loss is important. Depending on the application
equirements, it is possible to consider other objective functions with
eighted combinations of variation distance and loss in a similar way.
Let 𝜖𝑢,𝑢′ denote the amount of energy transferred from 𝑢 to 𝑢′ and

𝑓 (𝑢) denote the final energy level of node 𝑢 at the end of energy
alancing process. Then,

𝑓 (𝑢) = 𝐸0(𝑢) −
∑

∀𝑢′
𝜖𝑢,𝑢′ +

∑

∀𝑢′
𝜖𝑢′ ,𝑢(1 − 𝛽)

Let also  denote the total energy loss in the network due to the energy
exchanges between nodes during the balancing process. Then,

 =
∑

∀𝑢

∑

∀𝑢′≠𝑢
𝜖𝑢,𝑢′𝛽

The objective is to minimize the variation distance between the
final energy distribution of nodes, 𝑓 , and the final uniform energy
distribution, 𝑓 , where all nodes have energy equal to the average
energy in the final network (i.e., 𝐸𝑓 (𝑢) = 𝐸𝑓 ∀𝑢) as much as possible
nd then minimize the total loss in the network. More formally:

min 𝛿(𝑓 ,𝑓 )𝑚 +  (3)

s.t. 0 ≤ 𝜖𝑢,𝑢′ ≤ 𝐸𝑡(𝑢)𝑙𝑢𝑢′ ∀(𝑢, 𝑢′) (4)

0 ≤
∑

∀𝑢′≠𝑢
𝜖𝑢,𝑢′ ≤ 𝐸𝑡(𝑢) ∀𝑢 (5)

1 This can be obtained from historical meeting patterns of nodes and thanks
o the long-term regularities [53–55] in node relations, it can be used for
redicting future meetings.
5

𝑘𝑢𝑢′ + 𝑘𝑢′𝑢 ≤ 1 ∀(𝑢, 𝑢′) (6)
where 𝜖𝑢,𝑢′ is a decimal in [0, 1] ∀(𝑢, 𝑢′) (7)

𝑘𝑢𝑢′ =

{

1, if 𝜖𝑢,𝑢′ > 0
0, otherwise

∀(𝑢, 𝑢′) (8)

𝑙𝑢𝑢′ =

{

1, if (1 − 𝑒−𝜆𝑢𝑢′ 𝜏 ) ≥ 𝑝
0, otherwise

∀(𝑢, 𝑢′) (9)

In objective function (3), as we give priority to the minimization
of variation distance over minimization of loss, we use scalarization
method and multiply the former with a constant that is larger than the
maximum possible value for . That is, we select the constant as 𝑚 as
each node’s energy can be at most 100% or 1 and there are 𝑚 nodes in
the network, making the total possible loss at most 𝑚𝛽. With a non-zero
𝛽, this guarantees that the optimization prefers a decrease in variation
distance over any decrease in loss. (4) allows energy sharing between
the nodes that are expected to meet within given time threshold 𝜏 as
when 𝑙𝑢𝑢′ = 0 or no meeting is expected, no sharing will be allowed
(i.e., 𝜖𝑢,𝑢′ should be zero) and (5) limits the total energy sharing from
each node to any other node by its available energy. This is to take into
account the fact that all the energy sharing events can happen earlier
than any energy receiving event potentially due to the opportunistic
and non-deterministic nature of meetings between nodes. We also do
not allow unnecessary two-way energy exchanges between nodes via
(6). In order to determine if the nodes will meet by the time threshold,
in (9), we use a predefined probability, 𝑝, and set the link between
nodes to 1 if the CDF of expected meeting by time threshold is more
than 𝑝.

Note that the optimal average energy level will be equal to the
average energy in the final network. That is,

𝐸𝑜𝑝𝑡 =
∑

𝑥∈ 𝐸𝑓 (𝑥)
𝑚

. (10)

4.2. Energy balancing protocols

After the optimal energy balance and the corresponding required
energy exchanges (i.e., 𝜖𝑢,𝑢′ ) between nodes to reach that optimal bal-
ance is computed via an MILP solver, we propose two different energy
balancing protocols to define the actual energy exchanges during the
opportunistic meetings between pairs of nodes.

In the first protocol, we require each node to follow the exact energy
exchange schedule found by the MILP solution (hence, named Linear
Exact or 𝐿𝐸 in short). Thus, each node waits for meeting with the
nodes that it is supposed to perform an energy exchange with and
exchanges energy only in the amount it is allowed to do so with them.
This protocol will let the nodes reach the optimal variation distance
in the network eventually but due to the non-deterministic nature of
opportunistic meeting patterns, it may cause nodes wait longer than
expected as well as cause them miss the advantage of any earlier
meeting opportunity with some unexpected nodes.

In the second protocol, we aim to benefit from the non-deterministic
meetings between nodes which may let the nodes reach the target
energy level earlier, thus we do not require nodes to follow the energy
exchange schedule found by the MILP solution. Optimal target average
energy level, 𝐸𝑜𝑝𝑡 is still found by MILP (using (10)) as in the case
of first protocol, however, the nodes do not need to wait specifically
for the nodes that they are supposed to exchange energy with. Instead,
they make their own decisions and whenever two nodes from opposite
sides of 𝐸𝑜𝑝𝑡 meet, they utilize this opportunity and update their energy
towards the target. Here, in order to prevent nodes from switching
their sides as in the case of previous work and causing unnecessary
additional energy loss, we give priority to the node whose energy is
closer to the target and let it reach that target by receiving or sharing
energy with the other node. We name this protocol Opportunistic
Closer or 𝑂𝐶 in short. Note that this protocol takes the benefit of any

opportunistic meeting for energy exchange besides the scheduled ones,
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Algorithm 1: Single Hop Energy Balancing ( , 𝑢, 𝑢′, 𝑡)
Input: (𝑢, 𝑢′): Interacting nodes

𝑡: Time of interaction
𝐸𝑜𝑝𝑡: Optimal average energy from MILP

1 (𝑢+, 𝑢−) ← (null, null)
2 if (𝐸𝑡−1(𝑢) > 𝐸𝑜𝑝𝑡 and 𝐸𝑡−1(𝑢′) < 𝐸𝑜𝑝𝑡) then
3 (𝑢+, 𝑢−) ← (𝑢, 𝑢′)
4 else
5 if (𝐸𝑡−1(𝑢) < 𝐸𝑜𝑝𝑡 and 𝐸𝑡−1(𝑢′) > 𝐸𝑜𝑝𝑡) then
6 (𝑢+, 𝑢−) ← (𝑢′, 𝑢)

7 if (𝑢+, 𝑢−) is not null then
8 if  = 𝑂𝐶 then
9 𝛿𝑡−1(𝑢+) = 𝐸𝑡−1(𝑢+) − 𝐸𝑜𝑝𝑡
10 𝛿𝑡−1(𝑢−) = 𝐸𝑜𝑝𝑡 − 𝐸𝑡−1(𝑢−)
11 if 𝛿𝑡−1(𝑢+)(1 − 𝛽) > 𝛿𝑡−1(𝑢−) then
12 𝑂𝐶 (𝐸𝑡−1(𝑢+), 𝐸𝑡−1(𝑢−)) = (𝐸𝑡−1(𝑢+) -

𝛿𝑡−1(𝑢−)
(1−𝛽) , 𝐸𝑜𝑝𝑡)

13 else
14 𝑂𝐶 (𝐸𝑡−1(𝑢+), 𝐸𝑡−1(𝑢−)) = (𝐸𝑜𝑝𝑡, 𝐸𝑡−1(𝑢−) +

(1 − 𝛽)𝛿𝑡−1(𝑢+))
15 else
16 if 𝜖𝑢+ ,𝑢− > 0 then
17 𝐿𝐸 (𝐸𝑡−1(𝑢+), 𝐸𝑡−1(𝑢−)) = (𝐸𝑡−1(𝑢+) - 𝜖𝑢+ ,𝑢− , 𝐸𝑡−1(𝑢−) +

(1 − 𝛽)𝜖𝑢+ ,𝑢− )
18 else
19 if 𝜖𝑢− ,𝑢+ > 0 then
20 𝐿𝐸 (𝐸𝑡−1(𝑢+), 𝐸𝑡−1(𝑢−)) = (𝐸𝑡−1(𝑢+) + (1 − 𝛽)𝜖𝑢− ,𝑢+ ,

𝐸𝑡−1(𝑢−) - 𝜖𝑢− ,𝑢+ )

however, it can cause nodes not reach the optimal energy levels due to
the divergence from the schedule that will make them reach the optimal
energy balance. This may especially adversely affect the performance
when the contact graph in the network is sparse.

We show the details of these two energy balancing protocols in
Algorithm 1. For 𝑂𝐶 protocol (lines 8–14), if the node in the negative
side, 𝑢−, needs less than the energy that the node in the positive side,
𝑢+, can give after loss, 𝑢− is given priority to reach the target. The
amount of energy that 𝑢+ has to transfer should consider the loss;
thus, it should be more than what 𝑢− will actually need (lines 11–12).
therwise, 𝑢+ is given priority to reach the target and the energy of
− is increased accordingly (line 14). For 𝐿𝐸 protocol (lines 16–20),
he energy of nodes are simply updated based on the scheduled energy
xchanges between nodes. Note that by MILP formulation design either
𝑢+ ,𝑢− or 𝜖𝑢− ,𝑢+ will be more than zero at the same time, however,
t is possible that both could be zero as the optimal schedule may
ot recommend an interaction between them even though they are in
pposite sides of the average energy level.

. Energy balancing with multi-hop energy exchanges

In the previous section, we study the energy balancing problem
hen each node can transfer energy only to its immediate neighbors
n contact graph. However, this may result in an imperfect energy
alance (i.e., non-zero variation distance) especially in sparse networks.
ence, in this section, we relax this constraint and allow the nodes to
xchange energy using multiple hops. Note that multi-hop transactions
onsidered in this paper consist of consecutively performed single hop
ransactions at opportunistic meetings of nodes at different times. Thus,
hey are as practical as single hop transactions but just take longer.
n the other hand, multi-hop transactions can suffer from high energy
6

Fig. 2. An example contact graph with 3 nodes: (a) Perfect energy balancing is possible
with single hop energy exchanges. (b) Perfect energy balancing requires multi-hop
energy exchanges (with 𝛽 = 0.2).

losses. Thus, we consider multi-hop transactions only when they help
reach better energy balancing (i.e., smaller variation distance) than
single hop transactions. We also design the MILP model for multi-hop
case by prioritizing single-hop exchanges over multi-hop ones; thus, if
both can achieve the same variation distance, single-hop transactions
are utilized to minimize the loss.

Multi-hop transactions allow nodes with higher energy to give
energy to nodes with low energy even though they are not meeting
directly (i.e., distant in contact graph). For example, in Fig. 2a, the
optimal energy achievable is 30% by all nodes (i.e., perfect energy
balance with zero variation distance) with the total energy loss of 6%.
This happens when node 2 gives 5% to node 1 and gets 25% from node
3, making energy levels of all nodes equal to 𝐸𝑜𝑝𝑡 = 30%. Note that
ll energy exchanges to reach perfect balance happen between direct
eighbors and the initial energy levels of nodes is more than the energy
hat their neighbors need to take from them (e.g., node 2 has 15%
nitially and just sends 5% to node 1).
However, for the example shown in Fig. 2b, this is not the case. A

erfect energy balance at 23% is possible, but node 3 should share its
nergy with node 1 and node 2 to make that happen. Note that node
cannot make node 1 reach 23% by the energy it has, as it needs to
ransfer 20% to node 1 but it has less than that. Thus, it has to wait
or receiving energy from node 3 first. This requires a multi-hop based
nergy sharing process. Node 3 shares 35% of its energy with node 2,
hich receives 28% due to 20% loss rate. Then, node 2 keeps 8% for
tself and shares the remaining 20% with node 1, which receives only
6% and reaches 23%.
While multi-hop based energy sharing can help reach a perfect

nergy balance when single hop exchanges cannot, there are some
dditional challenges that need to be addressed. That is, the average
ime required until an energy balance occurs as well as the loss during
nergy exchanges can increase as more hops result in more loss. Thus,
or the efficient modeling of this problem, we will allow the linear
rogram to only use paths that are viable within the time constraint
nd has the least number of hops. To this end, we find the paths from
ll possible source nodes to all possible destinations and discard the
aths that cannot provide an energy transfer with a probability 𝑝 over
the nodes on that path by the time threshold. Then, we find the shortest
hop path among the paths selected for each pair and use this path in the
linear program to compute energy exchanges and energy loss. If there
are multiple same hop paths, then we select the path that can achieve
the energy transfer with the highest probability among them.

5.1. Optimal energy balance

Let 𝐺 denote the (undirected connected) contact graph of nodes
in the network and let 𝑝ℎ𝑢,𝑢′ = ⟨𝑢1, 𝑢2, 𝑢3,… , 𝑢ℎ⟩ be a path of ℎ hops
from node 𝑢 to node 𝑢′ in 𝐺 where 𝑢1 = u and 𝑢ℎ = 𝑢′. As we
assume that the intermeeting times of nodes 𝑖 and 𝑗 are defined with an
independent random variable 𝑋𝑖𝑗 ∼ 𝐸𝑥𝑝(𝜆𝑖𝑗 ), the energy transfer time
from node 𝑢 to node 𝑢′ on 𝑝ℎ𝑢,𝑢′ can be modeled with a random variable

ℎ ∑ℎ−1
𝑋𝑢,𝑢′ = 𝑖=1 𝑋𝑢𝑖 ,𝑢𝑖+1 . Here, with a common 𝜆 = 𝜆𝑢𝑖𝑢𝑗 , ∀𝑢𝑖 ≠ 𝑢𝑗 ∈ [1, ℎ],
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this will convert to gamma distribution [56], 𝛤 (ℎ, 𝜆), and for different
rates, one can calculate the actual CDF of 𝑋ℎ

𝑢,𝑢′ , or 𝐹𝑋ℎ
𝑢,𝑢′
, where the

ean will be equal to 𝐸[𝑋] =
∑ℎ−1

𝑖=1
1

𝜆𝑢𝑖 ,𝑢𝑖+1
[57].

Let ⃗𝑢 denote the set of all possible 𝑝ℎ𝑢,𝑢′ s in graph G from a source
node 𝑢 to any node 𝑢′ for all ℎ such that 𝐹𝑋ℎ

𝑢,𝑢′
(𝜏) ≥ 𝑝, where 𝑝 is the

predefined minimum expected meeting probability as used in Section 4.
Consider a new subgraph 𝐺′

𝑢 ⊂ 𝐺 such that all the edges in this new
graph corresponds to the edges, 𝑒𝑢,𝑢′ ∈ ⃗𝑢. In order to reduce the loss
during multi-hop based energy sharing and balancing process, we need
to use the path with the minimum hop that can achieve an energy
exchange within the time threshold. Thus, we set a weight of 1 for each
edge in 𝐺′

𝑢 and apply Dijkstra’s shortest path algorithm to identify the
minimum hop path from source 𝑢 to each destination in 𝐺′

𝑢. Let 𝑳 be an
𝑚 ×𝑚matrix, where 𝑳𝑢,𝑢′ shows the minimum hop distance from node 𝑢
to node 𝑢′ in 𝐺′

𝑢 (we set 𝑳𝑢,𝑢′ = ∞ if there is no such path). Since single
hop based energy balancing, if possible, should be preferred over multi-
hop based balancing as it will have lower loss, we set the objective
function such that it also prioritizes using single hop over multi-hop
after the priorities defined in single hop objective function. Let ℎ𝑠 be
he total number of single hop energy exchanges used, which can be
iven as:

𝑠 = |{(𝑢, 𝑢′) ∣ 𝑢, 𝑢′ ∈ , 𝑢′ ≠ 𝑢, 𝜖𝑢,𝑢′ > 0, 𝐿𝑢,𝑢′ = 1}|

imilarly, let ℎ𝑚 be the total number of multi-hop energy exchanges
sed, which can be given as:

𝑚 = |{(𝑢, 𝑢′) ∣ 𝑢, 𝑢′ ∈ , 𝑢′ ≠ 𝑢, 𝜖𝑢,𝑢′ > 0, 𝐿𝑢,𝑢′ > 1}|

otal energy loss in the network can also be computed as:

=
∑

∀𝑢

∑

∀𝑢′≠𝑢
(𝜖𝑢,𝑢′ × (1 − (1 − 𝛽)𝐿𝑢,𝑢′ ))

The optimization model used in single hop case can then be ex-
ended to multi-hop energy balancing problem as:

min (2 × (2 × (𝛿(𝑓 ,𝑓 )𝑚 + ) + ℎ𝑠) + ℎ𝑚) (11)

s.t. 0 ≤ 𝜖𝑢,𝑢′ ≤ 𝐸𝑡(𝑢)𝑙𝑢𝑢′ ∀(𝑢, 𝑢′) (12)

0 ≤
∑

∀𝑢′≠𝑢
𝜖𝑢,𝑢′ ≤ 𝐸𝑡(𝑢) ∀𝑢 (13)

𝑘𝑢𝑢′ + 𝑘𝑢′𝑢 ≤ 1 ∀(𝑢, 𝑢′) (14)
where 𝜖𝑢,𝑢′ is a decimal in [0, 1] ∀(𝑢, 𝑢′) (15)

𝑘𝑢𝑢′ =

{

1, if 𝜖𝑢,𝑢′ > 0
0, otherwise

∀(𝑢, 𝑢′) (16)

𝑙𝑢𝑢′ =

{

1, if 𝐿𝑢,𝑢′ ≠ ∞
0, otherwise

∀(𝑢, 𝑢′) (17)

In the objective function (11), in order to make sure that single hop
paths are prioritized over multi-hop paths we again use scalarization
method. That is, we first multiply the single hop energy balancing
objective by a constant (2) and add the number of single hop energy
exchanges. We then multiply the overall term by the same constant
and add multi-hop counts. Note that each constant is selected as it is
described in single hop case such that the previous prioritized objective
will be preferred over the next one. Similarly, we update the constraints
for energy exchange bounds in (12) where 𝑙𝑢𝑢′ now specifies if there is
path from node 𝑢 to node 𝑢′ in 𝐺′

𝑢, i.e., 𝑙𝑢𝑢′ is set to 1 if 𝐿𝑢,𝑢′ is equal
o some finite number of hops. Otherwise, 𝑙𝑢,𝑢′ is set to 0 if there is
o path from node 𝑢 to node 𝑢′ in 𝐺′

𝑢 (i.e., 𝐿𝑢,𝑢′ = ∞). With 𝑙𝑢,𝑢′ = 0,
e again do not allow any energy exchange between nodes. Note that
13) still limits the total energy shared by a node (to any single and
ulti-hop node) by its own energy and allows the relay nodes preserve
7

heir own energy when relaying energy from other sources.
.2. Energy balancing protocol

Similar to the single hop case, we adopt a linear exact energy
alancing protocol which lets the meeting nodes exchange energy that
s given by the linear program. However, using linear exact for multi-
op based energy balancing is not straightforward as it is for single
op. This is because a node acting as a relay might need to relay more
nergy than it can hold. Also, in order to avoid the temporary out-of-
nergy situations for nodes, we do not allow the relay nodes to transfer
nergy upon opportunistic contact with next hop nodes unless they
ave received energy from previous hop nodes.2 This requires nodes to
aintain information on energy amount to be transferred from its own
nergy as well as energy amount that is received from other sources
nd will be forwarded as a relay.
Let 𝜖𝑢,𝑢′ be the energy amount that needs to be transferred from node
to node 𝑢′, over single hop or multiple hops, to achieve the optimal
olution found by the multi-hop MILP. Also, let 𝜖𝑠𝑢,𝑢′ be the amount of
’s self energy that needs to be shared to 𝑢′ (for 𝑢′ and all other nodes
sing 𝑢′ as relay). Note that this also refers to the energy amount that
ode 𝑢 can transfer to node 𝑢′ without waiting for any energy reception
rom other nodes. Similarly, let 𝜖𝑜𝑢,𝑢′ denote the amount of energy to
e transferred from node 𝑢 to 𝑢′ where node 𝑢 is acting as a relay for
nergy from other sources. In order to compute the values of 𝜖𝑠𝑢,𝑢′ and𝑜
𝑢,𝑢′ , we also need to know the path used for energy exchanges by the
inear program. In the subgraph 𝐺′

𝑢, after applying Dijkstra’s algorithm
ith edge weights set to 1, we can end up with multiple paths from
ode 𝑢 to any other node 𝑢′ with the same number of hops (ℎ). In such
ases, we select the path with the minimum expected time in order to
ncrease the chance of completing the energy sharing within the time
hreshold. Let 𝑝𝑚𝑖𝑛𝑢,𝑢′ be the minimum cost path from 𝑢 to 𝑢′ in 𝐺′

𝑢, and
et ⟨𝑖, 𝑗⟩ denote the edge between nodes 𝑖 and 𝑗. Then,
𝑠
𝑢,𝑢′ = 𝜖𝑢,𝑢′ +

∑

𝑘∈,𝑘≠𝑢,𝑢′
(𝜖𝑢,𝑘 ∣ ⟨𝑢, 𝑢′⟩ ∈ 𝑝𝑚𝑖𝑛𝑢,𝑘 )

𝜖𝑜𝑢,𝑢′ =
∑

𝑘∈,𝑘≠𝑢,𝑢′
𝑑∈,𝑑≠𝑢,𝑢′ ,𝑘

(𝜖𝑘,𝑑 × (1 − 𝛽)𝐿𝑘,𝑢 ∣ ⟨𝑢, 𝑢′⟩ ∈ 𝑝𝑚𝑖𝑛𝑘,𝑑 )

In the above equations, 𝜖𝑠𝑢,𝑢′ is computed as the sum of energy to be
ransferred from 𝑢 to 𝑢′ and the total amount of energy to be transferred
rom 𝑢 to every other destination in which 𝑢′ is the first hop in its path.
imilarly, 𝜖𝑜𝑢,𝑢′ is calculated as the sum of total amount of energy to be
ransferred from all sources to all destinations in which 𝑢′ is the next
op after 𝑢 in its path. Note that we only take into account the energy
mount that will reach node 𝑢 after losses during transfers in previous
ops (from the source node 𝑘 to node 𝑢). After computation of necessary
arameters, we can run this protocol as given in Algorithm 2.
In Algorithm 2, we divide the energy exchanges into two parts. In

he first part (lines 1–9), we perform the energy exchanges originated
rom a node’s self energy. In the second part (lines 10–19), we perform
he energy exchanges due to a node’s being relay between other nodes.
riority is given to the former. In the first part, we first calculate the
mount of available energy that can be shared (line 4), and depending
n the available space in the receiver, we determine the actual energy
ransfer that will happen (lines 5–6) and update the corresponding
arameters based on the transferred amount. In the second part, we
gain first calculate the amount of available energy that can be shared
line 13), however this time we also consider the received energy as
elay so far and only let such energy transfers after receiving sufficient
nergy from previous hops. Then, depending on the available space in
he receiver, we again determine the actual energy transfer that will
appen (lines 14–15) and update the parameters once it is performed
lines 16–19). Note that, different from the first part, as both the re-
eiver and transmitter nodes are relays in the second part, the received
nergy amounts as relays are updated for both.

2 Due to this restriction, we also do not develop equivalent of 𝑂𝐶 for
multi-hop case.
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Algorithm 2: 𝑃𝑀𝐿𝐸(u, u’, 𝜖𝑠𝑢,𝑢′ , 𝜖
𝑜
𝑢,𝑢′ , 𝑟𝑢, t)

Input: (𝑢, 𝑢′): Interacting nodes, 𝑡: Time of interaction
𝜖𝑠𝑢,𝑢′ : Energy to be sent from 𝑢 to 𝑢′ directly
𝜖𝑜𝑢,𝑢′ : Energy to be sent from 𝑢 to 𝑢′ as a relay
𝑟𝑢: Received energy in node 𝑢 as relay

1 for 𝜖𝑖,𝑗 ∈ {𝜖𝑠𝑢,𝑢′ , 𝜖
𝑠
𝑢′ ,𝑢} do

2 if (𝜖𝑖,𝑗 > 0) then
3 (𝑢+, 𝑢−) ← (𝑖, 𝑗)
4 𝜖 ← min(𝐸𝑡−1(𝑢+), 𝜖𝑠𝑢+ ,𝑢− )
5 if (𝐸𝑡−1(𝑢−) + 𝜖(1 − 𝛽) > 100) then
6 𝜖 = 100 - 𝐸𝑡−1(𝑢−)

(1−𝛽)

7 (𝐸𝑡−1(𝑢−), 𝐸𝑡−1(𝑢+)) = (𝐸𝑡−1(𝑢−) + (1 − 𝛽)𝜖, 𝐸𝑡−1(𝑢+) - 𝜖)
8 𝜖𝑠𝑢+ ,𝑢− = 𝜖𝑠𝑢+ ,𝑢− - 𝜖
9 𝑟𝑢− ← 𝑟𝑢− + (1-𝛽)𝜖

10 for 𝜖𝑖,𝑗 ∈ {𝜖𝑜𝑢,𝑢′ , 𝜖
𝑜
𝑢′ ,𝑢} do

11 if (𝜖𝑖,𝑗 > 0) then
12 (𝑢+, 𝑢−) ← (𝑖, 𝑗)
13 𝜖 ← min(𝐸𝑡−1(𝑢+), 𝑟𝑢+ , 𝜖𝑜𝑢+,𝑢−)
14 if (𝐸𝑡−1(𝑢−) + 𝜖(1 − 𝛽) > 100) then
15 𝜖 = 100 - 𝐸𝑡−1(𝑢−)

(1−𝛽)

16 (𝐸𝑡−1(𝑢−), 𝐸𝑡−1(𝑢+)) = (𝐸𝑡−1(𝑢−) + (1 − 𝛽)𝜖, 𝐸𝑡−1(𝑢+) - 𝜖)
17 𝜖𝑜𝑢+ ,𝑢− = 𝜖𝑜𝑢+ ,𝑢− - 𝜖
18 𝑟𝑢+ ← 𝑟𝑢+ - 𝜖
19 𝑟𝑢− ← 𝑟𝑢− + (1-𝛽) 𝜖

6. Simulations

In this section, we evaluate the performance of the proposed en-
ergy balancing protocols through simulations. Next, we first list the
protocols compared with brief descriptions, provide the performance
metrics used, and describe the details of the simulation settings. Then,
we provide the simulation results and discuss the impact of several
parameters on results.

6.1. Energy balancing protocols in comparison

Below are the brief descriptions of all protocols compared through
simulations:

• ∗
𝑂𝐴: This Online Average protocol is the updated version of the
state-of-the-art protocol 𝑂𝐴 proposed in [24–26]. The protocol
simply lets the nodes in opposite sides of the current average
energy in the network interact and split their energies equally. In
the original 𝑂𝐴, each node locally estimates the average energy
level in the network using the ratio of the total energy of the
encountered nodes to the number of encountered nodes, which
may not be accurate. As we allow computation of MILP results at
a node or a server by knowing the energy levels of all nodes, for a
fair comparison we assume the same for 𝑂𝐴 and name it as ∗

𝑂𝐴,
which performs better than 𝑂𝐴. Moreover, we use 𝐸𝑜𝑝𝑡 obtained
from MILP results to decide the boundary between opposite sides
in ∗

𝑂𝐴, which helps decreasing energy loss.
• 𝐿𝐸 : In the Linear Exact protocol, when the nodes meet, they
only share the exact amount of energy that MILP solution with
only single hop energy exchanges (obtained3 by IBM CPLEX
solver [58]) finds to reach the 𝐸𝑜𝑝𝑡 with minimum possible vari-
ation and loss after that, as described in Algorithm 1.

3 We set the MILP gap tolerance to 0 to make sure the results obtained are
ptimal.
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• 𝑂𝐶 : In the Opportunistic Closer protocol, 𝐸𝑜𝑝𝑡 is obtained via
MILP (with single hop energy exchanges) as in 𝐿𝐸 , but the nodes
opportunistically try to reach 𝐸𝑜𝑝𝑡. That is, they do not wait for
the other nodes that they are supposed to exchange energy with,
as found by MILP, but utilize every meeting opportunity with the
nodes in the opposite side. The one with closer energy level to
𝐸𝑜𝑝𝑡 is given priority to reach it first as described in Algorithm 1.

• 𝑀𝐿𝐸 : In the Multi-hop Linear Exact protocol, we first find
the 𝐸𝑜𝑝𝑡 by MILP solution using multi-hop energy exchanges
(obtained by IBM CPLEX solver [58]) and then depending on
the actual self and relayed energy amounts calculated, we let
the meeting nodes share the exact amount of energy they are
supposed to exchange, as described in Algorithm 2.

Note that there is no opportunistic version of 𝑀𝐿𝐸 algorithm, as nodes
in more than one hop distance away in the contact graph do not meet
opportunistically.

6.2. Performance metrics

We use the following metrics in the performance comparison of the
aforementioned protocols:

• Total variation distance: This is calculated by 𝛿(𝑡,𝑡). That is, we
find the ratio of the energy levels of nodes to the total energy
in the network at each time, take the absolute difference from
uniform distribution at that time and sum it for all nodes.

• Total energy in the network: This is the sum of energies at all
nodes. As the nodes interact and exchange energy, due to the
imperfect transfer efficiency the total available energy in the
network decreases.

• Number of interactions: This is the number of interactions between
nodes during which an energy exchange happens towards reach-
ing a balance. It shows how selective the protocol is and hence it
affects the efficiency of the protocol.

• Total variation distance at a given total energy: As the performance
of the protocols may vary based on total variation distance and
total energy in the network, we use this combined metric as an
indicator of true performance.

• Total variation distance at a given number of interactions: Similarly,
we use this metric to understand the impact of necessary inter-
actions towards reaching the minimum possible total variation
distance.

Note that as each protocol depends on 𝐸𝑜𝑝𝑡 calculated from MILP
model at a central server, the initial computation and communication
cost for all protocols will be the same. The additional computation and
communication costs will come from the node interactions they result
in. Thus, the performance results showing the number of interactions
can also be used to compare their computation and communication cost
differences.

6.3. Contact traces

We use both real and synthetic user traces to define the meeting
relations between the nodes in the network. Real traces are obtained
from one of the commonly used datasets in DTN literature [59] that
is used for performance analysis of routing algorithms. With synthetic
traces, we aim to generate different contact graphs with various sparsity
levels.

• Cambridge traces: These are the Bluetooth recordings between
the iMotes carried by 36 students from Cambridge University for
a duration of almost two months. While Bluetooth has a range
in the order of several meters, we use these interactions as an
indication of nodes in close proximity of each other and assume
that they can communicate and agree to come closer to perform
energy exchange operation if needed.
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Fig. 3. Impact of time threshold (𝜏) and loss rate (𝛽) on optimal average energy achievable (𝐸𝑜𝑝𝑡) and corresponding variation distance and total loss at 𝐸𝑜𝑝𝑡 with expected meeting
probability threshold 𝑝 = 1 − 1∕𝑒 = 0.63 and 𝑝 = 0.8 (For visual clarity, error bars are only shown for one line in top four figures as they are similar in others).
Fig. 4. Comparison of protocols in terms of (a) variation distance, (b) total energy remaining in the network, (c) total number of interactions, (d) variation distance at each total
nergy level and (e) variation distance at each total number of interactions (when 𝛽 = 0.2, 𝜏 = 400 time units, 𝑝 = 0.63) using regular synthetic traces. (f) shows variation distance
with p = 0.8 (For visual clarity, standard deviations (std) are shown in text if presenting them via error bars causes overlaps).
• Regular synthetic traces: These traces are generated for 30
nodes that meet with an exponentially distributed intermeeting
time with a mean selected randomly between [100, 1500] time
units. Through simulations, different time thresholds are also
used to generate contact graphs with different average neighbor
counts.

• Group-based synthetic traces: In order to show the benefits
of multi-hop based energy exchanges during energy balancing
process in particular, we use 30 nodes divided into two equal
9

groups and allow nodes within each group meet up to 40% of
other nodes in their own group and meet with a node in the other
group with probability 𝛾, which is set to 3% by default. However,
we look at the impact of different 𝛾 on results. Intermeeting
times are generated with an exponential distribution with a mean
selected randomly between [100, 300] time units. We selected
a smaller upper bound to allow multi-hop paths within time
threshold.
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Fig. 5. Comparison of protocols in terms of (a) total energy remaining in the network, (b) variation distance at each total energy level and (c) variation distance at each total
number of interactions (when 𝛽 = 0.2, 𝜏 = 1000 time units, 𝑝 = 0.63) using regular synthetic traces. (d) shows total energy remaining in the network with p = 0.8.
Fig. 6. Comparison of protocols in terms of (a) variation distance, (b) total energy remaining in the network, (c) total number of interactions, (d) variation distance at each total
nergy level and (e) variation distance at each total number of interactions (when 𝛽 = 0.2, 𝜏 = 5000 s, 𝑝 = 0.63) using Cambridge traces.
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ote that depending on the energy sharing technology used between
odes, the proximity requirements and corresponding energy transfer
fficiency might be different. While we assume a default energy loss
ate, 𝛽 = 0.2 (i.e., 80% transfer efficiency) for main simulations, we
ook at the impact of this parameter in our results. Moreover, we
10

r

ssume that when nodes meet, they stay close enough to each other
ntil they can achieve the required energy transfer under the energy
alancing protocol in use, as in previous work [18,24–27]. The results
ith different transfer efficiency however can be considered as the
elaxation of this assumption to some extent.
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6.4. Simulation results

In this section, we present the results of our evaluation through
simulations.4 From the beginning of the simulation, we let the de-
vices interact following their exponentially distributed intermeeting
times and exchange energy based on the characteristics of each energy
balancing protocol compared. Each simulation is repeated 100 times
for statistical smoothness. The energy levels of nodes are uniformly
distributed in (0–100]% in general. However, for the group-based
synthetic contact traces generated for multi-hop protocol evaluation,
we consider one group with nodes having high energy (i.e., ≥ 50%) and
he other group with nodes having less energy (i.e., < 50%). Moreover,
e use two values for expected meeting probability 𝑝 within time
hreshold, namely, 1−1∕𝑒 ∼ 0.63 and 0.8. Note that, for example in the
ingle hop case, the former simply considers the edges in the contact
raph with average intermeeting time less than or equal to 𝜏, and the
latter requires the edges to have an average intermeeting time less than
or equal to ≈ 𝜏/1.6.

6.4.1. Results with regular synthetic traces
In Fig. 3, we first show the optimal energy balance (𝐸𝑜𝑝𝑡) achievable

in contact graphs with different sparsity. To this end, we use regular
synthetic traces and for different time thresholds (𝜏) and loss rates
(𝛽) we calculate the optimal average energy reachable with single
hop exchanges5 and corresponding variation distance and total loss at
𝐸𝑜𝑝𝑡 for two different 𝑝 values. Note that as 𝜏 decreases the contact
graph gets sparser as the edges between some pairs cannot achieve the
expected meeting probability 𝑝 by 𝜏 anymore, thus are removed from
the graph. As the results show, optimal variation distance gets lower as
𝜏 increases and hits zero around 𝜏 = 400 time units when 𝑝 = 0.63. The
oss associated with this optimal variation distance on the other hand
ncreases initially and gets smaller later. This is because with smaller
values, some nodes either have very small contacts or are totally

solated from others. Thus, perfect energy balance with zero variation
istance was not possible. However, once this threshold is exceeded,
he loss could be lowered by finding better energy exchange schedules.
ote that 𝐸𝑜𝑝𝑡 results are also inline with this reasoning. Moreover, we
ee that as 𝛽 increases, the optimal average energy achievable with
ifferent time thresholds decreases but it follows a similar pattern at
ifferent loss rates. Similarly, with 𝑝 = 0.8, we obtain an expanded but
imilar pattern in all graphs compared to 𝑝 = 0.63. This is because a
ime threshold 𝜏 = 𝜏1 with 𝑝 = 0.63 will yield the same contact graph
ith a time threshold 𝜏 = 8𝜏1∕5 with 𝑝 = 0.8.
In Fig. 4, we compare all protocols6 in terms of aforementioned per-

ormance metrics using regular synthetic traces. In Fig. 4a, we see that
𝐿𝐸 can achieve the lowest variation distance among others. 𝑃 ∗

𝑂𝐴 and
𝑂𝐶 have a similar variation distance which is slightly higher than the
ariation distance of 𝑃𝐿𝐸 . However, when we look at the total energy
evels in the network shown in Fig. 4b, we observe that 𝑃 ∗

𝑂𝐴 sacrifices a
ot of energy during the energy balancing process. On the other hand,
𝑂𝐶 keeps more energy in the network even more than 𝑃𝐿𝐸 . This is
ecause as it uses some unscheduled energy exchange opportunities
owards the optimal average energy level, it diverges from optimal
ariation distance but this does not cause losing energy in the network
nnecessarily. Moreover, the number of interactions between nodes in
∗
𝑂𝐴 is the highest among all compared protocols, as shown in Fig. 4c,
hile proposed protocols limit the interactions. When we compare the
ariation distance at the same total energy in the network in Fig. 4d,

4 The simulations code is available at https://github.com/aashish33128/
nergy-Balancing-Journal.
5 We discuss the impact of using multi-hops on 𝐸𝑜𝑝𝑡 in Fig. 7.
6 As the results for 𝑃𝑀𝐿𝐸 are similar to 𝑃𝐿𝐸 results in regular synthetic and
ambridge traces, we do not show them in corresponding figures. We show
11

𝑀𝐿𝐸 results explicitly only when group-based synthetic traces are used.
e observe that 𝑃 ∗
𝑂𝐴 indeed has the worst performance. On the other

and, 𝑃𝐿𝐸 reaches the optimal energy level and decreases the total
ariation distance gradually. Here, 𝑃𝑂𝐶 shows an interesting behavior
s it achieves a better variation distance at a given total energy in the
etwork but it cannot reach the smallest possible variation distance
s 𝑃𝐿𝐸 does. Thus, if some variation distance is tolerable, 𝑃𝑂𝐶 can
e considered performing better than 𝑃𝐿𝐸 . Moreover, 𝑃𝑂𝐶 achieves
his with smaller variation distance at a given interaction count than
ther protocols, as it is shown in Fig. 4e. 𝑃 ∗

𝑂𝐴 again performs the worst
ue to its design. In order to show the impact of 𝑝, we provide the
ariation distance results as a representative in Fig. Fig. 4f. As expected,
ll protocols achieve a smaller variation distance in earlier times. One
nteresting observation here is, 𝑃𝑂𝐶 can achieve zero variation distance
hich was not possible when 𝑝 = 0.63. This is because larger 𝑝 allows
nergy exchanges only between nodes that are more likely to meet.
ote that, while using larger 𝑝 is desirable, it can cause the contact
raph be partitioned and make the zero variation distance impossible.
e discuss the situation in disconnected graphs in the next section.
In the results shown in Fig. 5, we relax the time threshold and

et it to 𝜏 = 1000 time units in order to increase the contact graph
ensity and the energy exchange opportunities. Here, only results with
hree metrics are shown for the sake of brevity. We observe that with
his increased time threshold, the total energy kept in the network
ncreases (i.e., loss decreases). 𝑃𝑂𝐶 also causes more loss initially which
s not the case in earlier results. Another significant change is that the
erformances of 𝑃𝑂𝐶 and 𝑃𝐿𝐸 get closer in terms of total variation
istance at a given total energy and number of interactions. These can
e explained by the increased energy exchange opportunities. With
= 0.8, as shown in Fig. 5d, total energy in the network decreases
uickly due to earlier happening link selections, but eventually this also
auses slightly more energy loss due to the decreased energy exchange
pportunities.

.4.2. Results with cambridge traces
Next, we compare the performance of all protocols using Cambridge

races. In Fig. 6a, we see that 𝑃𝐿𝐸 provides close to zero variation
istance and performs the best compared to others. Interestingly, 𝑃 ∗

𝑂𝐴
chieves better variation distance than 𝑃𝑂𝐶 , which was not the case
n regular synthetic traces. However, as it is shown in Fig. 6b, 𝑃 ∗

𝑂𝐴
auses more loss in the network compared to 𝑃𝑂𝐶 . 𝑃𝐿𝐸 reaches the
optimal energy in the network with the smallest possible variation
distance. In terms of total variation distance at a given total energy
level, 𝑃𝑂𝐶 performs better than others for earlier energy levels, but it
cannot reach the variation distance others can do, as shown in Fig. 6d.
The interactions for 𝑃 ∗

𝑂𝐴 is the highest again among all protocols while
𝑂𝐶 has the smallest interactions that is also considerably less than the
nteractions of 𝑃𝐿𝐸 which was not the case in regular synthetic traces.
This is because in Cambridge traces, the contact graph density is smaller
than it is in regular synthetic traces and 𝑃𝑂𝐶 stops interacting further
when nodes greedily reach the target.

6.4.3. Results with group-based synthetic traces
In Fig. 7, we show the results with group-based synthetic traces

which are particularly generated in order to show the benefit of 𝑃𝑀𝐿𝐸
over 𝑃𝐿𝐸 clearly. From Fig. 7, we observe that 𝑃𝑀𝐿𝐸 achieves the
smallest variation distance and keeps more energy in the network,
while it increases the number of interactions slightly. This is because,
as the hop distance between high energy nodes and low energy nodes
increases, which is the case in these group-based synthetic traces,
protocols considering only single hop based energy exchanges will offer
limited energy transfer opportunities. Note that a node cannot share
more than what it has in both single hop and multi-hop cases. However,
multi-hop case allows energy transfers between nodes that are more
than one hop away in contact graph through the help of intermediate
nodes. Thus, a node with more energy can transfer its excessive energy

to a node with low energy even it is multi-hop away. The multi-hop

https://github.com/aashish33128/Energy-Balancing-Journal
https://github.com/aashish33128/Energy-Balancing-Journal
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Fig. 7. Comparison of all algorithms in terms of (a) variation distance, (b) total energy remaining in the network, (c) total number of interactions, (d) variation distance at each
total energy level and (e) variation distance at each total number of interactions (when 𝛽 = 0.2, 𝜏 = 2000, 𝑝 = 0.8) using group-based synthetic traces.
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nergy transfers indeed eventually allow achieving a zero variation
istance if the contact graph is connected. One interesting observation
n Fig. 7b is that optimal energy balance (𝐸𝑜𝑝𝑡) in multi-hop case is
ore than it is in single hop case. This is because even though single
op exchanges may not allow reaching perfect energy balance, they
everage all possible single hop interactions and try to reduce the vari-
tion distance as much as possible. This then causes some unnecessary
nteractions and associated loss. Note that 𝑃𝑂𝐶 has the least amount of
nergy loss since the protocol cannot find useful interactions to reduce
he variation distance. Moreover, 𝑃𝑀𝐿𝐸 has more interactions than 𝑃𝐿𝐸
ut it is still smaller than the number of interactions in 𝑃𝑂𝐴.
In order to show the impact of inter-group sparsity 𝛾 on the benefit

ffered by multi-hop based energy exchanges, we obtain the results
n Fig. 8 with different 𝛾 values in group-based synthetic traces. As
he results show, with increasing 𝛾, the performances of 𝑃𝑀𝐿𝐸 and
𝐿𝐸 get closer. This is because larger 𝛾 connects more nodes between
wo groups thus decreases the hop distance between low energy nodes
nd high energy nodes. This makes zero optimal variation distance
ossible with single hop energy exchanges, thus even 𝑃𝑀𝐿𝐸 starts using
ingle hop interactions rather than multi-hop interactions to prevent
nnecessary energy loss. Note that with 𝛾 = 0, the contact graph will
e disconnected and no interactions will be helpful to reduce variation
istance further as they will be all between same side nodes.

. Discussion on network lifetime maximization

In this section, we discuss the relation between the energy balancing
roblem and network lifetime maximization problem. As it is also
ighlighted in previous studies [24–27], one of the goals of energy
alancing process is to prolong the network lifetime. However, the
elation of energy balancing and network lifetime has not been elab-
rated in these studies. Network lifetime is usually defined as the time
ntil one of the nodes in the network dies due to energy depletion.
hus, network lifetime maximization problem can simply be defined
s maximizing the minimum energy level of the nodes (assuming that
nergy consumption rates after energy exchanges completed are the
ame for each node) in the network through energy exchanges in
12

p

pportunistic meetings. The objective for this problem can then be
efined as:

ax(min{𝐸𝑓 (𝑢) ∀𝑢}) (18)

here 𝐸𝑓 (𝑢) is the final energy level of node 𝑢. Here, as opposed
o the objective function in energy balancing problem, the objective
unction in lifetime maximization problem is not concerned about the
ariation distance and the total loss in the network as the main priority
s increasing the energy of the node with the minimum energy level.
owever, the constraints of energy balancing problem are still valid
ith lifetime maximization objective since the interactions of nodes still
epend on the node relations and the amount of energy available.
If a perfect energy balance is possible in a network (i.e., zero

ariation distance) such that all nodes have the same energy level, the
aximum network lifetime will also be achieved. That is, these two
roblems converge to each other. Moreover, we know that 𝑃𝑀𝐿𝐸 will
lways achieve the perfect balance if the contact graph among nodes
s connected. Thus, in such networks, energy balancing and network
ifetime maximization result in the same outcome. However, if the
ontact graph is not connected (e.g., due to the removal of links due
o time threshold 𝜏), or the protocol cannot achieve the zero variation
istance (e.g., 𝑃𝐿𝐸 may not achieve a perfect balance even if the contact
raph is connected), the final energy distribution of nodes after energy
alancing process may not result in the maximum network lifetime
chievable. Thus, the objective should be updated as (18).
In order to show the difference in the outcomes of energy balanc-

ng and network lifetime maximization problems, we obtain results
n group-based synthetic traces. Fig. 9 shows the network lifetime
btained with balancing and maximum lifetime objectives when 𝛾 =
.03 and 𝛾 = 0 (i.e., network is disconnected). Comparing Fig. 9a
nd b, we observe that 𝑃𝑀𝐿𝐸 can achieve the same network lifetime
ith both objective functions. This is because 𝑃𝑀𝐿𝐸 can reach zero
ariation distance by 𝜏 = 2000 as shown in Fig. 7a. On the other
and, we see that with maximum lifetime objective, network lifetime
ncreases earlier than it does with balancing function. This is because
he outcomes of the two objectives overlap only at the end (i.e., when

erfect balance is obtained) and maximum lifetime objective always
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Fig. 8. Comparison of 𝑃𝐿𝐸 and 𝑃𝑀𝐿𝐸 in terms of (a) variation distance, (b) total energy remaining in the network, and (c) total number of interactions under different inter-group
contact sparsity (𝛾) in group-based synthetic traces (𝑝 = 0.8).
Fig. 9. Comparison of protocols in terms of achievable network lifetime with balancing and lifetime maximization objective functions and different 𝛾 values (when 𝛽 = 0.2, 𝜏 =
000 time units, 𝑝 = 0.8) using group-based synthetic traces.
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onsiders network lifetime maximization target even before the time
hreshold is reached. Regarding the performance of 𝑃𝐿𝐸 , we see that it
annot achieve the same network lifetime with balancing objective as
t obtains with maximum lifetime objective. This is because it cannot
each perfect balance by the time threshold thus both problems cannot
onverge to one another. 𝑃𝑂𝐶 and 𝑃 ∗

𝑂𝐴 provide similar network lifetime
ith both objectives as the objective function change slightly affects
heir performance (i.e., average energy in the final network changes
lightly so do the positive and negative node sets).
When 𝛾 = 0, the network is partitioned into two groups thus no

nergy transfer is possible between the nodes in different groups. Thus,
he balancing (Fig. 9c) and lifetime maximization objectives (Fig. 9d)
ield remarkably different energy exchanges among nodes towards
heir goals. The balancing objective tries to decrease the variation
istance in the network as much as possible through energy exchanges
etween positive and negative side nodes which only exist in the low
nergy group. However, this yields a very small network lifetime for all
rotocols (with 𝑃 offering slightly more lifetime than others). On
13

𝑀𝐿𝐸 p
he other hand, lifetime maximization objective can help 𝑃𝑀𝐿𝐸 and 𝑃𝐿𝐸
chieve much higher lifetime with a focus on increasing the minimum
nergy level among the nodes in the low energy group. Note that as the
odes within each group have high contact density (i.e., 40%), 𝑃𝑀𝐿𝐸
nd 𝑃𝐿𝐸 perform similarly, however with a smaller intra-group contact
ensity 𝑃𝑀𝐿𝐸 will provide better lifetime than 𝑃𝐿𝐸 as in the case of
ig. 9b.

. Conclusion

In this paper, we study the energy balancing problem among the
odes in a mobile opportunistic network. We aim to first balance the
nergy levels of nodes as much as possible and then minimize the
nergy loss during this process considering different relations among
odes as well as a time threshold to finish the balancing. To this end,
e model the problem using Mixed Integer Linear Programming and
ropose different protocols based on its results. We initially consider
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single hop based energy exchanges in our model. However, due to
its limitations especially in sparse networks with long hop distances
between low energy and high energy nodes, it cannot reach lower
variation distances. Thus, we extend our model using multi-hop based
energy exchanges, where nodes that are not meeting directly use relay
nodes to exchange energy between them. We develop three different
energy sharing protocols based on these models and through simu-
lations using both synthetic and real user based traces we compare
their performance with a state-of-the-art protocol. Results show that
we can achieve better variation distance by keeping more energy in
the network with the proposed protocols. Moreover, multi-hop based
approach performs better than single hop based approach especially
in sparse networks. Finally, through different network scenarios, we
discuss on the implications of energy balancing process on network
lifetime and propose modifications to the existing MILP model that
aims to maximize the network lifetime directly instead of aiming to
minimize variation distance and loss. With simulation results we show
that especially in disconnected networks such modifications can help
reach the maximum lifetime while energy balancing process cannot.

In our future work, we will study the energy balancing problem
when the energy consumption due to the mobility and other activities
of nodes are also considered in the balancing process. We will also look
at several other issues such as load balancing and battery deterioration
during the balancing process.
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