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In experiments performed with the OMEGA EP laser system, magnetic held generation in double 
ablation fronts was observed. Proton radiography measured the strength, spatial profile, and tempo­
ral dynamics of self-generated magnetic fields as the target material was varied between plastic (CH), 
aluminum, copper, and gold. Two distinct regions of magnetic held are generated in mid-Z targets 
- one produced by gradients from electron thermal transport and the second from radiation-driven 
gradients. Extended magnetohydrodynamic simulations including radiation transport reproduced 
key aspects of the experiment, including held generation and double ablation front formation.

High power laser-matter interactions can create high 
energy density (HED) conditions with extreme temper­
atures, densities, and pressures in the laboratory [1], 
Strong magnetic fields (~MG) can be self-generated in 
laser-produced plasmas [2-5]. The generation and spatial 
profile of such magnetic fields can have important conse­
quences for heat transport in inertial confinement fusion 
(IGF) plasmas [6-11], potentially affecting the uniformity 
of the radiation drive in hohlraums and impacting the 
threshold for ignition. Additionally, these self-generated 
fields enable laboratory investigations of astrophysically- 
relevant plasma phenomena [12], particularly magnetic 
reconnection [13-18],

At moderate intensities, IL = 1014 - 1015 Wcnr2, 
the laser pulse ablates the surface of the dense target. 
Laser energy is transported beyond the critical density by 
electron thermal conduction [19]. In low-Z targets, low 
emissivity means the ablation dynamics are unaffected 
by radiation transport. Perpendicular temperature and 
density gradients in the ablated plasma plume generate 
azimuthal magnetic fields (O MG) via the Biermann bat­
tery mechanism (dB/dt oc VTe x Vne) [20]. Strong tem­
perature gradients can result in field advection through 
the Nernst effect (oc -T^2VTe) [6, 8, 9, 21]. Counter 
to the bulk plasma flow out into the corona, the Nernst 
effect can move fields with the heat flow toward the ab­
lation region. While plasma ions are typically weakly 
magnetized, self-generated fields can still impact energy 
flow [9-11].

At higher Z, the hot coronal plasma will emit strong 
x-ray radiation that is absorbed in dense, opaque regions. 
This establishes a radiation driven ablation front that is 
separated from the thermal electron front by a “plateau” 
of relatively flat density and temperature profiles. As a 
result, there are two distinct regions with strong gradi­
ents that can independently initiate Biermann battery 
magnetic field generation. Precise details of these dou­
ble ablation front (DAF) structures, such as the spatial 
extent and temporal evolution of the plateau region, de­

pend on the target material. An illustration of the abla­
tion dynamics is shown in Fig. 1.

Previous research has focused on using DAF structures 
to inhibit laser-plasma instabilities and stabilize direct- 
drive IGF implosions [22-26], or as a platform for labora­
tory investigations of stellar opacity [27]. Analytic pre­
dictions of DAF dynamics are primarily supported using 
ID simulations [23, 24], and consideration of multidimen­
sional effects has been limited to instability stabilization 
[22]. Thus far, magnetic fields have been neglected.

Measurements of magnetic field generation can vali­
date essential numerical models used to make predictions 
for HED and IGF research. Experiments with low-Z tar­
gets demonstrated that magnetohydrodynamics (MHD) 
modeling must be extended to include Nernst advection, 
resistive magnetic diffusion, and cross-field Righi-Leduc 
heat flow to accurately predict the spatial profile of the 
magnetic fields [28]. However, computational efforts of-
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FIG. 1. Results from a 2D radiation-magnetohydrodynamic 
simulation of a laser pulse interacting with a copper target 
shows evidence of double ablation front formation. Line-outs 
of the electron density (black), electron temperature (red) 
and radiation temperature (dashed green) are taken along the 
laser axis after 750 ps of laser heating.
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ten center on high-Z materials (typically gold) used in 
hohlraums for indirect drive ICF [10, 11]. Coupling be­
tween thermal conduction, radiation transport and mag­
netic field generation likely influences energy flow in mid 
to high-Z plasmas, as well as during ICF implosions [29].

In this Letter, we use high resolution proton radiogra­
phy measurements to investigate target material effects 
on the magnetic fields generated during high power laser- 
solid interactions. The experimental results coupled with 
extended radiation-MHD simulations demonstrate that 
radiation-driven double ablation front structures in mid- 
Z targets establish two distinct regions of Biermann bat­
tery field generation. The magnetic field profile can be 
used to diagnose temperature and density gradients in 
this BED system, and illustrate the interplay between 
heat flow, radiation transport and field generation.

Experiments were performed with the OMEGA EP 
laser system at the University of Rochester’s Laboratory 
for Laser Energetics. High power, moderate intensity 
interactions were driven by a long pulse beam with a 
351 nm wavelength, 1250 J of energy and 1 ns square tem­
poral profile. The beam was focused to an 820 /xm diam­
eter super-Gaussian spot with a ^ 30° angle of incidence 
to produce a peak intensity of 2 x 1014 Wcm-2. Thin foil 
targets were either 50 /xm thick plastic (CH), 25 /xm cop­
per, 25 /xm aluminum, or 50 /xm aluminum coated with 
either 1 /xm of copper (Cu+Al) or gold (Au+Al).

As shown in Fig. 2, protons accelerated by target nor­
mal sheath acceleration (TNSA) [30] were used to image 
the magnetic fields in a point-projection geometry. An in­
frared (IR) laser with 300 J in a 0.7 ps pulse was focused 
to intensities exceeding 1020 Wcm"2 onto lxl mm2 
foils, typically 50 /xm thick copper. The proton source 
foil was protected from preheat using a target assem­
bly similar to that described in Ref. [28] and produced a 
quasi-Maxwellian energy spectrum with maximum ener­
gies exceeding 60 MeV. The deflected proton beam was 
detected on stacks of radiochromic film (RCF). Quantita­
tive measurements of the path-integrated magnetic field 
can be retrieved from the relative transverse deflections 
of protons in the beam [31, 32]. The relative timing be­
tween laser pulses could be adjusted with ±20 ps error to
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FIG. 2. Schematic of the OMEGA EP experiment.

measure the temporal dynamics of the evolving magnetic 
fields.

Experimental results were compared to two- 
dimensional (2D), cylindrically-symmetric simulations 
performed using the extended-MHD code, Gorgon 
[29, 33-35]. Gorgon includes magnetic transport 
from bulk plasma flow, Nernst, cross-gradient-Nernst, 
resistive diffusion and Biermann Battery generation
[35]. The thermal transport is anisotropic and includes 
Righi-Leduc heat flow. Multi-group non-diffusive radi­
ation transport is implemented using a automatic 
flux-limiting method. The Frankfurt equation of state 
(FEoS) [36] is used along with a Thomas-Fermi ion­
ization model. The laser is treated using a ray-trace 
method with inverse-Bremsstrahlung heating of the 
electron population.

Fig. 3 shows experimental and computational obser­
vations of the temporal evolution of magnetic signatures 
of double ablation fronts on copper foils. While signif­
icant blurring due to scattering in the solid copper tar­
get (Fig. 3(a)) limits the imaging resolution, two distinct 
rings of proton accumulation, evidence of the DAE struc­
ture, can be resolved after 750 ps. The layered Cu±Al 
targets (Fig. 3(b)), enabled higher resolution proton im­
ages. The key features are reproduced with improved 
clarity due to reduced proton scattering through the bulk 
aluminum.

Corresponding 2D magnetic field profiles from a Gor­
gon simulation of a copper target interaction are shown 
in Fig. 3(c). Two radially separated regions of MG-level 
fields have evolved by 0.5 ns and continue to grow as time 
progresses. Concentric bands of field generation are the 
result of steep temperature gradients at each of the DAE 
heat fronts (see Fig. 1). Near the edge of the ablated 
plume, the temperature gradients are primarily directed 
radially and persist further from the target surface. Ad­
ditionally, x-ray radiation emitted from the corona can 
preheat the target surface outside the laser focal area. 
The interaction of the plume with the pre-expanding sur­
face redirects the bulk plasma flow, pushing the magnetic 
field away from the target surface.

In Fig. 3(d) and (e), line-outs from the experimen­
tal proton images are compared to synthetic radiographs 
produced using particle tracking through the simulated 
fields. Note, the experimental results exhibit an elliptical 
shape due to the laser angle-of-incidence. To achieve the 
best comparison with the normal incidence 2D simula­
tion, the experimental line-outs are taken along the mi­
nor axis (dashed line shown in Fig. 3(a)). The simulated 
radiographs have been blurred using a 50 /xm FWHM 
Gaussian to approximate the effect of scattering.

Proton image features are due to both the radial posi­
tion and path-integrated strength of the magnetic fields
[32].Similar trends are observed in the experimental and 
simulation results. The synthetic proton images repro­
duce the experimental observation of two rings of pro-
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FIG. 3. Experimental proton images using Cu (a) and Cu+Al (b) targets show the formation of two concentric rings of proton 
accumulation. Magnetic field profiles from corresponding times in the 2D (r-z) cylindrically-symmetric simulation (c) reveal 
the evolution of two, radially-distinct magnetic field regions. Similar trends can be observed when comparing line-outs through 
the experimental proton images (d) and synthetic images generated using the simulation data (e) (line-outs are offset vertically 
for clarity, with later times in higher positions). Experimental line-outs were taken along the dashed line shown in (a) from the 
Cu+Al results, except at 0.25 ns. Synthetic images were produce with 33.6 MeV protons for 0.25 0.75 ns, and 32.8 MeV for 
1 ns.

ton accumulation attributed to the double magnetic field 
structure. However, the double held appears earlier in 
the simulation, and features in the synthetic proton im­
ages occur at smaller radii.These discrepancies are likely 
due to non-equilibrium effects on the radiation transport 
and kinetic effects, such as nonlocal transport, that are 
not included in the model. For example, recent work 
using kinetic simulations has demonstrated that MHD 
models overestimate the rate of Biermann battery eld 
generation in plasmas with long electron mean free paths 
[37, 38]. In this case, artificially enhanced held strengths 
would result in over-focusing of the protons to produce 
features at narrower radii.

At later times in Fig. 3(c), the internal band of held 
extends far from the target surface into the hot corona. 
The combination of low density and high temperature 
in this region yields relatively long Coulomb mean free 
paths (10s of pin), meaning the rate of held generation 
could be exaggerated. Estimates based on Ref. [37] sug­
gest a suppression of the Biermann battery generation 
rate by factors ranging from Ml.2 to 0.5 across the plume 
(additional details about this calculation, including com­
parisons with experimental results, can be found in the 
Supplemental Material [39]). These experimental results 
could be used to verify kinetic predictions of Biermann 
battery suppression.

Further insight into the connection between DAFs and 
magnetic held structures can be gained by comparing tar­

get materials. Fig. 4 shows 2D magnetic held and elec­
tron density prohles from Gorgon simulations of CH and 
Cu target interactions at t0 + 0.75 ns. In general, the 
simulations of the CH target agree with previous work 
[28, 40]. A single band of azimuthal magnetic held with 
O(MG) peak strength is generated in the strong temper­
ature and density gradients near the edge of the laser 
focal spot.

Radial line-outs through the magnetic held, electron 
temperature and Nernst velocity for each material are 
plotted in Fig. 4(c) and (d).The line-outs show the spa­
tial relationship between the strong temperature gradi­
ents and the magnetic held generation. The two dis­
tinct radial regions of held generation are evident in the 
copper simulation. Between the two helds is a plateau 
region of relatively low temperature gradient, a signa­
ture of DAF structures. As a result, the Nernst effect 
(vN oc -Te/2VTe) is suppressed and the inner held is 
not advected toward the outer held. This allows mag­
netic held to remain in the hotter, low density plasma, 
which is more readily magnetized.

Overlaid on Fig. 4(a) and (b) are contours of elec­
tron temperature and selected effective ionization states 
(Zeff). The CH target exhibits a nearly uniform, fully 
ionized state within the plasma plume.For copper, x-ray 
radiation emitted from the hottest regions drives addi­
tional heating and initiates ionization from a He-like to 
H-like state in the plasma near the edge of the plume.
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FIG. 4. 2D simulation results for CH (a) and Cu (b) plasmas 
at a to + 0.75 ns. Magnetic field profiles (blue) are overlaid 
on the electron density (gray). Te contours (in units of keV) 
are shown in red, and select contours of Zefr are plotted with 
dashed purple fines, (c) and (d) show radial profiles (along 
the dashed lines indicated in (a) and (b)) of the magnetic 
field (blue), Te (red), and Nernst velocity (vn, dashed gray). 
Magnetic field line-outs are normalized by 2 MG, Te by 2.25 
keV, and vn by 1.5 x 106 m/s.

This suggests ionization is key to DAF formation in 
regions where temperature gradients are perpendicular 
to density gradients (critical for Biermann battery mag­
netic field generation). Ionization processes enable DAF 
structures to develop by sharply increasing the opacity 
as the temperature drops near the edges of the plume, 
even without a strong antiparallel density ramp as found 
along the laser axis (see Fig. 1).

The top row of Fig. 5 compares experimental proton 
images taken at 0.75 ns for different target materials: CH, 
Al, Cu+Al, and Au+Al. In all cases, we observe a strong 
ring patterns of proton accumulation. The CH results 
closely resemble those published by Gao et al. [28], with a 
pronounced dark ring pattern associated with azimuthal 
fields surrounding the laser focal spot. The primary dif­
ference between the different materials is the emergence 
of a second prominent concentric ring of proton accu­
mulation for mid-Z targets, with the rings separation in­
creasing between the Al and Cu+Al targets. The highest 
Z target, Au, results in a single ring at smaller radius.

Although elongated due to the angle-of-incidence, the 
ring features are approximately azimuthally symmetric. 
A ID polar-coordinates field reconstruction technique, 
described in the Supplemental Material [39], was devel­

oped to extract quantitative path-integrated magnetic 
field information based on Ref. [32]. For each material, 
radial line-outs of the proton fluence taken along the mi­
nor axis was inverted to calculate fBodz.

The mean normalized proton fluence, J/Jq, and in­
verted path-integrated magnetic field for each material 
are shown in the lower left and right plots of Fig. 5, re­
spectively. To further characterize the uncertainty of this 
method, successive layers of RCF were analyzed (note 
that the relative time-of-flight differences are small com­
pared to the interaction timescale). Overall, uncertain­
ties in determining Jq leads to large errors in absolute 
field strength (^ ±15 MG/im). Additionally, the accu­
racy will also be impacted by blurring due to small-angle 
proton scattering, and potentially by enhanced proton 
stopping in the heated target [41, 42]. Finally, the deflec­
tions assumed to be due to magnetic fields only. Gorgon 
simulations confirm electric fields are relatively weak.

Changing the material from CH to Al or Cu, an inte­
rior field structure emerges corresponding to the double 
ring feature observed in the images. This is evidence of 
the formation of the second ablation front region. Fun­
damentally, DAF dynamics depend on a balance of radi­
ation energy flux and opacity [23, 24]. While the radia­
tion flux is too low in CH, a combination of more efficient 
emission and higher opacities in mid-Z targets initiates 
DAF formation.

The plateau width scales as the product of radia-

Cu+Al Au+Al
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FIG. 5. Proton images (top row) and field reconstruction 
analysis (bottom row) are compared for the different target 
materials at to + 0.75 ns. The proton energy is 37.3 MeV 
for CH, Al, and Cu+Al, and 30.7 MeV for Au+Al. (Bot­
tom left) the radial line-outs (J), normalized by the mean 
inferred reference profile (Jo). (Bottom right) the resulting 
reconstructed field profiles. For Al and Cu+Al, the results of 
double-Gaussian fitting are shown with shaded regions.
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tion mean free path and energy flux [23]. Fig. 5 shows 
double-Gaussian fits to the reconstructed fields (shaded 
area). The field peak separation (Ar) is analogous to 
the plateau width, and increases from 0.14 mm in Al to 
0.17 mm in Cu+Al. The enhanced radiation energy flux 
from Cu overcomes the shorter mean free paths expected 
at higher-Z. However, for even higher Z, the balance could 
shift as opacity increases to reduce the mean free path, 
and therefore the front separation, despite more efficient 
radiation emission.

A single field feature is observed using the Au+Al 
target. The slow hydrodynamic evolution due to the 
heavy ions mean the peak field occurs at the smallest 
radius. Signatures of DAFs may potentially develop at 
later times, but would likely be below the measurement 
resolution due to short radiation mean free paths and 
enhanced proton scattering in Au.

In summary, magnetic field generation has been ob­
served in radiation-driven double ablation front struc­
tures. Qualitative and reasonable quantitative agreement 
was found between the experimental results and radiation 
extended-MHD simulations. The results illuminate how 
ionization dynamics contribute to DAF formation and 
how suppression of the Nernst effect within temperature 
plateau region influences the magnetic field profile.

DAF formation is anticipated in direct-drive ICF ex­
periments using mid-Z or doped ablators [22, 25]. The 
associated magnetic field generation observed here po­
tentially affects heat flow and fast electron propagation 
during the implosion [38]. In addition, a detailed un­
derstanding of the interplay of heat transport, magnetic 
fields, and radiation physics is crucial for accurate mod­
eling of hohlraum dynamics.

This experimental platform is much simpler to diag­
nose than an ICF implosion or hohlraum. The results 
can be used to verify aspects of extended-MHD and ra­
diation transport calculations, as well as the importance 
of kinetic effects like suppression of Biermann battery 
generation due to non-local transport. Leveraging this 
platform to advance and refine computational models 
could provide an essential tool for accurately simulating 
hohlraum physics and for future astrophysically-relevant 
plasma studies.
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SUPPRESSION OF BIERMANN BATTERY GENERATION

The classical Biermann battery generation rate (dB/dt oc VTe x Vne) is largest when temperature and density 
gradients are steepest. However, regions with steep gradients and short scale lengths are particularly susceptible to 
kinetic effects that are not accurately modeled within extended-MHD framework. Recent work by Sherlock et al. [1] 
used kinetic simulations to demonstrate that nonlocal transport can lead to significant suppression of the classical 
Biermann battery generation rate. The degree of suppression is determined by the ratio of the collisional mean free 
path (Aei) and the local temperature scale length (ZT = |Te/VTe|), known as the Knudsen number. Fig. 1 (a) and 
(d) show this ratio calculated from 2D (r-z) Gorgon simulations of both CH and Cu targets at to + 0.75 ns. As the 
Knudsen number approaches 1, kinetic or nonlocal effects become more significant. Note that in the region of interest 
between the two magnetic field bands for the Cu plasma, Aei % 1 ptm and the Knudsen number is reduced due to the 
temperature plateau associated with the DAF structure.

For each material, the suppressed Biermann rate was calculated using the fit shown in eq. (6) of Ref. [1]. The 
classical and suppressed rate are compared in Fig. 1 (b-c) for CH and (e-f) for Cu. Overall, the rate reductions range

r (mm) r (mm) r (mm)

FIG. 1. The Knudsen number (Aei/It) calculated at to + 0.75 ns for both the CH (a) and Cu (d) simulations. The classical 
and suppressed magnetic field generation rates are compared in (b-c) and (e-f).
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FIG. 2. Classical (black, dot-dashed) and suppressed (gray, dashed) path-integrated magnetic held profiles from the Cu 
simulation are compared to the Cu+Al experimental results (purple) at at to + 0.75 ns. As in Fig. 5 of the main text, the 
shaded region show the results of double-Gaussian fitting for the experimental data.

from ~ 0.2 to 0.5. In the Cu case, the suppression is most significant for the inner magnetic field feature, which is 
generated in a hotter plasma region with correspondingly longer Ae;.

To approximate the effect of suppressed generation on the simulated magnetic field strength, a map of the calculated 
reduction factor is applied to the 2D field profile. The result is a rough estimate because the calculation only uses 
an instantaneous snapshot of the rate reduction and does not incorporate the full temporal history of the suppressed 
generation. In addition, the magnetic fields are quickly advected away from the generation region via the Nernst 
effect. Therefore, the spatial correlation between the 2D field profile and the rate reduction map is only approximate.

In Fig. 2, path-integrated profiles of the classical and suppressed magnetic fields from the Cu simulation are 
compared to the experimental results with a Cu+Al target at t0 + 0.75 ns. Even this approximate inclusion of the 
suppression effect significantly improves the agreement between the simulation and the experiment. A more complete 
incorporation of this effect into the extended-MHD model may give even better agreement, especially for the inner 
magnetic field feature.

Comparisons with this experiment could be used to constrain kinetic modeling and aspects of extended-MHD 
simulations. The spatial profile of the magnetic field can be used to diagnose the temperature gradients, which are 
sensitive to kinetic effects and radiation transport. A measurement of the total magnetic flux can verify kinetic 
suppression of Biermann battery generation.

ID POLAR-COORDINATES MAGNETIC FIELD RECONSTRUCTION

In many cases, the self-generated magnetic fields in laser produced plasmas are approximately azimuthally sym­
metric. Therefore, the full field can be described by the ID radial profile. A ID polar-coordinates field reconstruction 
technique has been developed to extract path-integrated magnetic field information from proton images.

From the work described in Kugla.nd et al. [2], a proton image, I(x, y), is related to the undisturbed proton profile, 
4(%o,3/o) by:

Iq(x0, y0)
I d(x,y) , ' 
I 9(xn,yn) I

(1)

where |<9(x, y)/d(x0, yo)| is the absolute value of the determinant of the Jacobian matrix describing the mapping 
between the object and image planes. Instead of the 2D Cartesian representation presented in Ref. [2], the basic
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mapping equations can be converted to polar coordinates:

r = ro + y ro + ar L 

✓ = ✓o + ag
(2)

Here, l is the distance between the proton source and the object plane, L is the distance from the object to the image 
plane, a is the deflection angle in the i direction, and (r0, #0) and (r, ✓) describe the object plane (main interaction) 
and image plane (detector), respectively. Based on the azimuthal symmetry, it is assumed that ag = @g = 0, and the 
determinant of the polar-coordinates Jacobian matrix can be simplified to:

@(r, ✓) 
@ (ro,#o)

r
ro

('+L+@rr l) (3)

Combining equations (1) and (3) yields an expression that can be integrated to solve for ar,

ar
M
~L

ro
Mr

1 dro

where M = 1 + L/l, and 1,1o have been replaced with J,Jo to signify 1D profiles rather than 2D images. 
Equation (4) can be rewritten in terms of the path integrated magnetic field:

(4)

J Bg dz 1
VB

-(t)-1 dror (5)

where r = r/M is the image plane coordinate scaled by the magnification, and vb = Le/Mmpvz, where e is the 
elementary charge, mp is the proton mass, and vz is the longitudinal proton velocity. Note that r is a function of 
RBg dz:

r = ro + vb J Bg dz.

Therefore, the integral must be solved numerically, updating r at each step. For this work, a 4th order Runge-Kutta 
integration scheme was implemented.

Compared to full 2D reconstruction methods, this 1d polar-coordinates approach is much less computationally 
intensive, enabling fast parameter scans and testing of many undisturbed profiles (Jo).

INFERENCE OF UNDISTURBED PROTON PROFILES

The primary challenge for a quantitative interpretation is the accurate inference of the undisturbed proton profile, 
Jo. In many experiments, shot-to-shot fluctuations in the undeflected beam profile and signal level means reference 
data from other shots is ineffective. For these results, undisturbed profiles are inferred directly from the radial line- 
outs of the proton fluence (J) using a Gaussian low-pass Fourier filter. A key assumption made during this analysis 
is that the fields should drop to zero at the center of the focal spot and near the outer edge of the image (far from 
the interaction). This is implemented by blending the filtered signal with the original line-out near the edges using 
a super-Gaussian mask, such that J/Jo = 1 as r < rmin and r > rmax. Then, the total signal is adjusted such that 
proton flux is conserved (i.e. J = Jo)

After visually selecting starting points, a range of parameters are tested for each line-out - rmin ± 0.1 mm, rmax ± 
0.1 mm, and filter widths from 0.75 - 2.75 mm - creating a grid of values with 0.05 mm spacing. For each combination 
of parameters, an undisturbed profile (Jo) is generated, and a path-integrated magnetic field profile is calculated. 
From the results, a subset of valid solutions is selected based on the criteria that jBgdz ! 0 for r > rmax.
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