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Abstract—Tree-based phylogenetic networks, which may be
roughly defined as leaf-labeled networks built by adding arcs
only between the original tree edges, have elegant properties for
modeling evolutionary histories. We answer an open question of
Francis, Semple, and Steel about the complexity of determining
how far a phylogenetic network is from being tree-based, includ-
ing non-binary phylogenetic networks. We show that finding a
phylogenetic tree covering the maximum number of nodes in a
phylogenetic network can be computed in polynomial time via
an encoding into a minimum-cost flow problem.
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1 INTRODUCTION

A fundamental question in biology is to determine
the evolutionary history of a set of species. Many
evolutionary histories can be captured by trees with
leaves labeled by the species in question, but in
some cases, a tree structure does not capture evo-
lution’s complexity. Instead, phylogenetic networks
better models the multiple paths in the history.
Many questions are computationally hard on the
class made up of all phylogenetic networks, includ-
ing determining if a network displays a fixed tree
[17] and counting the number of trees displayed
by the network [19]. There has been much work to
find restricted classes of phylogenetic networks that
are both complex enough to model the underlying
biological phenomena and small enough to allow
tractable computations [27].

Francis and Steel [11] developed a natural class
of phylogenetic networks, called tree-based phyloge-
netic networks or tree-based networks, that consists of
networks that can be represented as a tree with
additional edges added only between the original
tree edges. Tree-based phylogenetic networks cap-
ture the idea that a phylogenetic network can have
an underlying tree as its “backbone.” They gave
a polynomial algorithm to determine if a phyloge-
netic network is tree-based. Anaya et al. [3] showed
that deciding if a phylogenetic network is based
on a specific tree is NP-hard. Semple [24] showed
that the class of tree-child networks is precisely the
class of tree-based phylogenetic networks with the
property that every embedded phylogenetic tree is a
base tree. Zhang [28] classified tree-based phyloge-
netic networks in terms of matchings on a bipartite
graph, which was later used by Francis et al. [10]
to calculate some alternative measures of how far
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Fig. 1. A tree-based network. The root is drawn at the top, and all
edges are directed from top to bottom. The base tree is indicated
by shaded lines in the network.

a phylogenetic network is from being tree-based.
The idea of tree-based phylogenetic networks has
been extended to non-binary phylogenetic networks
by Jetten and van Iersel [16] with further work by
Pons et al. [22]; to unrooted binary phylogenetic
networks by Francis et al. [9]; and to unrooted, non-
binary phylogenetic networks by Hendriksen [15].

Given the properties of the class of tree-based
phylogenetic networks, a natural question is how
far is a given network from being tree-based. Fran-
cis et al. [10] proposed several ways to measure how
much a phylogenetic network deviates from being
tree-based. They showed that finding the minimal
number of leaves that need to be attached to a
phylogenetic network to make it tree-based can be
computed in polynomial time. They left as an open
question what is the fewest number of vertices that
must be absent to yield a tree-based network. Our
contribution is to show that this latter measure can
be computed in polynomial time via a network flow
approach. This approach works for both the tradi-
tional binary phylogenetic networks, as well as net-
works where higher degree nodes (i.e. non-binary
networks) are allowed. Finding a tree covering the
maximum number of nodes in a phylogenetic net-
work is equivalent to finding a set of disjoint paths,
each ending in a network leaf, that cover as many
nodes as possible [10]. This problem can be solved
by encoding the phylogenetic network into a flow
network with costs associated to each arc. We use
a standard node splitting approach [1], which has
also been used to solve the minimum path cover
problem on directed acyclic graphs, to encode the
problem as a minimum-cost flow problem.

Solving the minimum-cost flow problem on this
network can be computed in polynomial time, and
we show that this optimal flow yields a maximum
covering subtree of the original network that can be
computed in polynomial time.

Our problem falls into an interesting middle

ground of complexity results about covering paths
and trees. Fortune et al. [8] showed that finding a
set of k disjoint paths that cover the vertices of a
directed graph is NP-complete. Perl and Shiloach
[21] proved that it can be computed in linear time
when k = 2. Seminal work of Robertson and Sey-
mour showed that finding k vertex disjoint paths
for undirected graphs is solvable in polynomial time
[23]. Efficiently computing vertex-disjoint paths and
out-branchings (spanning trees in a directed graph
that start at a specified root) has much intriguing
work (e.g. [2], [6], [13], [25], [26]) that has combined
classic results (such as flow across bipartite graphs
of matchings) with elegant data structures. The
closely related question of partitioning a directed
acyclic graph (DAG) into as few strongly connected
components possible is NP-hard [18].

2 BACKGROUND

Our basic structures are leaf-labeled phylogenetic
trees and networks. A phylogenetic network or net-
work N is a connected, directed, acyclic graph de-
noted by the tuple (V,A,L, ρ) where V is a set of
vertices, A is the set of arcs, or directed edges, L
is the set of labels on the leaves (vertices with out-
degree 0 and in-degree 1), and ρ is the root (the
unique vertex with in-degree 0). We let k = |L|,
n = |V |, m = |A|. The remaining vertices can
be placed in two groups: tree vertices, which have
in-degree 1 and out-degree greater than or equal
to 2; and reticulation vertices, which have in-degree
greater than or equal to 2 and out-degree 1. If the in-
degrees and out-degrees are bounded by 2, we refer
to the network as binary. If not, the network is called
non-binary. If a phylogenetic network has the further
restriction that all vertices have in-degree 1 (or 0 in
the case of the root), it is called a tree. We focus
on subtrees of networks that contain all the leaves
and the root and refer to these as covering subtrees.
We note that if all vertices with in-degree 1 and
out-degree 1 of a tree are surpressed, the resulting
structure is called a phylogenetic tree.

2.1 Tree-Based Networks
Following [11] and [16], a phylogenetic network
N = (V,A,L, ρ) is tree-based if there exists a tree
T = (V ′, A′, L, ρ) where the root and leaf set of T
are identical to those of N , the vertices are identical
(i.e. V ′ = V ), and arcs are subsets (i.e. A′ ⊆ A).
T is referred to as the base tree for the network
N . Alternatively, given a phylogenetic tree T , we
can add additional vertices to its edges and arcs
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between these new vertices to yield the network N .
Note that some of the vertices in the tree may only
have degree two within the tree, since the third in-
coming or out-going arc is part of the network, but
not the tree. Figure 1 shows a tree-based network.
By convention, we draw the root (the distinguished
node with in-degree 0) at the top of the figure and
directional arrows are left out since all edges are
directed downwards. A base tree is indicated by
shaded lines in the figure. We will also look at
networks that are not tree-based (see Figure 2(a)).
For those, by definition, there is no base tree, but
there are subtrees that have the same root and leaf
set and contain a subset of the vertices and directed
edges. Formally, for a network, N = (V,A,L, ρ),
we define a covering subtree as a connected tree
T = (V ′, A′, L, ρ) that contains the root and all of
the leaves of the network N , subsets of the vertices
and directed edges. We emphasize that for T to
be a covering tree of N , all leaves of N must also
be leaves of T . A maximum covering subtree of a
network N is a covering subtree of N that contains
the most vertices of N , or equivalently, maximizes
|V ′|. Figure 2(a) shows a phylogenetic network that
is not tree-based. A maximum covering subtree of
this network is indicated by the shaded lines in
Figure 2(d).

As an open question, Francis et al. [10] asked
what is the complexity for computing the following
measure: Given a network N and a covering subtree
T of N , let η(N,T ) be the number of vertices in N
that are not covered by T . That is,

η(N , T ) = |V (N ) \ V (T )|

We let η(N ) be the minimal number of uncov-
ered vertices over all covering subtrees of N

η(N) = min
T
η(N,T )

We note that η(N) = 0 when N is a tree-based
network. As with the other measures proposed by
Francis et al. [10], we show that this one can be
computed in polynomial time. We formalize the
problem as:

Maximum Covering Subtree (MAX-CST)
INSTANCE: A leaf-labeled network N = (V,A,L, ρ)
with vertices V , directed edges A, leaves L, and root
ρ.
QUESTION: What is the minimum number of ver-
tices of N not covered by a covering subtree of N ,
η(N) = minT |V (N)\V (T )|, where T ranges over all
covering subtrees of N?

Note that in the case of unrooted phylogenetic
networks, determining if the network is tree-based
is NP-complete [9]. Since finding a maximum cov-
ering subtree for an unrooted phylogenetic network
would also determine if the network is tree-based,
the unrooted variant of MAX-CST must be NP-hard.

2.2 Network Flows

To find the MAX-CST for a phylogenetic network,
we use the well-studied approach of network flows
[1]. We give a brief overview of flow networks,
and, in the next section, we outline our encoding
of phylogenetic networks into flow networks . We
represent a flow network as F = (V,A, s, t, c, w)
where V is a set of vertices, A = V × V is a set
of directed arcs, s ∈ V is the source of the network
and has in-degree 0, t ∈ V is the sink of the network
and has out-degree 0, c : A → R+ is a function
that assigns capacities to each edge, and w : A → R
is a function that assigns costs to each edge. The
general goal is to maximize the “flow” through the
network where the flow on any arc cannot exceed its
capacity and flow into each vertex matches the flow
out of the vertex (except for the source, s, and sink,
t). The flow across a network equals the flow into
the sink. To find the MAX-CST, we use a standard
variation called the minimum-cost flow problem, in
which the flow problem is modified to include a
cost on each arc and the solution is a minimum-cost
flow. Specifically, for each arc, u → v, we are given
a cost, w(u, v) ∈ R. If the flow across the edge is
f(u, v) in the network, the cost of the flow is:∑

u→v∈A
w(u, v) · f(u, v)

We note that the costs of edges can be negative.
While flow networks can have varied capacity on
arcs, each arc in our networks has the capacity
of either 0 or 1. The former, capacity set to 0, is
a technicality since by definition all possible arcs
are included in a network, but those that are not
used have zero capacity. The latter, capacity set to
1, is called ‘unit capacity’. A standard framework
for approaching network flow problems is the fol-
lowing: given a flow on a network, an augmenting
path is an additional path with positive flow that
can be added to that flow. An additional “residual”
network that keeps track of the current capaci-
ties of the flow is employed to make computing
augmenting paths easier. To find the minimum-
cost augmenting paths, we use an algorithm that
can handle negative weights, such as Bellman-Ford
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method ([4], [7]) which runs in O(|A|·|V |) = O(mn).
To compute the minimum-cost flow, we follow the
standard approach of incorporating the minimum-
cost augmenting path from the residual network
into the flow, recomputing the residual network,
and repeating until no additional augmenting paths
exist.

Given the importance of the minimum-cost flow
problem, there are numerous approaches to solving
it, including combinatorial algorithms and linear
programming [1]. This problem continues to be an
active area of research, including when restricted to
unit capacities, as in our problem [5], [12], [20].

3 COMPUTING MAX-CSTS

Our approach breaks down into three steps: en-
coding our problem as a network flow, finding the
minimum-cost flow for that network, and building
a tree from the resulting flow. We detail the steps
below and prove correctness in Section 4.

Encoding as a flow network: To use a flow network
to find maximal paths, we follow the classic set
up with a slight twist. Given a phylogenetic net-
work, N = (V,A,L, ρ), we build a flow network
F = (V ′, A′, s, t, c, w). First, we add an additional
node, s, to serve as the source, and add arcs from
s to every node of the network. We next add an
additional node, t, to serve as the sink. We add
arcs from each leaf (nodes with out-degree 0) to t.
Next, each vertex v ∈ V from the original network
is replaced with a pair (vin, vout) that are connected
by an arc from vin to vout. All incoming arcs to v
are redirected to vin. All outgoing arcs from v are
redirected to start from vout. We let A′ be the arcs
described above, and V ′ =

⋃
v∈V {vin, vout} ∪ {s, t}.

The capacity function, c : A′ → R+ is 1. The cost
function w : A′ → R is −1 for the arcs vin → vout,
v ∈ V , and 0 for all other arcs. The new network
is a directed acyclic graph with costs on the edges
of either 0 or −1. Figure 2(a) shows a phylogenetic
network and Figure 2(b) shows the corresponding
flow network. Two additional vertices for the source
and sink are added at the top and bottom of the
figure, respectively. The original network arcs are
in solid thin lines. The additional arcs, vin → vout,
are rough-edged, and the additional arcs from the
source to all vin vertices and the arcs from all vout of
the leaves to the target are in gray.

We note that the encoding takes linear time in
the number of arcs of the phylogenetic network, so,
is O(m).

Computing Minimum-Cost Flow: We employ the
standard approach to finding the minimum-cost
flow across the encoded network [1] that sets the
initial flow across the network to 0 and then repeat-
edly incorporates the minimum-cost augmenting
path until no more can be added. For all such net-
works, there is a minimal-cost solution with integral
flows across the edges, and we will use this fact to
prove correctness of our approach below. Since the
costs on arcs can be negative, the approach used
to find minimum-cost augmenting paths must be
able to handle negative costs. One such method is
the Bellman-Ford approach which runs in O(nm).
By construction of the encoding, there are at most
k disjoint paths between the source and the sink
(bounded by the number of arcs that are directed
into the sink). The approach takes O(n2m) time
to give a minimal-cost flow (highlighted in Fig-
ure 2(c)).

Building the Tree from the Flow: The encoded
network is constructed to yield, as the minimal-cost
flow result, a solution of k disjoint paths, p1, . . . , pk,
that maximally cover the original network (see [1]
for proofs). We will show that k = |L|, the number
of leaves in the network. Without loss of generality,
assume that p1 contains the root of the network. Let
ri be the first vertex (i.e. the vertex with in-degree 0)
of path pi, i = 1, . . . , k. To build a covering subtree
from these disjoint paths, we show in Section 4 that
for each path, pi, i = 2, . . . , k, a parent of ri is a
vertex in another path. We then add an arc from
a parent of ri directed towards ri. We note that ri
could be a reticulation node and have two parents,
but choosing either will result in a tree. Figure 2(d)
shows the k disjoint paths and the k − 1 additional
edges added to form a tree.

Building the tree from the flow network takes
linear time in the number of vertices and number of
the paths, or O(n+m) = O(m).

4 PROOFS

For this section, we assume that N = (V,A,L, ρ)
is a phylogenetic network that has been encoded
into a flow network F = (V ′, A′, s, t, c, w) via the
procedure in Section 3. Let f be a minimal-cost flow
on F . Let f |N be the restriction of the flow f to the
original network, in that:

f |N = {u→ v|f(uout, vin) > 0 and u→ v ∈ A} ⊆ A.

We first note that for networks with unit capacities,
there exists a minimal cost flow f with integral
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(a) (b) (c) (d)

Fig. 2. (a) A phylogenetic network and (b) its corresponding flow network. Each vertex v in the network has been replaced by two
vertices (vin, vout) and connected with a ragged-edged (purple) arc weighted with cost −1. The remaining gray and black arcs have
cost 0. Only arcs with non-zero capacity are shown; all shown have capacity 1. (c) A minimum-cost flow highlighted in the network
and (d) the corresponding maximal covering subtree highlighted in the phylogenetic network. The highlighted (purple) edges are
directly copied from the flow network and are vertex disjoint paths ending in the k leaves. An additional k − 1 rough-shaded (gray)
edges connect the paths into a maximal covering subtree.

values [1]. We show that the restriction of the
minimum-cost flow to N , f |N consists of disjoint
paths of N , each containing a leaf of the original
network:

Lemma 1. f |N consists of k disjoint paths, p1, . . . , pk of
N . Further, each path contains exactly one leaf of L.

Proof. We have that f is a minimal cost flow and
f |N is the arcs of f that are also arcs of N . If f |N
is not the union of disjoint paths, then there exists
a vertex, x that is the starting point of two or more
arcs of f |N or the ending point of two or more arcs
of f |N . Assume that the former is true and that there
are k > 1 arcs of f |N with x as a starting point called
x → u1, x → u2, . . . x → uk. Since these arcs are in
f |N , each has non-zero flow. Since we are assuming
that the minimal cost flow is integer-valued, and the
capacity of the arc exiting x is 1, at most one of these
outgoing arcs have non-zero flow, contradicting the
existence of x. A similar argument applied to latter
case.

f must contain all the arcs vin → vout for v ∈ L,
since if it does not, the flow can be augmented by a
path from the source to the missing leaf vertices to
the sink, s→ vin → vout → t. Since all arcs vin → vout
have cost−1, the new flow would have a lower cost,
contradicting the minimality of f .

To build the tree from the flow, we show that
for each path either the starting vertex of the path
is the root of the network, or that the parents of the
starting vertex of the path belong to another path:

Lemma 2. Let p be a path of f |N and r be the vertex of
p with in-degree 0 in p. Then either r = ρ, the root of
N , or there exists another path p′ that contains a vertex
v such that v → r is an arc of N .

Proof. If r = ρ we are done, so assume not. To prove
a contradiction, further assume that for r, none of its
incoming arcs in N are in f |N . So, f(s, rin) = 1 and
there exists v ∈ V with v → r ∈ A and v not a vertex
of an arc of f |N , which implies f(vin, vout) = 0. Since
the cost, w(vin, vout) = −1, we can augment the
network flow with s → vin → vout → rin, replacing
the s → rin arc. This new network has lower cost,
yielding a contradiction.

Using Lemma 2, we can connect the disjoint
paths of f |N into a covering subtree of N :

Lemma 3. There exists a tree T on leaves L that contains
all the arcs of f |N . Further, the vertices of T are exactly
{v| ∃w, (vout, win) ∈ f |N or (wout, vin) ∈ f |N}.

Proof. By Lemma 1, f |N consists of k disjoint paths,
each containing exactly one leaf of L. By Lemma 2,
the start of each path, ri, i = 1, . . . , k, is either the
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root ρ or we can associate a parent ui such that
ui is a vertex of another path pj , j 6= i. Since the
paths are disjoint, pi = ρ in only one path. Without
loss of generality, assume that p1 has the root as
its starting vertex. Let the tree T be f |N with the
arcs ui → ri, i = 2, . . . , k added. We note that this
construction of connecting a path at its start to a tree
does not introduce undirected cycles maintaining
the tree property of the construction.

To show that the constructed subtree is a maxi-
mal covering subtree, we need first to show that:

Lemma 4. Every covering subtree T in N corresponds
to a flow in the flow network F with cost −|U | where U
is the set of vertices of T .

Proof. Let T be a covering subtree of the network
N = (V,A,L, ρ), and F = (V ′, A′, s, t, c, w) be its
flow network. Since it is a tree on k leaves, there
exists at most k− 1 vertices with out-degree greater
than or equal to 2. For each of those vertices, delete
all but one of the outgoing arc to create k disjoint
paths p1, p2, . . . , pk. Let ri be the vertex of pi with
in-degree 0 in pi and let li be the vertex of pi with
out-degree 0 in pi. Define f : A′ → {0, 1} as follows:
f(u,w) = 1 if

• u = vin and w = vout and v is a vertex of
some path pi, i = 1, . . . , k,

• u = vout and w = v′in and v → v′ is an arc in
some pi, i = 1, ..., k,

• u = s and w = (ri)in for some i = 1, . . . , k, or
• u = (li)out and w = t for some i = 1, . . . , k.

For all other arcs, set the f to 0. Since the flow f is
either 0 or 1, it never exceeds the capacity on an arc.
By construction, for every vertex v 6∈ {s, t}, the flow
into an arc equals the flow out of an arc. Thus, f is
a flow on the network F .

Furthermore, flow f is only positive on arcs
vin → vout if v is a vertex in some path pi, i = 1, ..., k.
Since the arcs vin → vout for v ∈ V are the only non-
zero cost arcs, and each have cost −1, the total cost
of f is −|U |.

Finally, we show that the minimum-cost flow
induces a maximal covering subtree of the phylo-
genetic network N :

Theorem 1. Let N be a phylogenetic network and let F
be the corresponding flow network. Let f be a minimum-
cost flow on flow network F , and let T be a covering
subtree of N as constructed in Lemma 3. Then tree T is
maximum covering subtree of N .

Proof. By contradiction. Assume not, then there is
a tree, T ′ that covers more vertices than T . By
Lemma 4, there exists flow f ′ that corresponds to
T ′ with cost −|U ′|, where U ′ is the set of vertices of
T ′. Similarly, flow f has cost −|U |where U is the set
of vertices of T . But −|U ′| < −|U | since |U | < |U ′|,
contradicting the minimal cost of flow f .

We note that the running time is cubic, but run-
ning time improvements are possible by assuming
additional structure on the underlying network [14].
As a corollary to the theorem, we have:

Corollary 1. Given a phylogenetic network N , the max-
imum covering subtree of N and η(N) can be computed
in polynomial time.

5 CONCLUSION

Francis and Steel [11] introduced the class of tree-
based networks that capture the biological question
of when can an evolutionary history be modeled
by a tree, or tree with a few additional arcs. They
showed that membership in this class can be de-
cided in polynomial time, and in subsequent work
with Semple [10], they proposed measures for how
close a network is to being tree-based. They show
that several measures of how close a network is to
being tree-based, including the minimum number
of leaves that need to be attached to make the net-
work tree-based, can be computed quickly. They left
as an open question to compute how many vertices
are left uncovered by a maximal covering subtree.
In this paper, we show that this latter measure can
be computed in polynomial time to compute via a
network flow approach for traditional phylogenetic
networks as well as the extension to non-binary
networks.
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