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Abstract

In this paper, we construct an infinite stationary diffusion limited aggregation (SDLA) on the
upper half planar lattice, growing from an infinite line, with local growth rate proportional
to the stationary harmonic measure. This model was suggested by Itai Benjamini. The main
issue is a known problem in DLA models, the long range effects of large arms. In this paper we
overcome this difficulty via a multi-scale argument controlling the dynamical discrepancies
created on all scales while running two coupled SDLA on different starting configurations.

Keywords Diffusion limited aggregation - Stationary harmonic measure - Interacting
particle system

1 Introduction

Diffusion limited aggregation (DLA) is a set-valued process first defined by Witten and
Sander [12] in order to study physical systems where the growth are governed by diffusion.
DLA is defined recursively as a process on subsets of Z2. Starting from Ag = {(0, 0)}, at
each time a new point a,1 sampled from the harmonic probability measure on the outer
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vertex boundary of A, is added to A,,. Intuitively, a, 4 is the first place that a random walk
starting from infinity visits 97" A,,.

In many experiments and real world phenomena the aggregation grows from some initial
boundary instead of a single point, e.g. ions diffusing in liquid until they connect a charged
container floor (see [2] for numerous examples). Different aggregation processes, such as
Eden and Internal DLA, with boundaries were studied in [1,3], and universal phenomena
such as a.s. non existence of infinite trees were proved.

Motivated by a question from Itai Benjamini (through private communication), in this
paper we construct an infinite stationary DLA (SDLA) on the upper half planar lattice,
growing from an infinite line. Along the way we prove that this infinite stationary DLA can
be seen as a limit of DLA in the upper half plane growing from a long finite line. This allows
one to use the more symmetric and amenable model of SDLA to study local behavior of DLA.
In addition SDLA admits new phenomena not observed in the full lattice DLA. One such
interesting conjectured phenomenon, which results from the competition between different
trees in the SDLA, is that eventually (and in finite time) every tree in the SDLA ceases to
grow.

The main difficulties we encountered in this paper are also known problems in the study
of classic DLA model. As has been pointed out in [7]:

“The difficulty comes from the fact that the dynamics is neither monotone nor local, and
that it roughens the cluster.”

In addition, the dynamics of SDLA is generally an infinite measure (the stationary har-
monic measure) where the mass on each point is unbounded. In contrast, the regular harmonic
measure for each finite set always sums up to 1.

As aresult of the facts above, having the proposed growth dynamic of our aggregation (the
stationary harmonic measure), it is not straightforward to assert that an Infinite Interacting
Particle System (IPS) that corresponds to such dynamics will always exist. In [9, Theorem
5], though, a weaker result has been proved that when the initial aggregation is finite, a DLA
in the upper half plane is well defined. However, part of the approach there (applying Poisson
thinning on a “faster” interface model or truncate the space) is clearly inapplicable when we
start from an infinite initial state.

In order to overcome the difficulties above, we consider an approach that couples a
sequence of DLA’s in the upper half plane, starting from increasingly longer line segments
[—n, n] N Z x {0}. For each pair of “neighboring” copies starting from [—n, n] N Z x {0}
and [—n — 1,n + 1] N Z x {0}, a similar non-monotonicity as described in [7] indicates
that there is no stochastic order between the two copies. So the key idea of this paper is a
multi-scale argument that tracks the time-space evolution of discrepancies in this pair, and
showing that, by any finite time, discrepancies are highly unlikely to reach a microscopic
space scale around 0. See Sects. 5 and 6 for details. Thus, we show that such sequence has
an a.s. limit which gives the SDLA model starting from the x-axis.

Through private communication, Paul Jung suggested that one may add some external
growth rate to the stationary harmonic measure and consider a faster growing system where
aggregation is determined by this new rate. The new system may have better regularity, and
thus it is easier to show well-definition. Finally one let the external growth rate goes to zero
and show that SDLA is well-defined.
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1.1 Statement of Result

The main result we obtained in the paper is the well-definition of the (infinite) SDLA accord-
ing to its transition rate given by the stationary harmonic measure, starting from the infinite
initial configuration Lg:

Definition 1 An interacting particle system ¢; is said to be an SDLA if the following condi-
tions hold.

e {¢t};>0 is a Markov process on {0, 1}H.
e Starting position: P(¢p = Lg) = 1.
e Transition rates: For any ¢ > 0, for any s € [0, f] and x, y € H,

P (Lopas(x) = 1Es(x) = 0, {&eJe<s)

Alégo As = Hryug, (X) ass.
and.
. P (;H—As(x) =1,%4as(y) =1,14(x) =0, ¢,(y) =0, {Q‘E}Egs)
lim =0a.s.
As—0 As

Theorem 1 Lett > 0, then there is a well defined SDLA process {AS®}5<;.

Remark 1 The result remains true if one replace the initial state Lo by any subset Ag that can
be seen as a connected forest of logarithmic horizontal growth rate. To be precise, Ag can be
written as U2 _ | Treejj, where Treeg is connected for each n, with Treej N Lo = (1, 0)
and moreover, there is some C < oo such that the diameter of all but finite number of the
trees are no more than C logn. In fact, the condition above is satisfied a.s. by AP° for each

t > 0. We present the proof for Ao = L for simplicity but without loss of (much) generality.

Remark 2 In this paper we do not address the question of uniqueness. Since the transition
rates are unbounded, the standard techniques for proving uniqueness in Interacting Particle
Systems seem to fail.

Remark 3 Since the proofs developed in this paper, particularly for Theorem 5 and Lemma
5.1, are actually insensitive to the choices of different finite time ¢’s, one may hereby, without
loss of generality focus on the case ¢+ = 1 for simplicity.

A major tool one obtains for the study of SDLA is ergodicity of the process.
Theorem 2 For everyt > 0, A% is ergodic with respect to shift in 7 \ {0} x {0}.

Remark 4 One of the main contributions of the proof of Theorem 1 is the representation of
the SDLA as a local limit of SDLA processes starting from a finite line. This representation
is used in the proof of Theorem 2.

1.2 Future Works and Open Problems

One of the main motivations of studying the SDLA from the x-axis is that it may serve as the
local limit of the upper half of DLA (variant) from increasingly longer line segments, after an
appropriate scaling of time. The convergence on the level of dynamics/harmonic measures
has been seen in [11]. For the convergence of aggregation processes, one may first define:
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Definition 2 Let the edge DLA on Z? be a stochastic aggregation process defined as follows:

e At each step k a random walk “from infinity” is released and run until it hits the current
aggregation E Ay
e The last step of the random walk is added to E Ay to form EAk41.

Now let EA; = EAy, be the continuous time version of E Ay, where N; is a standard
Poisson process independent to EAx. And let E A be the process with initial state EA} =
[—n,n] N Z x {0}. Since it is very unlikely for random walk to “go around” a long line
segment without hitting it, the following conjecture says the upper half of EA} (with itself
forms a process in the whole space) may behave similarly as the DLA restrict in the upper
half plane after some appropriate scaling of time:

Conjecture 1 There is a constant ¢ € (0, 00) such that EA},, N H converges weakly to A%y
asn — oo.

A proof of Conjecture 1 has recently been found by Yingxin Mu, Procaccia, and Zhang.
The paper [8] is under preparation. At the same time, using arguments parallel to the proofs
in this paper and in the upcoming paper [8], one may also have the the Corollary that the
local limit of classic DLA’s starting from a long (horizontal) line segment, after appropriate
scaling of time, as a variant of the SDLA

Another open problem is the stabilization of the SDLA. To precisely state the conjecture,
consider d¢pe, the chemical/internal distance on a graph. For each x € [y = (—o0, 00) N
Z x {0}, define

T (1) = {y € A?o Sdepem(x,y) = rzréi[ndchem(zv y)}
0

to be the branch in A?° rooted at x. The following conjecture predicts that all branches finally
fall under the shadow of other branches and stop growing:

Conjecture 2 Define
T =JT.).

t>0

With probability one, |T,| < oo for all x € ly.

2 Preliminaries

We first recall a number of notations and results from a previous paper by two of the authors
[10]: Let H = {(x,y) € Z*,y > 0} be the upper half plane (including the x-axis), and
(S2)n>0 be a 2-dimensional simple random walk. For any x € 72, we will write

x = (x1,x2)

with x; denoting the ith coordinate of x, and ||x|| = ||x||; = |x1| + |x2]. Then for each
nonnegative integer n, define

L, ={(x,n), x € Z}
to be the horizontal line of height n. For each subset A C Z?, we define the stopping times

T4 = min{n >0, S, € A}
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Stationary DLA is Well Defined 1093

and
T4 = min{n > 1, S, € A}.
For any subsets A| C A, and B and any y € Z2, by definition one can easily check that
P, (TAI < 7:3) <P, (rA2 < tB),
P, (T4, < T8) <Py (Ta, < T5)., (D
and that

Py (TB < TAz) =< Py (TB < TA,) ,
P, (Tp < Ta,) <P, (7g < T4,), )
where Py (-) = P(-|So = y). In [10] we defined the stationary harmonic measure on H which

will serve as the Poisson intensity in our continuous time DLA model. For any B C H, any
edge ¢ = (x, y) withx € B, y € H\ B and any N, we define

Hp N(E) = Z P, (SfBULO =X, Stpup,—1 = y) . (3)
ZELN\B

By definition, a necessary condition for Hp y(€) > 0is y € 3°“’B and |x — y| = 1. For all
X € B, we can also define

Hp,N(x) = Z Hp N(€) = Z P, (SfBUL0 = x), 4)

y: e=(x,y) zeLy\B

For each point y € 3°*' B, we can also define

Hpn) = Y. Hpn@= )Y P (TB = TLos Stpury—1 = )’) N &)
é=(x,y), xeB zeLy\B

By coupling and the strong Markov property, we showed in [10, Proposition 1] that N —
H ., n (e) is bounded and monotone in N. Thus we proved that

Proposition 1 (Proposition 1, [10]). For any B and e as above, there is a finite Hp(€) such
that

Jim Hp,N(€) = Hp(e). (6)

Hp(e) is called the stationary harmonic measure of ¢ with respect to B. The limits
Hp(x) = limy_ oo Hp x(x) and Hp(y) = limy_ oo Hp.n (y) also exist [10] and are called
the stationary harmonic measure of x and y with respect to B.

For any connected B C H such that B N Ly # @, and any x € B, Hp(x) was proved to
have the following upper bound that depends only on the height of x:

Theorem 3 (Theorem 1, [10]). There is some constant C < oo such that for each connected
B Cc Hwith Lo C B and each x = (x1, x2) € B\ Lo, and any N sufficiently larger than x;

Hp.n(x) < Cxy/. ©)

Remark 5 The theorem above is sharp and the direction of inequality in (7) can be reversed
when B is L plus a vertical line. See Theorem 2, [10] for details.

Remark 6 1t is easy to note that for any B C H such that BN Ly # ¥ and any x = (x1, x2) €
B\ Lo, Hp(x) = HpuL,(x). Thus one may without loss of generality assume that Ly C B.
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1094 E. B. Procaccia et al.

Remark 7 Unless specified otherwise, we use C to represent constant(s) that do not depend
on subset B or point x, or n. However, their specific values may varies according to context.

With the upper bounds of the harmonic measure on the upper half plane, a pure growth
model called the interface process was introduced in [10] which can be used as a dominating
process for both the DLA model in H and the stationary DLA model that will be introduced
in this paper. Consider an interacting particle system &; defined on {0, 1}, with 1 standing
for an occupied site and O for a vacant site, with transition rates as follows:

(i) For each occupied site x = (x1, x2) € H, if xo > 0 it will try to give birth to each of its
nearest neighbors at a Poisson rate of \/x>. If xp = 0, it will try to give birth to each of
its nearest neighbors at a Poisson rate of 1.

(i1) If x attempts to give birth to a nearest neighbor y that is already occupied, the birth is
suppressed.

We proved that an interacting particle system determined by the dynamic above is well-
defined.

Proposition 2 (Proposition 3, [10]). The interacting particle system & € {0, Y sarisfying
(i) and (ii) is well defined.

When the initial aggregation Vj is the origin or finite, we defined the DLA process in
H starting from Vy (Theorem 5, [10]), according to the graphic representation (see [5] for
introduction) of the interface process & and a procedure of Poisson thinning, see Page 30-
31 of [10] for details. Note that under this construction, the DLA model with finite initial
aggregation is contained in the interface process.

3 Coupling Construction

Now in order to prove Theorem 1, we construct a sequence of processes {A}}>° |, each of
which is the DLA in H with initial aggregation Vi’ = [—n, n] x 0, coupled together with the
same interface process. To be precise, recall the graphic representation in [10]:

e For each x = (x1,x2) and y = (y1, y2) € H such that |[x — y|| = 1, we associate
the edge ¢ = (x, y) with an independent Poisson process N;' 7Y ¢ > 0 with intensity
Axosy = /X2 V 1.

e For each x = (x1,x2) and y = (y1, y2) € H such that ||[x — y|| = 1 let {Uix_)y}ioi1 be
ii.d. sequences of U (0, 1) random variables independent of each other and of the Poisson
processes.

At any time ¢ when there is Poisson transition for edge ¢ = (x, y), we draw the directed edge
(¢, 1) in the phase space H x [0, o). For any x € L¢ and any fixed time 7, recall that ;" is
the set of all y’s in H that are connected in the space-time block with x, by a directed path
starting from x, going upwards vertically or following the directed edges, and ending at y in
the graphic representation. In [10], it has been proved that for all Vo C H,

Vo X
& =Ur
xeVy

distributed as the interface process with initial state Vp. Moreover, it was proven that for
each t < oo and all x € H, |I| < oo with probability one, and there can be only a
finite number of different paths emanating from x by time ¢, which may only have finite
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Stationary DLA is Well Defined 1095

transitions involved. Now for all finite Vj, in [10] we look at the finite set of all the transitions
involved in the evolution of (ésv‘))xe[o, 1] and order them according to the time of occurrence.
The following thinning is applied in order to define a process A; = (V;, E;) starting at
Aog = (Vp, ¥). Suppose a new transition involving in the evolution of (EYV 9)sef0.¢] arrives at
time #;, and it is the jth overall Poisson transition on the edge ¢ = (x, y), and one already
knows A, := limgy,; As.

o Ifx ¢ V;,_ ory € V;,_, nothing happens.
e Otherwise:

- If U;Hy <My, (€)/rz then V,, =V, U{y}, E, = E,— U {e}.
— Otherwise, nothing happens.

Thus we define the process A; up to all time ¢ with V; identically distributed as our DLA
process starting from Ao. Now, for each n define A7 as the process with Afj = ([—n, n]x0, #).
We have coupled all A}’s using the same graphic representation and thinning factors. Now in
order to prove Theorem 1, we first show the following theorem which states that for a finite
space-time box, the discrepancy probabilities for our A™’s are summable.

Theorem 4 For any compact subset K C H and any T < oo, we have

oo
Y P(E<T, st A} NK # AT NK) < 0. )
n=1
Here for any A = (V, E), we use the convention that ANK = (VNK,{é = (x,y) €
E, (x, Y} N K # B)).

Recalling Remark 3, we may from now on concentrate on 7 = 1. The proof of Theorem
4 is immediate once one proves that there exist constants « > 0 and C < oo such that for all
sufficiently large n

P@Er<1, st AfNK #£AT NK) < ©

nlto’

The same argument also implies

Corollary 1 Let A;"+ be the process with A8’+ = ([—n, n+11x0, @). Then for all sufficiently
large n

,+
P(3r=1, 50 A/ NK #4] ﬂK)gm.

The same result holds for A',l‘_ with AS‘_ =([—n—1,n] x 0, 9).

Note that at ¢ = 0, the initial aggregations Afj and Ag“ are different only by the two end
points (+(n + 1), 0). Now we want to control the subset of the discrepancies so that they
will not reach K by time 1. Intuitively, the idea we will follow in the detailed proof in the
following sections can be summarized as follows:

(I) Note that the growth of A} and A?H are both dominated by the interface process. So
with very high probability none of A and A'l”rl can reach height log(n).

(II) We can show that for a well coupled pair of A} and A;”Ll , the rate a new discrepancy is

created can be bounded by the stationary harmonic measure of the existing discrepancy

set. With a similar large deviation argument as Step (I), for any « > 0, with very high
probability the two processes will have fewer than n* discrepancies by time 1.
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1096 E. B. Procaccia et al.

(IIT) We can show that it is very unlikely for a newly created discrepancy to wander far away
form the existing discrepancy set. So for all these discrepancies ever created till time 1,
with very high probability none of them will go far enough from the boundary and ever
find its way to K.

4 Logarithmic Growth of the Interface Process

In this section, we prove the logarithmic growth upper bound for A} and A;’“ witht € [0, 1].

Note that both are contained in the interface process I,[_"_l’”H]XO. Thus it suffices to show

that

Theorem 5 For any C < o0,

- 1
P (11[ n,n]x0 g [-n —logn,n + logn] x [0, logn]) <=
n
for all sufficiently large n.

Proof First note that

Il—n,n]><0 _ U Ifc.

x€[—n,n]x0

By union bound, it suffices to show that for any C < oo and all sufficiently large ,
P (I17ll2 = k) < exp(—Ck), (10)
where
[[All2 = max [|x]|2
x€A
for all finite A C H.

Lemma 4.1 Forany ¢ € (0, 00),
P[]l > k) < exp(—ck)
for all sufficiently large k.

Proof Under the event {||/ f) ll2 > k}, by definition and the fact that / ? is a nearest neighbor
growth model, there has to exist a nearest neighbor sequence of points 0 = xq, X1, ..., X5
with ||x,,, || > k such that for stopping times

T, =inf{s >0: x; € ISO},
we have that

O=1m<t1<--<Tp <1.

Noting that xg, X1, ..., X; is a nearest neighbor path with ||x,,|| > k, which implies m > k
and we can take the first k steps of it. More precisely, there exists a nearest neighbor sequence
of points 0 = xg, x1, . .., x; such that for stopping times

T, =inf{s >0: x; € ISO},
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Stationary DLA is Well Defined 1097

we have that
O=tm<t<---<7u <1

Note that there are no more than 4 x 3~ such different nearest neighbor sequences of points

within H starting at 0. For each given path 0 = xq, x1, ..., x, and each 1 <i < k, define
A;= min inf [s > 00 NITN = NYTE 1].
yilly—xill=1 i -

By deﬁmtlon and the strong Markov property, A; is an exponential random variable with
rate J; = =2 yily—xll=1 2y—x =< 4+/i+ 1, independent to F7,_,. At the same time, note that
by definition A; < t; — 7;_1, which implies that A; € F,, and that {Ai}f‘: | 1s a sequence
of independent random variables. Let {7; }i'(=1 be independent exponential random variables
with parameters A; = 4./i + 1. Thus

k k
P(ro<rl<~-<rk<1)§P<ZA,'<1>§P<ZT,-<1),
i=1

and .
P72 > k) < 4 x 3P (ZT,- < 1). (10
i=1

For some constants ¢y, ¢ > 0 (to be chosen later), define the event

. c2
G = 1<i<k:T; > >crky.
H{ - "«/i+1” 1}

Under the event G,

k
) 1
2:- Ty > clk———— = —cieovk > 1, 12
Z | P >l NES 261c2f_ (12)

T;>5

%\N

where the last inequality holds for any sufficiently large k. Therefore,

k
P (ZT, < 1) < P(GY) (13)

i=1

for all sufficiently large k depending on the choices of ¢1 and ¢;. Define

X, =1
{ri= )

thus Zf-‘zl X is a binomial random variable with parameters k and

2 —4c
=P|(T; > =e 92,
i < SV )
which converges to 1 when ¢; — 0. By the large deviation principle for the binomial
distribution,

k
P(G) =P (Z X; < clk) < e~ llerpk, (14)

i=1
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1098 E. B. Procaccia et al.

For p close enough to 1, we have I(cy, p) > ¢ +log(4) (see [4] for the exact rate function).
The result follows from combining (11), (13), and (14) and choosing appropriate c¢; and c;.
O

Theorem 5 follows from Lemma 4.1 and union bound. ]

5 Truncated Processes and Number of Discrepancies

In this section we complete Step (II) in the outline. Prior to that, we would like to use Theorem
n A1) Define the stopping time

5 to define a truncated version of coupled process (A;
I =inf{r>0: VUV ¢ [-n—logn,n+logn] x [0, logn]}
to be the first time A} or A?H grows outside the box [—n — logn, n + logn] x [0, logn].

Remark 8 1t is easy to see that V;" or V"™ grows outside our box if and only if Elor E el
does so.

Now we can define the truncated processes

A An+1 1
Ay, Aty = (App anit).

L.e., we have the coupled processes stopped once either of them goes outside the box [—n —
logn, n +logn] x [0, logn]. By definition, we have
(A7, A7TY) = (A7, AP
for all ¢+ € [0, I']. At the same time, note that
‘/tf’l U th+1 C U Itx
x€l—n—1,n+1]x0

for all #+ > 0. Thus for all C < oo and all sufficiently large n,
1—P (A;’ = A At = A e g0, 11)

_p (Il[—nfl,nJrl]X{O} ¢ [=n—1—1log(n + 1), n + 1 +log(n + 1] x [0, log(n + 1)])
1

. 15

< (15)

Thus in order to show Theorem 4, it suffices to prove that there exists constants &« > 0 and
C < oo such that for all sufficiently large n

P(3r =1, s Al nK £ A NK) = (16)

nlta’
Now we formally define the set of discrepancies for the coupled process (A", A’; +l
t < 00, define

). For any

yPn = {x eH, st.3Is<t, xe VY”AVX”H}
as the set of vertex discrepancies, and

EtD’" = [E =(x,y), x,yeH, st.3s <t, e € E;'AI:T;"H}
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Stationary DLA is Well Defined 1099

as the set of edge discrepancies, where A stands for the symmetric difference of sets. From
their definitions, we list some basic properties of the sets of discrepancies as follows:
o V" ={(E(m+1),0)}, Eg" =0
e Both VtD " and E,D " are non-decreasing with respect to time.
e Forany x € V,D’", either x = (£(n+ 1), 0) or there has to be an edge ¢, € E,D’" ending
at x.
e Forany é = (a,x) € E,D’",x hastobeinx € VtD’".
e Whenever a new vertex is added in V,D ", there has to be a new edge added to E,D o,
However, when a new edge is added to E ,D "', there may or may not be a a new vertex
added in V,"",

From the observations above, it is immediate to see that V,D’" is the same as the collection
of all ending points in E”", which also implies that |V,>""| < |[EP"| + 2.
Moreover, for the event of interest, we have

3=t s dink £ dnk)={vP K 20} (17)

As we outlined in the previous section, in order to prove the event in (17) has a super-linearly
decaying probability as n — oo, we first control the growth of |E,D "|. Le., by time 1 there
cannot be too many discrepancies created in the coupled systems. To be precise, we prove
that

Lemma 5.1 Forany o > 0, there is a ¢ > 0 such that
P (|E1D’"| > n”‘) < exp(—n)
for all sufficiently large n.

Proof Note that |E(?’"| = 0. Fori = 1,2,..., define the stopping time A; = inf{r >
0, |E,D’"| = i}, with the convention inf ) = co. Given the configuration of (A’t’, Af“), we
first discuss the rate at which a new discrepancy is created. If t > IT", each such rate is equal
to zero by definition. Otherwise, each edge ¢ = (x, y) in H can be classified according to
the configuration as follows: define the indicator matrix

A a Toopn Lo_pn s _pn
H(An, A;1+l)(e) — ]]-/\EV, ]lyEV, JlEEEt .
XE‘Z"‘H yE\?,"‘H EGE;1+1

By definition, the only edges that contribute to the increasing rate of E ,D " are those with
indicator matrices as one of the following:

A= (00 - (140),
S (300) - (310).
= (10) - (202).
=000,

and we will denote the collections of such edges Ey, E, ..., E7.
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1100 E. B. Procaccia et al.

Now the rate that a new edge is added to E ,D " can be written as follows:

WAL A =3 ‘H@n(z) —H\;tm(é)‘
¢cE|
+ ) Hyp @+ D Hpn@ + ) Hpa @)
¢cEy éckE; ecE,
+ Y Hp @+ Y Hpnar @+ Y Hipnt (@), (18)

EEE5 EEE6 E€E7

Foranyé € Ui7:2 E;, note that at least one end point of ¢ has to be within \7," A ‘7," e VtD’”.
Moreover, recall that for each point in H, there can be no more than 4 directed edges emanating
from it and 4 edges going towards it. Thus, | U]_, E;| < 8|VP"| < 8EP™| + 2). Now
recalling t < T', A" U AP < [—n — logn, n 4 logn] x [0, log n], which implies that for
each ¢ € U17=2 E;, the corresponding harmonic measure in (18) is bounded from above by

24/logn. Thus
Z H"}[}H»l (E) + Z H‘Z" (E) + Z HV{" (E)

éeky éckEs ¢écEy
+ Y Hpn @+ Y Hpna @ + ) Hownt (@) < 16(E " | +2)/logn. (19
¢cEs ¢cEg écE7

Now foreach ¢ = (x, y) € Ey, by definition x has to be in the inner boundary of V/* N V"1,
while y is in the complement of V/* U V,”+] . Moreover, we have

‘H‘}tn (e) — H‘;tnﬂ (5)‘ = Hpnppnt (e) — HWUWH @). (20)

Using a similar method as in Section 5 of [10] and recalling the definition of stationary
harmonic measure,

H‘}Inm‘}rlHrl (e) — HWUWH @)

= lim (H\A/,"O\A/,”“.N(E)_HV,”UV,”+1,N(Z))

N—o0
= lim P, (X =x, X 1=
N—oo WA Tiravrthur, C AT gmapnttu, 7! Y
weLyN
— lim P, (X =x, X X 1=
Nosoo - w Twpovrthue, » P Tgruvrthur, 1=y
weLy
= lim P ) - ERAYN o
N—oo WA Tpavrthur, C AT gmapnttu, T Y Twpovrthue, re
wely

Il
5

i P, (X N = P
N oo Z Z w r(V,"UV,"“)ULg < <

weLy e P ap;t!
). CN =x, X¢, 1=y
< Forav+hur, C ATt ! Y

Taking the summation over all ¢ € E1, and note that for all 7 € \A/,"A‘A/t"“,

P | X =x, X X 1= <1
Z < Tnavrthue, fonarthue, 1=Y)=

é=x—yeE
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since the summation above are over disjoint events. We have
= = 7n A yn+1
Z H‘an;tnﬂ(e) — HV,”UV,”“ (e) < HV,”UV,"“(VZ AV,
EGEl

Moreover, noting that by definition ‘7," U ‘7t" +1is connected in H, and that

VAV < VP < |EPT +2,
by Theorem 3 we have,

Y Hipnaprt @ = Houpnn @) < (EL"| +2)y/log . 1)

gEE[
Now combining (19)—(21) and plugging them back to (18) gives us
AP (A, Ay < 17(EP ™ + 2)/logn. (22)

Recalling the definition of A;, by Poisson thinning and the strong Markov property again we

have
n%— n*—1
P(|Ef)‘"|zn"‘) (ZA <1><P<Za,§l>

where {Ui}?io_l is an independent sequence of exponential random variables with i o=
17(G + 2)4/logn.

Thus, in order to prove Lemma 5.1, it suffices to prove the following result:

Lemma 5.2 Let 0; be defined as above. Foralla < 1, B < «, and any c3 > 0, for all n large
enough

n%—1
P(Z o < 1) <e
i=0

Proof For B < « defined in the lemma and some constants ¢, c; > 0 (to be chosen later)
define the events for j € [1, n"‘/nﬂ] NN,

G;= (j—l)nﬂ§i<jn’3:ai2672 >cinfl.
(i +2)/logn
inb—
Define N; = ]l{ — ,thus M; = Z{f(/_ll)nﬁ N; is a binomial random variable
OiZ 52 Jlogn Y
with parameters n® and p = P (o; > ) J@) = e~ 172 which converges to 1 when

¢» — 0. By the large deviation principle for binomial random variable,
P(G)) =P (M; < cln’g) < e~ lerpn” < 6_63”ﬁ,

where the last inequality follows by taking p close enough to 1 such that I (c1, p) > ¢} (see
[4] for the exact rate function). Since cé was arbitrary, for a slightly smaller c3 we can obtain
for large enough n,

Jell,....,n% /nPINN
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.....

” g i cinP cnf cinf
;0’ ;(}Zl;nﬁ @<nﬁ+1+znﬁ+1+”'+m>
> Seres@— flogn > 1,
where the last two inequalities require taking a large enough . O
Thus the proof of Lemma 5.1 completes. O

6 Locations of Discrepancies and Proof of Theorem 4

In the previous section, we have shown that, for any ¢« > 0, by time 1 with stretch-
exponentially high probability, there will be no more than n* discrepancies. Now we show
that it is highly unlikely that the first n® possible discrepancies may ever reach our finite
subset K.

To show this, note that now the truncated model (A” ) forms a finite state Markov
process. In this section, it is more convenient to concentrate on the embedded chain

An+1
, A

(AL AT k=0,1,2,...
where all configuration (A", AZH) with
Vk” U f/k”H ¢ [—n —logn, n + logn] x [0, logn]

are absorbing states. It worth notice that the embedded chain here is a discrete time Markov
chain.

Remark 9 Without causing further confusion, in this section we will use the parallel notations
such as (A7, AZ'H ), VkD and £ kD " etc., for the embedded chain without more specification.

Recall the stopping times for the creation of new discrepancies:
A =inflk >0, |[EQ"| =i},

with the convention inf ) = oco. In order to show Step (III), we only need to prove the lemma
as follows:

Lemma 6.1 There exists an o > 0 whose value will be specified later such that for any
compact K C H,

P(EQINK #4) <n”'
for all sufficiently large n.

Proof We define

1

R ER"\ER" | if A < 00
el — 1 11—
0

otherwise
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Note that ¢; is either an empty set or a singleton with one edge. When it is a singleton, we
do not distinguish between the singleton set and its unique element.

Now we are ready to introduce classifications on discrepancies as follows: Let 0 < o <
1/5.

e Foranyi = 1, we say ¢ is good if either ¢, = ¢ or
d(@y, (£ + 1),0)) < n!

Here d (-, -) is defined as the minimum distance over all endpoints.
e Foranyi > 1, we say ¢; is good if either ¢; = ( or

d(e;, EZ_{']) <nl7
Otherwise, we will say ¢; is bad.

e Ifan ¢; is bad, we call it devastating if and only if ¢; intersects with [—n!=3% n1=3%] x
[0, logn].

Moreover, one can also define
k =inf{i > 1, s.t. ¢ is bad}.

By definition, one may see that for all sufficiently large n, E fr‘l:' N K # ¢ only if either of
the following two events happens:

e Event A: k < n%, and ¢, is devastating.
e Event B: k < n%, ¢, is bad but not devastating, and there is at least one bad event within
Kk+1,k+2,...,n%

To see the above assertion, one can from the definition of A and B see that (A U B)¢ can also
be written as the union of C U D, where the events are defined as follows:

e Event C: ¢; are good foralli = 1,2, ..., n%.
e Event D: k < n“, ¢, is bad but not devastating, and there are no bad events within
k+1,c+2,...,n%

Moreover, for each i, we define

l;r = min {xl > 0: s.t. 3xp with x = (x1, x2) a vertex for some edge within EIA);"} ,
and
r; = max {xl < 0: s.t. Ixp with x = (x1, x2) a vertex for some edge within Egi’"} .

Thus under event C or D,

and

ro< _n1—3¢x +n% x nl—Sa < _n1—3ot/27

which implies no discrepancy may be within [—n' =3¢ /2, n1 =3¢ /2] x [0, logn] D K for all
sufficiently large n.

Now we only need to find the desired upper bounds for the probabilities of events A and
B. For any k, define the event

Gy ={e;jisgoodfori =1,...,k—1}.
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6.1 Upper Bound on P(A)

For event A, by definition and the strong Markov property one has

ne

P(A) = ZP (Gk, é is devastating)
k=1

n% oo
=30 3 P(Gr At <00, Ak— At =AY,y AR L) = (Ao, Ap)
k=17=0 (49, 4¢)

Py ip (A1= 1, ¢1 is devastating) , (23)
where IP( Ao.Ao) stands for the distribution of the truncated embedded process (A”, AZH)
starting from initial condition (Ao, Ao).

At the same time, with similar calculation we have for any k = 1,2, ..., n%,
P(Gi, Ax < o0)

o0
=3 > P(Gh Ak <00 Ak = Aoy = (A AN L) = (Ao, Ao))
J=0(Ap.Ag)

P(AO,AO) (A] = ]) <. (24)

Note that for any configuration (Ao, Ao) such that

P(Gr, Akot <00, Ak — At > o (AL 40 AR L) = (Ao, A0) #0,

one must have |EgAEg| < k — 1. Now recalling the transition dynamic of the embedded
chain, one has for all feasible (A, Ag) suchthat VoUVy C [—n—logn, n+logn]x [0, logn],
AP (A, A
P (A =1)= (_0 ~0)’
(oo 17 (Ao, Ag)

where AP (-, ) was defined in (18) and

AT (Ao, Ag) =) max{Hy, (@), Hy, @)}

Otherwise P ) (A1 =1) = 0. Now for

(Ao, Ao
P4, iy (A1 = 1, € is devastating) ,

recall that in (18) we have

AP (Ao, Aoy = Y |y, @ = My, @
ecE

+ ) Hp @+ ) Hy @+ ) Hy, @

EEEZ EEE} E€E4

+ Y Hp @+ Y Hy, @+ Y Hy, @)

¢cEs éeEg éckEq
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For any ¢ € U17=2 E;, recall that at least one of the endpoints of € has to be in VOAVO. Thus
it is easy to see

d@ EQ" ) =0.

Combining this with the fact that for all feasible (Ao, Ag), EgAEg C (—00, —n+2n'~4*)U
(n— opl—de 00) x [0, log n], which is disjoint with [—2n!732 2,132 x |0, log n], we have

ZE:(X,y)EE1,|x1\§2111—3“ HVO(E) - HVO(E)

P —
AT (Ao, Ao)

(25)

(Ao.Ag) (A1 =1, € is devastating) <

when Vo U \70 - [—1} —logn, n+logn] x [0, logn] and equals to O otherwise. Thus for any
configuration (Ag, Ag) such that

i, (A A+l P
P (Gro Akt <00, A= Aoy > o (A4 AR L) = (Ao, o)) #0,
and that
P4, 4o (A1 = 1, € is devastating) # 0,

we have

Piy.ip (A1 =1, e1 is devastating) _ D e (roy)eEy | <an1 -3 [Hy, (€) — H\;O(E) (

< — 26)
Pii.dp (A1=1 AP (Ao, Ag)

Now for the numerator of (26), again we have

> 15, @) ~ 7,@
é=(x,y)€E),|xi|<2nl—3

= Z I:H‘_/oﬂvo (e) - HVOUVO (e)]
é=(x,y)€E1,|xi|<2n!3

= Z Z HVOUVO @)P: <XT(\70m70>uL0—1 =¥ XT(VOmVO)uLO = x)
e=(x,y)€E,|x11<2n' 73 eV AV

=< HVOUVO(VOAVO) sup P, (TBox < TL()) s 27

zeVo AV

where
Box = [—2n'73* 207327 x [0, log n].
At the same time, note that for any feasible configuration (Ao, Ag),
VoAVy C Boxg = [n —2n' ™% n 4 logn) U [—n —logn, —n + 2n' 7] x [0, logn]
which implies that

sup P, (‘L’Box < rLO) < sup P, (IBUX < ‘L'LO). (28)
ZEV()AV() z€Boxo

Moreover, for each edge ¢ = (z, w) such that 7 € VoA \70 and w ¢ Vo U ‘70, by definition it
has to belong to E3 U Eg and thus by (18)

1P (Ao, Ao) = Hy, 5, (VorsVo). (29)
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Now combining (23)—(29) we have
P(A) <n® sup Py (Tgor < T1)- (30)

xeBoxg

Now we prove the following lemma:
Lemma 6.2 Forall « < 1/5 and all sufficiently large n,

sup Py (tgox < 71,) < p =25
x€Boxg

Proof The proof of Lemma 6.2 follows a similar argument as in [11]. Note that for any
X € Boxy,

P, (tBox < TLQ) = Z Py (ty < 7).
y€di" Box
Let V, = {n/2} x [0, 00), V! = n/2 x [0,n*), and V? = n/2 x (n*, o0). By a similar
argument as in [11] we have

P, (TV,, < rLO) <n 1t (31)

while
P. (7 = < 1
x( Vi < ‘L'LO,‘L'V" = Z'Vnz) = n3.
Thus by the strong Markov property,

P (ry <11, = Z P, (TV” < TLy, TV, = TZ) P.(zy < 11,)
zeVy,

1
5+ D P (ty, < Ty T, =) Pa(ry < TL). (32)

1
zeV,

IA

Moreover, for each z € an , by reversibility of random walk ([6]), we have
P.(try < 11,) < Py(t; < t1o)E [# of visits to z in [0, 77,)]. 33)
For the first term in (33), the same argument for (31) implies that
Py (t; < t1,) <Py(y, <11 < n-ltess,

While for the second term in (33), by [11] there is a constant C < oo independent of n such
that for all z € V!

E_ [# of visits to z in [0, tz,)] < Clogn.

Thus we have
P.(ty < 17,) < Cn~ T logn. (34)
Combining (31)—(34), we have for any x € Boxg, y € 3" Box,

P.(ty <11 < Cn—2+2/3

logn.
Finally, noting that |8”‘Box| < 5n173% e have

sup Py (rBUx < ‘L'LO) < Ccn~Fes logn - nl 73 < =25
xeBoxg

for all sufficiently large n. O
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Combining (30) and Lemma 6.2, we have

P(A) <n® sup Py (tpox < 71,) < n1715e (35)
xX€Boxg

6.2 Upper Bound on P(B)

Now we find the upper bound for P(B). Recall that

e Event B: k < n%, é, is bad but not devastating, and there is at least one bad event within
Kk+1,k+2,...,n%

For any k > 1 define the event
By ={é1, ..., é—_1 are good, ¢ is bad}.
By the Markov property, we have
n%—1 ~ n%—k
PB=Y Y P <Bk, & is not devastating, (A} , A1) = (Ao, AO)) > P B ]
k=1"(Aq,A¢) j=1
(36)

Using the argument in Subsection 6.1, we have forall k + j < n® and any feasible configu-
ration (Ag, Ag) such that

P (Bk, ¢ is not devastating, (A'Ak, A’gl) = (Ao, Ao)) £0
and such that P(Ao Ao)(Bi) > 0 for some i < n®* — k, we have

P(Ao,éo)(BJ') = P(AO,AO)(ij Aj < 00)P(0,10gn) (TUn < TL()) < Pw,logn) (TU,, < TLO),

where U, = {—n1_5“/2, nl_sa/2} % [0, 00). Again from [11], we have

Pojogn (Tu, < TLy) <007 37)
Thus by (36) and (37),
n%—1
P(B) <n”*7 (Z P(Bk)) : (38)
k=1

Again using the same argument, we have for any k < n® — 1,
P(By) < P(Gy, Ay < 00)P(10gn) (Tu, < T10) <n” '+

which implies that
P(B) < n~ 24, (39)

Letting « = 1/16, Lemma 6.1 follows from Lemma 6.2 and (39). ]

Proof of Theorem 4 At this point, Theorem 4 follows from the combination of Lemma 5.1
and Lemma 6.1. O
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7 Proof of Theorem 1: Existence of the SDLA

Theorem 1 follows immediately once we show that the limiting process obtained by Theorem
4 has the desired property.

Lemma 7.1 Fix a finite set K, t > 0 and some € > 0. AN finite a.s., such that for alln > N,
forall0 <s <tandanyx € K,

[Hrouan (x) — Higua, (X)] < €. (40)

Proof By [11, Lemma 2.6] and the sub-linear growth of the interface model proved in The-
orem 5 and the fact we constructed all A} to be subsets of the interface model, there exists
some m > 0 such that for every n € NU {oo} and x € K,

3 Pom (S%UA? = x) — Higuan (0] < €/2. 1)
‘y|<m1.l
Let K’ C H be a large finite subset such that

1.1

2m max Py ) (txe < 1) < €/2.

lyl<m! !

By Theorem 4 we know that there is some N € N large enough such that foreveryn > N,

A"NK' =AYNK' =A;NK'.

Thus
3 Pum (sTLouA,s, :x) - 3 Poum (S,LOqu :x> <€/2.
lyl<m!1 lyl<m!1
Together with (41) we obtain (40). O

It remains to prove that {A;},<, is Markov with the correct stationary harmonic measure
as the transition rate.

Lemma7.2 Foranyt > O, foranys € [0,t] and x,y € H,

P(Assas () = 14,00 = 0, (Age=,)

li = 5.
Jm, A oot @) as
and.
P(Aac00) = 1, Agpas ) = 1A, () = 0, 4,() = 0, {Acle )
lim =0a.s.
As—0 As

Proof Let ¢ > 0 and G, be the event that for all s < ¢ and for all x € K, AY(x) = As(x)
and in addition,

[Hrguan (x) — Higua, (X)] < €.
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By Lemma 7.1 and Theorem 4, lim,_, o P(G{,) = 0. Now uniformly for all s < ¢ and As
small enough, there is an n € N such that

P (Agpas(x) = 1Ay (x) =0, {Agle<s)
€ P (Agras(x) = 1|A;(x) =0, {Ae}e<y. Gu) + (=€, €)
=P (A}, o, () = 1AL (x) = 0, {Ag)e<s, Gn) + (=€, €)
€ P( sras @) = 1AL (x) =0, [Hryuan (x) — Hryua, (X)) < €, AS) + (=2¢, 2¢)
el — e~ As(Hrguay (X)+E)’ 1 — e~ As(Hrguas (X)—E)) + (=2¢, 2¢),

where we use the dominated convergence theorem for the first and second approximations.
Now taking € — 0 and then As — O we obtain the first result. The second result follows a
similar proof by noting that for A% one can order distinct arrival times. O

Lemma 7.3 {A,} is a Markov process i.e. For all finite K C H and any J € {0, 1},
P(AHt NK = J’{Ag}gﬁ) - P(AH, NK = J’AS).

Proof This proof follows a similar scheme as the previous one. Let G, be the event that for
allé <t+sandforalx € K, A’g(x) = Ag(x). By the proof of Theorem 4, with high
probability the dynamics up to time ¢ + s inside K does not depend on the configuration in
the complement of K, := [—m, m] x [0, co) for large enough m € N i.e. for any € > 0 we
can find an m € N such that

P(AH, NK = J‘{Ag}gss)
c P(ASH NK = J’{Ag N Km}gfs) t (=€ €
c P( nONK = J’{Ag’ N Kle<s. Gn) +(=2¢,2¢)
eP(Al, NK = |4l N Ky, Gy) + (=3¢, 30)
- P(AH, NK = J‘AS A Ko, Gn) + (=3¢, 3¢)
= P(AHt NK = J‘AA. n Km) + (—de, 4¢)

- P(AH, NK = J’AS> + (=5€, 56),

where the first equality uses the Markovity of A", and the second equality uses the condi-
tioning on G, for n large enough (and larger than m). O

Proof of Theorem 1 By Lemmas 7.2 and 7.3 we obtain that the almost sure limit {A;};<; :=
lim,, — oo { A} }s<; obtained in Theorem 4 is a SDLA. ]

8 Proof of Theroem 2: Ergodocity of the SDLA

Proof By Lemma 7.2 and the fact that the stationary harmonic measure is (well...) stationary,
we obtain that A is stationary with respect to the translation 1, (A°) = A?° 4 n, for any
n € 7. It is enough to prove that A{° is strongly mixing. Let# > 0 and K, K> be two finite
subsets of H of horizontal distance

min{|x; — x2| : Ay, y2 € NU{0}, (x1,y1) € Ky, (x2,y2) € Ko} > 4n
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1110 E. B. Procaccia et al.

(n will be chosen big enough). Choose arbitrary x, xp € Z such that 3y, y, € N U {0},
satisfying (x1, y1) € Ky, (x2,y2) € K>. We now consider two copies of A} constructed
according to Poisson thinning of the same interface model. A7 (1) is centered around x| and
A7 (2) is centered around x; i.e. for i € {I, 2} the initial aggregation of A} (i) is VO" (i) =
[xi —n,x; +n] x0.Fori € {1, 2} and configurations &; € {0, 1}, define the events:

B ={A° N K; = &}, (42)

¢ ={A} ()N K; =&}, (43)

9; ={ max |x — x;| < 3n/2}. “44)
xeA (i)

Under the event 21 N 2, the events %] and % are independent. This follows from the
independence of Poisson processes on non intersecting domains. Moreover we know by
Theorem 5 that

s C C\y __
Jim P (27U 75) = 0.
and by Theorem 4 that
lirr;OP(f,él \€1U%\ ¢) =0.
n—
Thus
lim P(# N %) = lim P(¥1 NG21 N 2p) = lim P(61|121 N D) - P(62| 21 N Dr)
n—00 n—o00 n—00
(45)
lim P(%1) - P(#%2) = P(%)) - P(%2), (46)
n—oo

where in the last equality we used stationarity and abused notations to clarify that the limit
is actually a constant sequence. O
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