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Abstract

Gene expression data have played an essential role in many biomedical studies. When the number of genes is large and
sample size is limited, there is a ‘lack of information’ problem, leading to low-quality findings. To tackle this problem, both
horizontal and vertical data integrations have been developed, where vertical integration methods collectively analyze data
on gene expressions as well as their regulators (such as mutations, DNA methylation and miRNAs). In this article, we
conduct a selective review of vertical data integration methods for gene expression data. The reviewed methods cover both
marginal and joint analysis and supervised and unsupervised analysis. The main goal is to provide a sketch of the vertical

data integration paradigm without digging into too many technical details. We also briefly discuss potential pitfalls,

directions for future developments and application notes.
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Introduction

Gene expression data have played an essentially important role
in many biomedical studies. This has been thoroughly estab-
lished in a myriad of books, journal articles and presentations.
In gene expression studies, especially those with whole genome
profiling, there is usually ‘a large number of unknown parame-
ters but a limited sample size’ problem, leading to a ‘lack of infor-
mation’ and low-quality findings such as a lack of reliability and
suboptimal modeling/prediction. One solution to this problem is
data integration. The existing data integration methods mostly
belong to two categories [1]. Under horizontal integration, data
from multiple independent studies with comparable designs
are integrated [2-5]. Under vertical integration, data on multiple
types of omics measurements collected on the same subjects
are integrated [6, 7]. Horizontal integration has been reviewed
elsewhere [1], and in this article, we focus on vertical integration.
We note that when data are available on multiple types of omics
measurements collected on the same subjects and from multiple
independent studies, it is possible to integrate in both ways,

for which analysis methods are a ‘marriage’ of those for one-
way integration [8-10]. There are also studies that integrate prior
information. For example, pathway information from KEGG has
been extensively utilized to assist present data analysis [11-13].
Moreover, some studies [14] mine information from published
studies deposited at PubMed and use that in model estimation
and variable selection. However, they do not involve additionally
collected data, and the methods are significantly different. As
such they deserve separate reviews.

The surge in vertical data integration studies has been made
possible by the growing popularity of multidimensional profil-
ing. A representative example is TCGA (The Cancer Genome
Atlas), which is a collective effort organized by the NIH and
involves multiple research institutes and universities. In Table 1,
we present the numbers of measurements on gene expressions
as well as their regulators, including point mutations, copy num-
ber variations, methylation and miRNAs, for four representative
cancers including breast invasive carcinoma (BRCA), colorectal
adenocarcinoma (COADREAD), kidney renal clear cell carcinoma
(KIRC) and lung squamous cell carcinoma (LUSC).
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Table 1. Numbers of measurements on gene expressions and their regulators in four TCGA datasets

BRCA COADREAD KIRC LusC
Gene expression 17 268 17 518 17 243 17 268
Mutation 13 414 15998 14 054 15273
Copy number variation 20871 20871 21526 20871
Methylation 12 328 12 328 1678 12 328
MiRNA 398 299 353 366

Vertical data integration has been motivated by the over-
lapping as well as independent information contained in gene
expressions and their regulators. Gene expressions are regu-
lated by the aforementioned and other regulators, leading to
overlapping information. There have been extensive studies on
the regulating mechanisms [15-18], although we note that the
‘gene expressions ~ regulators’ modeling is still being explored.
With overlapping information, regulators can be used to ‘ver-
ify’ findings made with gene expressions, as such, motivating
data integration. On the other hand, these regulators, for exam-
ple, methylation, can ‘interact’ with proteins without ‘passing
through’ gene expressions. As such, in modeling, regulators
can bring additional and useful information not contained in
gene expressions, thus bearing the potential of improving model
fitting and prediction.

Generically, gene expression data analysis can be classified
as marginal and joint [19]. Under marginal analysis, one or
a small number of genes are analyzed at a time, whereas
under joint analysis, a large number of genes are modeled
simultaneously. It can also be classified as unsupervised and
supervised. Under unsupervised analysis, no outcome/response
data are involved, whereas under supervised analysis, there
is an outcome/response of interest. We note that semi-
supervised analysis, which is a ‘combination’ of unsupervised
and supervised analysis, is also gaining popularity, but will not
be reviewed here. For general discussions, we refer to [20, 21].
Below we review data integration methods for marginal and
joint analysis as well as unsupervised and supervised analysis
separately. This article differs from the published reviews along
the following aspects. First, compared to studies [22, 23] with
an emphasis on biological implications, this article focuses on
the methodological aspects of vertical integration approaches.
Second, different from those only focusing on unsupervised
clustering approaches [24-27], supervised analysis, which is
equally if not more important in biomedical studies, is also
investigated in this article. Third, compared to some published
studies that focus on a single aspect of integration techniques,
for example, dimension reduction [28], variable selection [29]
and machine learning [30], this article covers a wider spectrum,
from classic dense dimension reduction and sparse variable
selection to more recent deep learning. In addition, it uniquely
provides a deeper examination of the overlapping and inde-
pendent information between gene expressions and regulators,
different from the traditional perspectives that consider, for
example, Bayesian/non-Bayesian/network-free/network-based
[31], principal component analysis /clustering/regression/net-
work analysis [32] and matrix factorization/Bayesian/network-
based/multiple kernel learning/multistep analysis [33]. We
would like to note that the field of data integration is still
evolving fast and our knowledge is inevitably limited. As such,
the review may be ‘biased’ and need an update in the near
future.

Marginal analysis
Unsupervised analysis

With just a single gene (at a time) and no outcome variable,
analysis has been mostly exploratory, for example, examining
distributional properties (mean, variance, shape, etc.). To the best
of our knowledge, there is still no data integration study for this
type of analysis. Our own assessment is that there is perhaps no
need.

Supervised analysis

Denote Y as the outcome/response of interest, which can be
continuous, categorical or survival (subject to censoring). Denote
X as the vector of gene expressions and Z as the vector of
regulators. It is noted that the analysis described here and below
does not require the collection of all relevant regulators. When
there are multiple types of regulators, published studies [34,
35] have recommended combining them and creating a ‘mega’
vector of regulators.

A ‘standard’ marginal analysis proceeds as follows: (a) regress
Y on one component of X, and extract the corresponding P-value,
(b) conduct (a) for all genes in a parallel manner, and (c) apply
the FDR (false discovery rate) or Bonferroni approach to all P-
values, and identify significant genes. When regulator data are
present, analysis can be revised as follows: (i) for each gene,
identify its regulator(s) via analysis or from prior knowledge,
and (ii) confirm findings from the above Step (c) using regulator
data. For example, a finding can be more ‘trustworthy’ if the
regulator(s) can also be significantly associated with response.

Remarks: A potential problem is that the relationship between
gene expressions and regulators is ‘m-to-m’. That is, one gene
expression can be regulated by multiple regulators, and one
regulator can regulate the expressions of multiple genes. This
naturally demands looking at multiple gene expressions/reg-
ulators at a time and may lead to invalid marginal analysis
results.

Joint analysis
Unsupervised analysis

Our limited literature review suggests that most analysis in
this category conducts clustering, which can be on samples or
genes. The goal of sample clustering is to understand population
heterogeneity, identify disease subtypes, etc., whereas the goal
of gene clustering is to understand gene functionalities, reduce
dimensionality for downstream analysis (e.g. regression), etc. It
is also possible to conduct biclustering and cluster both samples
and genes. Biclustering with data integration can be potentially
realized by combing methods for one-way clustering. We will not
review it as studies are still limited.
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Clustering samples

As illustrated in Figure 1, two main strategies have been devel-
oped. The first strategy has been developed with the overlapping
information in gene expressions and regulators in mind. Under
this strategy, three categories of methods have been developed,
where the key is to reinforce the same (or similar) clustering by
gene expressions and regulators.

The first category contains the late integration methods
mainly based on the consensus clustering techniques, such
as the assisted weighted normalized cut (AWNCut) approach
[35], multi-view genomic data integration (MVDA) approach
[36], Bayesian consensus clustering (BayesianCC) [37], integrative
context-dependent clustering (Clusternomics) [38] and Bayesian
two-way latent structure model (BayesianTWL) [39]. These
methods differ in the base clustering techniques, ways for
extracting useful gene expression/regulator information and
some other aspects. Here we use the AWNCut as an example
to provide some insights into the strategy [35]. Denote n as the
number of independent samples. First consider the ‘standard’
NCut analysis. Compute the n x n adjacency matrices U and V,
which measure the ‘closeness’ of any two samples based on
gene expressions and regulators, respectively. A simple choice is
the inverse of the Euclidean distance. Denote K as the number
of sample clusters and A,...,Ax as their index sets. Using
gene expression data only, the NCut approach maximizes the
objective function:

A = ZK cutvol (Ag; U)

NCut (A4, ... ,
! k=1 cut (Ax, A§; U)

(1)

where A{ is the complement of A, cutvol(s) measures the
within-cluster similarity and cut(e) measures the across-cluster
similarity. With the consideration that not all genes/regulators
are equally informative, the AWNCut approach first introduces
weights—genes/regulators with higher weights are more
informative for clustering. Denote U, and V,, as the weighted
counterparts of U and V, respectively. The AWNCut approach
maximizes the objective function:

. cutvol (Ag; Vi)
cut (Ag, AS; Vi)

2 @

-

ZK cutvol (Ag; Uy)
k=1 | cut (Ax, A§; Uy)

x (Z}_w)xcor (Xagj» Za,.) + Z}_w)-zcor (ZA,R,',XA,E_))] ,

where 7 and A are two data-dependent tuning parameters and
can be selected, for example, using cross validation. w)?( and
wjZ are the jth components of the unknown weights for X and
Z, respectively. cor(Xa,j, Za,.) measures the average correlation
between the jth component of X and Z, computed using samples
in Ay, and cor(ZAkJ-,XAky,) is defined similarly. It is noted that the
clustering structure and weights are optimized simultaneously.

The following observations can be made with this approach
and are also applicable to several other consensus clustering
methods. First, the key clustering strategy and most important
component—the objective function—are built on an existing
single-data-type approach (in this case NCut). Second, cluster-
ings are conducted separately using gene expressions and reg-
ulators, and consensus is fully reinforced or encouraged. Third,
certain mechanisms are needed to remove noises so as to con-
duct clustering using only informative genes/regulators. With
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AWNCut, data-dependent weights are imposed, and threshold-
ing can be employed to distinguish signals from noises. With
some approaches, regularization has been directly employed for
such a purpose.

The second category contains the middle integration methods,
which take advantage of similarity-based analysis, including
the similarity network fusion (SNF) approach [40] and some
others [41-43]. In particular, these methods first build similarity
matrices of samples using gene expressions and regulators sepa-
rately, which are often represented as graphs or networks. Fusion
techniques, from as simple as average for PINS [41] and NEMO
[42] to the more complex Eigen-decomposition based for CoALa
[43], are applied to these similarity matrices to generate a single
combined similarity matrix, which is then partitioned using a
conventional clustering method, such as the spectral or k-means
clustering. Different from the late integration methods which
directly generate cluster memberships for gene expressions and
regulators separately, followed by a post hoc integration of these
separate clusterings, middle integration conducts integration for
similarity matrices in an earlier step.

The third category contains the early integration methods,
which first detect joint patterns (overlapping information)
across gene expressions and regulators and then build a single
clustering model that accounts for the generated overlapping
information. In a sense, the integration is earlier than the
aforementioned ones. These methods are mainly based on the
joint dimension reduction techniques, among which iCluster [44,
45] is perhaps the most representative. The basic formulation of
iCluster is

X = WxH + ¢x,Z = WzH + ¢, (©)

where H is the latent component that connects gene expres-
sions and regulators and induces their dependencies; ex and ¢
are independent ‘errors’ for gene expressions and regulators,
respectively; and Wx and Wy are the coefficient matrices. The
objective function is built on the Gaussian distribution assump-
tion with H ~ N(0,1), ex ~ N(0, ¥x) and &z ~ N(0, ¥z). To accom-
modate high dimensionality and identify informative genes and
regulators, the Lasso penalty is imposed on Wy and Wz. An EM
algorithm is applied for optimization, and cluster memberships
are then assigned by applying a standard k-means clustering
on the posterior mean E(H|X, Z). Similar to in late integration,
regularization is usually employed for sparse estimation. Other
examples include iClusterPlus [46], LRAcluster [47], moCluster
[48], GST-iCluster [49], iClusterBayes [50], MOFA [51] and others.

Complementary to the first strategy, the second strategy has
been developed to take advantage of the independent infor-
mation in gene expressions and regulators [52-54]. As a rep-
resentative example, a recent approach DLMI [54] is based on
modern deep learning techniques and proceeds as follows: (a)
gene expression and regulator data are stacked together and
then used as the input of an autoencoder which is an unsuper-
vised, feed-forward and nonrecurrent neural network (NN); (b)
the output of the NN produces new features, which are nonlinear
combinations of the original measurements; (c) to make the
analysis clinically more relevant, an outcome variable is used for
supervised screening and identify marginally important features
from Step (b); and (d) the selected features are used to cluster
samples with the k-means approach. With this approach, gene
expressions and regulators are explicitly pooled in Step (a) to
gain more information. This approach is also a good showcase
of data integration in the modern deep learning era.
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Figure 1. Illustration of unsupervised joint vertical integration approaches taking advantage of overlapping and independent information, respectively. CNV stands for

copy number variation.

Clustering gene expressions
Our limited literature review suggests that, compared to the
analysis described in the above subsection, gene expression
clustering that integrates regulator data is limited. The graphical
presentation is also provided in Figure 1.

To take advantage of the overlapping information, we
conjecture that it is possible to proceed as follows: (a) for each
gene expression, identify its regulators; (b) for a partition of

gene expressions, compute the ordinary within-cluster and
across-cluster distances; (c) partition regulators based on their
associations with gene expressions and the partition in (b). Note
that a regulator may belong to multiple clusters. Compute the
within-cluster and across-cluster distances, and (d) compute the
(weighted) sums of within-cluster and across-cluster distances
from (b) and (c), and determine the clustering structure by
minimizing the within-cluster distance and maximizing the

020z ¥snBny L uo Jasn Ajsieniun sleA Aq /GEZ685/691EEAA/IA/S60L "0 1/I0P/2[0lHE-80UBADE/]IQ/W0D dNO DlWapeoe)/:SAjjY WO} POPEOUMOQ



across-cluster distance. This conjectured approach has been
motivated by AWNCut, although we note that it has not been
actually executed. And we have not been able to identify a
clustering approach motivated by the overlapping information.

To take advantage of the independent information, we con-
sider the ANCut (assisted NCut) approach [55], which is also built
on the NCut technique and proceeds as follows. First consider
the model

X =nZ+E, (4)

where 7 is the matrix of unknown regression coefficients, and E
is the vector of ‘random errors’ (which may also contain unmea-
sured or unknown regulating mechanisms). In [55], the estimate
of 7} is obtained using the elastic net approach, which can accom-
modate the sparsity of regulations. Denote X = #Z and X =
X — X. Here a linear regression is adopted to explicitly describe
that gene expression data contain information overlapping with
regulator data (that is, X) as well as independent information
(thatis, X). Denote U and U as the nxn sample adjacency matrices
computed using X and X, respectively. Denote K as the number
of gene clusters and A,,...,Ax as their index sets. The ANCut
objective function is

©)

ZK: cutvol( Ak, ZK: cutvol(Ag; )
= cut(Ay, A5 U) & cut(Ar, AS ;0)

A simplified version, which is suggested as equivalent,
has also been developed [55]. The essence of this approach
is to first decompose gene expressions into two components
and then reinforce that they generate the same clustering
results.

Remarks

The aforementioned clustering techniques generate disjoint
clusters. In the clustering of samples, clustering of gene
expressions and biclustering, fuzzy techniques [56-59] have been
developed to allow samples/genes to belong to multiple clusters
or not be clustered. Data integration in fuzzy clustering remains
limited and may warrant more exploration.

Supervised analysis with sparsity

For a specific outcome/response, it is usually true that many or
most genes are ‘noises’, demanding certain sparsity in analysis.
Sparse results are also more interpretable and more action-
able. The strategies of the supervised integration approaches are
illustrated in Figure 2.

Analysis that takes advantage of the overlapping information

A well-known representative is collaborative regression (CollRe)
[60], which is motivated by the unit-rank canonical correlation
analysis. Consider the case with a continuous Y and the model
Y = B'X + ¢, where B is the vector of unknown regression
coefficients and ¢ is the random error. Use subscript i to denote
the ith sample. With the Lasso estimation, the objective function
is
n
> (Yi—BX) 4181, ©)
i=1
where 1 is the data-dependent tuning parameter and the I
norm is defined as the sum of component-wise absolute values.
Following the same strategy, a model can be built using the
regulators, and denote the corresponding regression coefficient
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vector as y. The collaborative regression approach considers the
objective function:

n

—VZ) +hlyl+ T (BXi—y'Z)’,
i=1

@)

where 7 is another data-dependent tuning parameter. This
approach explicitly builds two regression models. The key
advancement is the last penalty term, which encourages gene
expressions and regulators to generate similar estimated effects.

Motivated by the successes of approaches that explicitly
model the gene-regulator relationship and possible long-tailed
distribution/contamination of the response data, the ARMI
(assisted robust marker identification) approach is developed
[61]. Specifically, still consider the linear gene expression-
regulator model as in Section Clustering gene expressions. In
[61], 7 is obtained using the Lasso approach. The ARMI approach
has objective function:

> (Vi BX) + A+ D (Vi
i=1

i=1

YZil+rlyl+ox [ Ba—y' 1. (8)

n n
SYi— K|+ 1B+ D1 Yi—
i=1 i=1

Different from collaborative regression, it promotes the simi-
larity of regression coefficients for gene expressions and regula-
tors, as opposed to the estimated effects. In addition, the 1; loss
functions are adopted, which leads to robustness and simplified
computation (as all terms are 1;).

Remarks: With both collaborative regression and ARMI, the
goodness-of-fit functions can be replaced by negative likelihood
functions to accommodate other models and data distributions.
For example, a follow-up study [62] extends collaborative regres-
sion and develops canonical variate regression (CVR) which can
handle multivariate and noncontinuous outcomes and allows
for multiple-rank modeling. For these two approaches and those
described below, the original publications have assumed homo-
geneity. We conjecture that they can be extended and coupled
with the FMR (finite mixture of regression) technique [63, 64]
to accommodate heterogeneity. In addition, they have been
described with only the additive effects of omics measurements.
In practical data analysis, demographic/clinical/environmental
variables, which are usually low-dimensional, can be easily
incorporated. We conjecture that it is possible to extend the
approaches aforementioned and below to accommodate gene-
environment interactions [65, 66], although our literature search
shows that this has not been pursued.

Analysis that takes advantage of the independent information

Conceptually, the most straightforward approach is to pool all
omics measurements together and use as input to, for exam-
ple, penalization estimation and variable selection. As different
types of omics data have significantly different dimensionalities
and distributional properties, this simple approach barely works
in practical data analysis. To tackle this problem, IPF-LASSO
proposes using different penalty parameters for different types
of predictors [67]. As an ‘upgrade’, the additive modeling approach
first applies, for example, Lasso to each type of omics data
separately and identifies a small number of features [68, 69].
The selected features, which have much lower dimensions, are
pooled and modeled in an additive manner. The most significant
advantage of this approach is simplicity. On the other hand, there
is no distinction between gene expressions and regulators.

020z ¥snBny L uo Jasn Ajsieniun sleA Aq /GEZ685/691EEAA/IA/S60L "0 1/I0P/2[0lHE-80UBADE/]IQ/W0D dNO DlWapeoe)/:SAjjY WO} POPEOUMOQ



Wu et al.

(a) Supervised analysis with overlapping information
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Figure 2. Illustration of supervised joint vertical integration approaches taking advantage of overlapping and independent information, respectively.

The conditioning-integration approach has been designed to
account for the ‘order’ of omics measurements. That is, com-
pared to regulators, gene expressions are ‘closer to’ outcome/re-
sponse. This approach proceeds as follows: (a) conduct anal-
ysis with gene expression data only, using a ‘standard’ high-
dimensional sparse approach, for example, Lasso. With this
step, the dimensionality of gene expressions is reduced to one;
(b) conditional on the one-dimensional gene expression effect,
integrate one type of regulator data. This can be achieved using
the same approach as in (a); (c) conduct (b) with all types of
regulator data (if applicable), and select the type with, for exam-
ple, the best prediction performance, and integrate; (d) repeat
(c) until there is no significant improvement in prediction or all
regulator data have been integrated. A significant advantage of
this approach is that it does not demand new methodological
and computational development. It can also generate a ‘ranking’
of regulator data, facilitating biological interpretations. On the

other hand, it does not take full advantage of the regulation
relationship.

Overlapping information may be statistically manifested
as correlation, which may challenge model estimation. The
decomposition-integration approach explicitly exploits the regu-
lation relationship and can effectively eliminate correlation. A
representative example is the LRM-SVD approach [34], which
proceeds as follows: (a) consider the regulation model X =
nZ + E, and denote # as the estimate of 5. In [34], estimation
is achieved using Lasso. (b) Conduct sparse SVD (singular value
decomposition) with #. Specifically, the first step is conducted
by minimizing the objective function:

”ﬁ—kxwv”i+r(\u|+lu|), (10)

where A is the first singular value, and u and v are singular
vectors with the same dimensions as X and Z, respectively. 7 is
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then updated, and the subsequent steps can be conducted in
a similar manner. (c) With each sparse SVD, Step (b) leads to
rank-one subspaces of X and Z (which are linear combina-
tions of a few components of X and Z, corresponding to the
nonzero components of the singular vectors). These rank-one
subspaces have been referred to as the ‘linear regulatory mod-
ules (LRMs)’ and include co-expressed gene expressions and
their coordinated regulators. Denote the collection of such sub-
spaces as Xo. (d) Project X and Z onto Xo, and denote the
‘residuals’ as X and Z. This is realized using matrix projec-
tion operations. (e) Consider the outcome model Y ~ f(8Xo +
o'X + y'Z). In [34], survival data and the accelerated failure time
model are considered. Denote (8, «, y) as the lack-of-fit function.
The final estimation and variable selection can be achieved by
minimizing

LB, a,y) + A (Bl + lal + Iy 1) (11)

The three decomposed components have lucid interpreta-
tions. The LRMs, besides serving as the building blocks for model
fitting, can also facilitate understanding biology. In addition,
through projection, the three components are statistically inde-
pendent, facilitating estimation.

Supervised analysis without sparsity

The approaches reviewed in Section Supervised analysis with
sparsity and those alike make the sparsity assumption. In prac-
tical data analysis, they usually select only a few gene expres-
sions (and regulators). It has been proposed that there may be
many weak signals, which cannot be accommodated by sparse
approaches. When biological interpretation is of secondary con-
cern, dense approaches that can accommodate many genes may
be advantageous. Studies have suggested that some ‘black box’
approaches may excel in prediction.

With the additive modeling and conditioning-integration tech-
niques discussed in Section Supervised analysis with sparsity,
dense dimension reduction approaches, such as PCA (principle
component analysis), PLS (partial least squares), ICA (indepen-
dent component analysis) and SIR (slice inverse regression),
can be applied as building blocks to accommodate high dimen-
sionality [6]. Examining the decomposition—integration technique
suggests that it is designed to be sparse. We have not identified
a dense approach that adopts this technique.

In recent studies, deep learning techniques have also been
adopted for supervised model building and prediction. Here
we note that for data with low-dimensional input and a large
number of training samples, the superiority of deep learning in
prediction has been well demonstrated. However, the message
is less clear with high-dimensional omics data. As a repre-
sentative, a recent deep learning approach HI-DFNForest [70]
proceeds as follows: (a) for gene expression and each type of
regulator, data representations are learned separately. This can
be achieved using fully connected NNs, although our personal
observation is that those with regularization (e.g. Lasso) may
be more reliable. (b) All the learned representations are inte-
grated into a layer of autoencoder to learn more complex rep-
resentations. (c) The learned representations from (b) are fed
into another NN for the outcome/phenotype. For continuous,
categorical and censored survival outcomes, NNs with various
complexity levels have been developed in the recent litera-
ture, including MVFA [71], SALMON [72], MDNNMD [73] and
others.
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Remarks

The line between sparse and dense approaches is becoming
blurry. Hybrid approaches have been developed, with the
hope to ‘inherit’ strengths from both families of approaches.
For example, in a study of the gene expression-regulator
relationship [74], a sparse canonical correlation analysis
approach is developed, which applies the Lasso penalization
to correlation analysis. Other examples include the joint and
individual variation explained method [75] and penalized co-
inertia analysis [76]. In supervised model building, the SPCA
(sparse PCA) and SPLS (sparse PLS) techniques have been applied
[69, 77].

Discussions
Methodological notes

Most of the reviewed approaches, for example, AWNCut, collab-
orative regression, conditioning-integration and many alike in
published literature, have roots deep in the existing methods
for gene expression only. There are only a few, such as the
decomposition-integration approach, that directly take a system
perspective. More developments are needed to directly start with
the gene expression-regulator system.

Most of the reviewed approaches have been based on
penalized variable selection and dimension reduction, which are
arguably the most popular high-dimensional techniques. There
have also been developments using other techniques, especially
including Bayesian, thresholding and boosting. For example, the
iBAG approach [78], which adopts the decomposition-integration
strategy, has been developed using the Bayesian technique. With
the complexity of omics data, it is unlikely that one technique
can beat all. It is of interest to expand the aforementioned
studies using alternative techniques and comprehensively
compare (e.g. consensus clustering using the NCut technique
against k-means).

It is indisputable that regulator data contain valuable infor-
mation. However, in any statistical analysis with a fixed sample
size, regulator data contain both signals (which are unknown
and need to be identified data-dependently) and noises. Concep-
tually, if signals overweigh noises, then data integration is worth-
while. However, theoretically, there is still a lack of research on
the sufficient (and possibly also necessary) conditions under
which data integration is beneficial. We conjecture that this
is related to the level of signals, number/ratio of signals and
analysis techniques. There have been a few studies conducting
numerical comparisons. For example, in [6], with survival data,
the models with gene expression only are compared against
those integrating regulators including copy number variation,
methylation and miRNA using C-statistics. Conflicting observa-
tions are made across diseases/datasets, further demonstrating
the necessity of more statistical investigations on the benefit of
data integration.

The reviewed approaches and many in the literature
focus on gene expressions and their upstream regulators. In
the whole molecular system, there are also proteomic and
metabolic measurements. It is possible to further expand
the scope of data integration. One possibility is to keep the
central role of gene expressions and use downstream data
to assist gene expression analysis. For example, multiple
studies have used protein-protein interaction information in
gene expression data analysis [79, 80]. The second possibility
is to consider gene expression as an intermediate step
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and directly model the whole system. For example, in [81],
clustering analysis (MuNCut) is conducted on the ‘protein-
gene expression-regulator’ system and identifies molecular
channels.

Our review has been focused on bulk gene expression data,
where, for a specific gene, the measurement is the average
of transcription levels within a cell population collected from
a biological sample. In the past few years, single cell RNA
sequencing (scRNA-seq) is getting increasingly popular. It
advances from bulk RNA-seq by measuring mRNA expressions
in individual cells and can provide more comprehensive
understanding of complex heterogeneous tissues, dynamic
biological processes and other aspects [82]. Parallel single cell
sequencing techniques have also been developed for the joint
profiling of single cell transcriptome and other molecular layers,
such as genome [83], DNA methylation [84] and chromatin
accessibility [85], on the same cells, making it potentially
possible to conduct data integration at the single cell resolution
[86]. Single cell data usually has the count nature and exhibit
strong amplification biases, dropouts and batch effects due
to unwanted technical effects, tiny amount of RNA present
in a single cell and other reasons [87], posing tremendous
challenges to statistical analysis. The integration approaches
reviewed above do not account for these characteristics and
cannot be applied to single cell data directly. We conjecture that
it is possible to build the single cell counterparts of the review
methods. However, significant methodological developments
will be needed. The limited existing vertical integration
approaches for single cell data include the coupled nonnegative
matrix factorization for the clustering of cells [88], multi-omics
factor analysis v2 (MOFA+) [89] which is the extension of the
unsupervised sample clustering approach MOFA [51] and a few
others.

Computational notes

In data integration, higher dimensionality inevitably brings com-
putational challenges. This is multifaceted. First, it increases
data storage and manipulation burden. This can be especially
true when, for example, genome-wide SNP data is present. In
practical data analysis, preprocessing is usually conducted to
significantly reduce dimensionality and hence computational
challenges. For example, SNP data can be aggregated to gene-
level data [90], or supervised screening can be applied to select
the most relevant ones for downstream analysis [6, 34, 69]. This
way, the increase in storage and manipulation burden can be
moderate. Second, some methods demand the development of
new computational algorithms. For example, AWNCut intro-
duces weights, which need to be optimized along with cluster
memberships. The decomposition-integration approach LRM-
SVD demands a more effective way of conducting sparse SVD.
Fortunately, in the reviewed studies, computational algorithms
have been developed by ‘combining’ existing techniques. For
example, with AWNCut, the simulated annealing technique is
repeatedly applied. Deep learning-based integration approaches
have taken advantage of the existing algorithms/tools, such as
the Keras library [54], TensorFlow [73] and others. Overall, the
demand for new computational algorithms has been ‘afford-
able’. Third, increased dimensionality reduces computational
stability. In some studies [35], random-splitting approaches have
been applied to evaluate stability. However, there is still a lack
of study rigorously quantifying the loss of stability and whether
that can be ‘compensated’ by, for example, the improvement in
prediction.

Software developments

Computer programs and packages accompanying some of the
published studies have been made publicly available, although
in general, our observation is that there is still significant need
for more software development. In Table 2, we summarize the
publicly available computer programs for the aforementioned
approaches, including their types/realized languages and cor-
responding websites. Specifically, some programs have been
made available at the developers’ websites. For example, both
R and Matlab codes for SNF [40], a clustering approach via data
integration, are available at http://compbio.cs.toronto.edu/SNF/
SNF/Software.html, and the R codes for iPF (integrative phe-
notyping framework) [52] and IS-Kmeans (integrative sparse K-
means) [53], both of which conduct unsupervised sample cluster-
ing analysis utilizing independent information, are available at
Prof. George Tseng’s website http://tsenglab.biostat.pitt.edu/so
ftware.htm. Some programs are available at public repositories.
For example, the AWNCut [35] and ANCut [55] (along with a
few other clustering methods) are available at CRAN (https://
cran.r-project.org/web/packages/NCutYX/), and the iBAG code
[78] is available at GitHub (https:/github.com/umich-biostati
stics/iBAG). Computer programs, usually in Python, for some
deep learning approaches have also been available at GitHub.
Some studies [43, 54] have not provided explicit information on
software availability.

Numerical performance

It is a prohibitive task to implement all the reviewed approaches
to conduct rigorous numerical comparisons. As an alternative,
we briefly review the existing numerical results reported in some
of the published articles, which may provide some insights into
numerical performance of the reviewed approaches. Specifically,
we summarize the simulation settings and/or analyzed practical
data as well as main conclusions in Table 3. It is observed that
performance of the approaches depends on the data generation
mechanisms (including, e.g. the sample size, data dimensional-
ity, number of clusters, underlying models to describe regulation
relationships and others), and no approach can have significant
superiority under all scenarios.

For example, as reported in [38], compared to iCluster,
BayesianCC performs much better when there is a common
shared clustering structure, but worse when there are higher
degrees of independence of clusters. Even with the same
data, an approach may have different performance possibly
because of differences in preprocessing and other reasons. For
example, the TCGA LUSC data are analyzed in two studies
[41,42] with PINS. PINS is observed to be able to identify
subgroups with statistically significant difference in survival
in one study [41] but loses effectiveness in the other [42].
Computational efficiency is also examined in some papers. For
example, it is observed that, among the unsupervised analysis
approaches, SNF is computationally more efficient, while
iCluster, iClusterPlus and iClusterBayes are more expensive.

Application notes

Prior to analysis, data processing is usually needed. Consider
a representative example [6], where data processing includes
the following steps. (a) Quality control and normalization are
conducted with each type of omics data separately. Best prac-
tice should be adopted, while consistency across data types
is desired. (b) Missing data are accommodated for each data
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Approach Software type?® Software website Application®
Unsupervised analysis
AWNCut [35], R package https://cran.r-project.org/web/packages/NCutYX GE, CNV
ANCut [55], GE, CNV
MuNCut [81] Protein, GE, CNV
MVDA [36] R package https://github.com/angy89/MVDA_package (1) GE, miRNA; (2) Protein, GE, miRNA; (3)
GE, miRNA, CNV
BayesianCC [37] R package https://github.com/david-dunson/bayesCC Protein, GE, miRNA, ME
Clusternomics [38] R package https://github.com/evelinag/clusternomics Protein, GE, miRNA, ME
BayesianTWL [39] R package https://cran.r-project.org/web/packages/twl GE, CNV, ME
SNF [40] R and Matlab http://compbio.cs.toronto.edu/SNF/SNF/Software.html GE, miRNA, ME
codes
PINS [41] R package https://cran.r-project.org/web/packages/PINSPlus/ GE, miRNA, ME
NEMO [42] R package https://github.com/Shamir-Lab/NEMO GE, miRNA, ME
CoALa [43] - - Protein, GE, miRNA, ME
iCluster [44, 45], R package http://www.bioconductor.org/packages/devel/bioc/ (1) GE, CNV; (2) GE, ME
html/iClusterPlus.html
iClusterPlus [46], (1) GE, CNV, mutation; (2) GE, CNV, ME
iClusterBayes [50] (1) GE, CNV, mutation; (2) GE, CNV, ME,
miRNA, mutation
LRAcluster [47] R code http://bioinfo.au.tsinghua.edu.cn/software/lracluster ~ GE, CNV, ME, mutation
MoCluster [48] R package https://www.bioconductor.org/packages/release/bioc/ (1) Protein, GE; (2) Protein, GE, ME
html/mogsa.html
MOFA [51] R package https://bioconductor.org/packages/devel/bioc/html/ GE, ME, mutation
MOFA.html
GST-iCluster [49], R code http://tsenglab.biostat.pitt.edu/software.htm (1) GE, CNV, ME; (2) GE, miRNA
IPF [52], GE, miRNA, Clinical
IS-Kmeans [53] (1) GE, CNV, ME; (2) GE, CNV
Supervised analysis
DLMI [54] - - GE, miRNA, ME
CollRe [60] - - GE, CNV
ARMI [61] R code https://github.com/shuanggema/ARMI GE, CNV
CVR [62] R package https://cran.r- project.org/web/packages/CVR GE, ME
IPF-LASSO [67] R package https://cran.r-project.org/web/packages/ipflasso GE, CNV, Clinical

IntCox-OV [68] - -
IntCox-SKCM [69] - -

LRM-SVD [34] - -
HI-DFNForest [70] - -
MVFA [71] Python code

der
SALMON [72] Python code https://github.com/huangzhii/SALMON
MDNNMD [73] Python code https://github.com/USTC-HIlab/MDNNMD
iBAG [78] R code https://github.com/umich-biostatistics/iBAG

GE, CNV, miRNA, ME

GE, CNV, ME, mutation, Clinical
GE, CNV, ME

GE, miRNA, ME

https://github.com/BeautyOfWeb/Multiview- AutoEnco Protein, GE, miRNA, ME

GE, CNV, miRNA, mutation, Clinical
GE, CNV, Clinical
GE, ME, Clinical

aThe type ‘R package’ means that the package can be installed in R via, for example, ‘install_github’, ‘install.packages’ or ‘BiocManager::install’.
bGE, CNV, ME and Clinical stand for mRNA gene expressions, copy number variations, DNA methylation and clinical features, respectively.

type separately, for example, using multiple imputations. The
approaches reviewed above usually do not have built-in mecha-
nisms to accommodate missingness. (c) Unsupervised screening
is conducted for quality control purposes. (d) Supervised screen-
ing is conducted to screen out noises, improve computational
performance and change dimensionalities to more comparable.
(e) Finally, merge multiple types of data based on sample IDs.

In the aforementioned studies, one popular (or possibly the
most popular) data source is TCGA, because of its high-quality
and public availability. TCGA data contain measurements
on gene expression, protein expression, methylation, SNP,
copy number variation, miRNA and others. This level of
comprehensiveness is uniquely valuable. There are other
‘scattered’ public databases. For example, one recent study
[77] analyzes data with gene expression and copy number
variation measurements on mental disorders collected by the

Stanley Medical Research Institute. There are also studies that
analyze ‘private’ data generated in individual labs [44, 52, 60]. The
aforementioned approaches have been applied to the analysis of
different combinations of omics data, which is also summarized
in Table 2. Some studies integrate gene expression with only one
type of regulator, and popular choices are copy number variation
[35, 60] and methylation [62, 78]. There are also studies that
integrate multiple types of regulators, including methylation,
copy number variation, miRNA and mutation, where different
types of regulators are treated separately and equally in most
studies [36, 40] or combined into a mega regulator vector in a
few others [34, 61]. In addition, besides gene expressions and
regulators, protein expressions have also been jointly analyzed
in the literature [37, 38]. Our examination suggests that the
reviewed and many other integration approaches can be directly
applied to other combinations of omics data.
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As partly discussed above, theoretical studies on data inte-
gration have been limited. Simulation has been extensively con-
ducted. Our observations and recommendations are as follows.
First, multiple scenarios on the role of regulator data should
be examined, especially including their interconnections with
gene expressions (overlapping information) and contributions
to outcomes (independent information). The first aspect can be
achieved by, for example, varying the sparsity and magnitude
of 5 in the gene expression-regulator model. And the second
aspect can be achieved by, for example, varying the coefficients
of Z in the decomposition-integration approach. Second, gene
expression-only and earlier data integration approaches should
be considered as benchmark. For example, in the ARMI study
[61], gene expression-only analysis, naive additive modeling,
marginal analysis and collaborative regression are considered
for comparison. Third, it should be realized that simulated data
based on simple distributions/models are often overly simpli-
fied. As such, practical data-based simulation is recommended
[35, 77], which can maintain distributional and regulation prop-
erties.

Data described above and others have been analyzed,
showing that integration can lead to biologically sensible and
statistically satisfactory results. For example, ANCut [55] has
been applied to the analysis of TCGA SKCM (skin cutaneous
melanoma) data, with 382 gene expression and corresponding
copy number variation measurements on 366 samples. It is
found that ANCut generates more ‘balanced’ clusters (with sizes
110, 105, 97 and 70), compared to the highly unbalanced k-means
clusters (with sizes 27, 350, 1 and 4). Bioinformatics analysis is
further conducted by examining the GO biological processes,
and it is found that the ANCut clusters are enriched with certain
well-defined processes (as such, the results are interpretable).
As another example, the TCGA LUAD (lung adenocarcinoma)
data have been analyzed using the ARMI approach [61]. In this
analysis, FEV1, a biomarker for lung capacity and prognostic
for lung cancer, is analyzed as the response. ARMI identifies
genes including NOTCH2, BCL2L10, BCL2L2, HDAC3 and others,
which have independent evidence of associating with lung
cancer and its biomarkers. This provides some support to
the biological validity of this approach. A cross-validation
based prediction evaluation is conducted, showing that ARMI
has a smaller prediction MSE (mean squared error) than the
alternatives. In [70], the deep learning approach HI-DFNForest is
applied to three TCGA datasets, namely, BRCA, GBM and OV, for
subtype classification. HI-DFNForest is observed to have superior
classification accuracy compared to the approaches using a
single type of data. Take BRCA as an example, the HI-DFNForest
approach has the classification accuracy rate 0.846, compared
to 0.808, 0.731 and 0.769 with gene expression, methylation
and miRNA expression, respectively. We note that, however,
promising findings made in the aforementioned studies should
be taken cautiously. First, with practical data, there is a lack of
gold standard to claim success. Criteria mentioned above are
sensible but by no means absolute. Second, some aspects of
analysis, for example, stability, have not been well examined.
Third, as always, there is a potential ‘publication bias’.

Conclusions

With the growing routineness and reducing cost of profiling, we
expect more and more studies that collect data on gene expres-
sions as well as their upstream regulators and downstream
products. Studies reviewed in this article and many others in
the literature have shown the great potential of data integration

for gene expression analysis. In this article, we have conducted
a selective review of the existing methods, with the hope to
roughly describe the existing framework, some key intuition
of their strategies as well as pitfalls and possible new direc-
tions. This may assist researchers in the field to more effec-
tively conduct gene expression-based data integration. With
our limited knowledge, our selection of analysis methods is
inevitably biased. For example, there may be an over-selection
of penalized/regularized methods and under-selection of deep
learning methods. We have categorized the reviewed approaches
based on their mechanisms utilizing the overlapping or inde-
pendent information. Other categorization strategies have been
adopted in the literature, such as the parallel integration (under
which different types of omics data are treated equally) and
hierarchical/model-based integration (under which the relation-
ships among different omics data types are modeled) [29, 91]. In
a sense, these categories are not absolute and may be overlapped
with each other. Overall, this study may fill some knowledge
gaps and be informative to biomedical researchers.
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