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Abstract—Artificial Intelligence (AI) is influencing almost all
areas of human life. Even though these Al-based systems fre-
quently provide state-of-the-art performance, humans still hesi-
tate to develop, deploy, and use AI systems. The main reason for
this is the lack of trust in Al systems caused by the deficiency of
transparency of existing Al systems. As a solution, “Trustworthy
AI” research area merged with the goal of defining guidelines
and frameworks for improving user trust in Al systems, allowing
humans to use them without fear. While trust in Al is an active
area of research, very little work exists where the focus is to
build human trust to improve the interactions between human
and Al systems. In this paper, we provide a concise survey on
concepts of trustworthy Al. Further, we present trustworthy Al
development guidelines for improving the user trust to enhance
the interactions between Al systems and humans, that happen
during the AI system life cycle.

Index Terms—Trustworthy Al, Transparency, Explainable Al,
Human System Interactions, Human Machine Interactions, Al
Life Cycle

I. INTRODUCTION

Artificial Intelligence (AI) nowadays influences all the ar-
eas of day to day human activities with the state-of-the-art
performance in many areas including health [1, 2], industry
[3], natural language processing [1], space exploration [1]
and science [4, 5]. Despite their tremendous benefits, many
people hesitate to trust Al-based systems due to the black box
behaviors, which makes it difficult to get insight into their
internal decision making process [6]. In order to build trust
between Al systems and humans, it is essential that Al system
answer following questions, Why did you do that?, Why not
something else?, When do you succeed?, When do you fail?,
When can I trust you?, How do I correct an error? [7].

To address these trust related issues, the research area of
Trustworthy Al was introduced recently [8—12]. The goal of
Trustworthy Al is to strengthen human trust in Al systems,
allowing humans and societies to develop, deploy, and use Al
systems without fear and doubt. Many respectful academic
and non-academic organizations define trustworthyness as
combination of diverse research areas which includes fair-
ness, robustness, explainability, accountability, verifiability,
transperency, and sustainability of Al systems [8-11, 13-15].
However, as we see, the common goal of these research
areas is to improve human trust during the Human System
Interactions.

Human System Interaction (HSI)/ Human Al interactions
focuses on design, development, and research on effective
interactions between humans and intelligent systems. This
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includes a wide range of aspects, including intelligent visu-
alizations, human-robotic interaction, virtual/augmented and
mixed reality, and visual analytics. These intelligent systems
can vary from personal computers, industrial robots, to space
stations. Communication between humans and Al systems
occurs via various mediums such as user interfaces (GUIs),
natural languages, and haptics. During Al system life cycle,
three main actors communicate with each other. They are Al
system, System Developers, and System Users. These actors
interact with each other, allowing us to identify three types of
HSIs. These three main HSI categories are presented in Figure
1.

In this paper, we discuss the Al Life Cycle (AILC) and
how the three actors communicate with each other in different
phases of the AILC. Then we discuss the Trustworthy Al
guidelines, which should be implemented during identified
human Al interaction categories. Furthermore, we provide
a concise survey of existing Trustworthy AI concepts and
frameworks.

The rest of the paper is organized as follows. Section II pro-
vides a brief survey of Trustworthy AI; Section III discusses
AILC and HSI categories, Section IV presents Trustworthy Al
guidelines for HSIs. Finally, Section V concludes the paper
with a discussion of future research directions.
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II. TRUSTWORTHY A, DEFINITION, AND PRINCIPLES

This section discusses work related to defining trustworthy
Al, its main components, and trustworthy Al principles.

A. Trustworthy Al

Many reputable academic and non-academic organizations
(such as Department of Defense, National Science Foundation,
IBM, and European Commission) and different domain experts
use ethical principles together with formal Al system verifica-
tion techniques to define trustworthy AI, with the common
goal of allowing people and societies to develop, deploy,
and use Al systems without fear [8—12]. Ethical principles
include the ethics of data, algorithms, and practices [12,
16, 17]. Al system verification techniques include reliability,
resilience, security, and privacy [8, 9]. The rest of this section
discusses how individual parties define trustworthy AI and
what components are included to verify the trustworthiness
of Al systems.

In [16], Floridi et al. pointed out the need for ethical
aspects of Al systems. They proposed a trustworthy Al system
addressing the ethical impact of three main components:
algorithms, data, and practices. The ethics of data focuses on
issues posed by collecting, analyzing, profiling, advertising,
and the use of large data sets. The ethics of algorithms
focus on autonomy and the increasing complexity of ML
algorithms and applications. The ethics of practices focus on
the responsibilities and liabilities of people involved in the Al
life cycle and Al systems such as organizations, system users,
developers, adopters, and data scientists.

In [12], the High-Level Expert Group on Artificial Intelli-
gence (HLEGAI) has taken the first step towards developing
a benchmark framework for an ethical Al system. They have
comprehensively gathered various ethical principles, offering
concrete and practical guidance for multi-disciplinary Al prac-
titioners [17]. The HLEGAI argues that “Striving towards
Trustworthy Al concerns not only the trustworthiness of the
Al system itself, but requires a holistic and systemic approach,
encompassing the trustworthiness of all actors and processes
that are part of the system’s socio-technical context throughout
its entire life cycle”. Their proposed framework consist of
three components: Ethical principal, seven key requirements
with methodologies to implement them, and trustworthy Al
assessment list [12].

B. Trustworthy Al Principles

United States, together with the Organisation for Eco-
nomic Co-operation and Development (OECD), identified five
complementary values-based principles for the responsible
stewardship of trustworthy AI [11, 13]. The presented OECD
trustworthy Al principles are presented in Figure 2. The
principles are discussed below,

1) Inclusive growth, sustainable development, and well-
being:
Stakeholders should develop, deploy, and use Al sys-
tems to benefit humans and the planet. These benefits
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Fig. 2. Trustworthy Al Principles proposed by United States together with
OECD [8-11]

include augmenting human capabilities, advancing the
inclusion of underrepresented populations, and reducing
inequalities related to gender and socioeconomic factors
[13—15]. Further, Al developments should not harm the
natural environment, focusing on sustainable develop-
ments and ensuring the well-being of present and future
generations [13—15].

2) Human-centered values and fairness:

Deployment Al systems should respect the rule of law,
human rights, diversity, and democratic values [13-15].
Al actors should implement safeguards and mechanisms
to which are appropriate to the context and following
with the state-of-the-art. These principles ensure human
centered-values such as freedom; privacy and data pro-
tection; social justice; labor rights; and equality.

3) Transparency and explainability:
The developed AI system should be able to provide
a general understanding of the system, which enables
those adversely affected by the system to question and
challenge its outcomes [13—15]. This includes imple-
menting methods that enable users to understand the
outcomes of the Al system plainly and easily.

4) Robustness, security, and safety:
The developed Al system should be secure, robust, and
safe throughout its entire life cycle. It is essential to
identify when these systems fail [18][19], misused, and
possible adverse conditions, such that relevant preventive
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mechanisms should be implemented in advance [13-
15, 18]. Modeling uncertainty has proven valuable for
improving robustness of Al by increasing awareness
when there is no enough information to provide accurate
estimations [19-22]. Al actors should ensure traceability
related to data-sets, processes, and decisions through out
the life cycle of Al system. It enables different entities
to analyze the system outcomes, respond to inquiries,
and ensure the system outcomes are appropriate to the
context and consistent with the state-of-the-art. Further,
Al actors should apply a systematic risk management
approach based on the phase of the life cycle, roles,
context, etc. This allows addressing risks related to Al
systems, including privacy, digital security, bias, and
safety.

5) Accountability:
Al actors who involve in designing, development, de-
ployment and use of Al systems should be accountable
for the proper functioning of the Al system, respecting
the above-discussed principles [13—-15].

III. HUMAN SYSTEM INTERACTIONS DURING AILC

This section discusses the Al Life Cycle (AILC) and three
main categories of HSIs during AILC.

Different entities follow different Al system life cycles
based on the requirements of a given Al system. However,
all of them have common phases and specific tasks which are
summerized in Figure 3 [23-27].

In this paper, we categorize HSIs based on the actors
involved in the AILC: Al system, Developers, Users. During

AILC, three main actors communicate with each other. The
identified main actors and relevant examples are presented in
Figure 4. As discussed in the Introduction, the interaction
between the three main actors can be divided into three
categories (Figure 1). The rest of this section discusses the
phases in AILC where these interactions take place.

A. AI and Developers

In AILC, the phases where interaction between the Al sys-
tem and System Developers mainly happens are Development
and Testing, Implementation, Deployment, Scope Changes,
and Optimization phases.

During development and testing, system developers will
tightly interact with different software/ML models to explore
data, perform feature engineering, model building, model
training, model tuning, model testing, model validation, and
model selection. During Deployment and Optimization, sys-
tem developers will perform a quantitative and qualitative
analysis of developed Al systems in order to perform model
improvements and refinements. During scope changes, devel-
opers will identify how the current development can be utilized
within the new scope.

B. AI and Users

In AILC, the phases where interaction between the Al
system and System Users mainly happens are Implementation,
Deployment, and Optimization phases.

During implementation, system users will interact with the
Al system and evaluate whether the system provides expected
deliverables and identify possible refinements to the system
outputs. They will provide feedback on how the system
performs, whether the system is easy to use, whether the
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explanations are provided in an understandable format and
whether the explanations are enough.

C. Developers and Users

In AILC, the phases where interaction between system
developers and system users mainly happens are Initiation,
Concept Development and Planning, Implementation, and Op-
timization phases.

During project initiation, system developers and users inter-
act with each other to identify the problem and roughly-define
the scope of the problem. This concept proposal will be further
discussed by system developers and users during the concept
development phase to define the tight scope of the project.
Then system developers agree on data requirements, project
timeline, and other resources such as hardware and software.

During Implementation and Optimization phases, the system
developers and users will interact with each other, so that
system users get trained on how to use the system. In contrast,
system developers will identify possible improvements to the
system by considering user feedback.

IV. TRUSTWORTHY Al GUIDELINES TO IMPROVE THE
INTERACTIONS BETWEEN HUMAN AND Al SYSTEMS

This section discusses Trustworthy Al development guide-
lines which should be implemented to improve the user
trust during HSIs. The identified development guidelines are
summarized in Figure 5.

A. Al system and System Developers

Following guidelines should be implemented to improve
the trust of interaction between Al system developers and Al
system.

o Global interpretability:

Global interpretability or overall model explanation
provides an understanding of the whole logic of the Al
system. This gives the entire reasoning process of the
system, leading to all the different possible outcomes
of the system [6]. Global interpretability is essential for
domain experts to analyze whether the developed Al
system gives right outcomes for right reasons. Further,
it allows them to identify what course these Al systems
give wrong outputs, allowing them to fix defects and
trust the developed system before deployment [28].
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o Local Interpretability:

Local interpretability —or individual prediction
explanations are providing why the specific model
made a specific decision, why it does not make other
possible outcomes [6]. This allows developers to make
adversarial samples (changes to input data) and check
how the model outcome changes with input data changes.
Further, the local explanation can be used to identify
harmful interactions such as intentional/unintentional
data poisoning, model/infrastructure changes, abusive
use of the system, coursing changes to expected Al
system behaviors/deliverables. Identifying these prior
allows developers to implement safeguard actions prior
and to deploy models without fear.

e Interactive visualizations:

It is important to develop interactive visualization on top
of the Al system, which allows exploring hidden patterns
and model behaviors of the Al system efficiently to the
developers[6]. For example, offline system analysis is
different from online system analysis because online, the
information presented from the system should be short,
clear, and easy to understanding. Therefore, based on
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the problem context, interactive visualization methods
should be implemented. This allows developers to take
necessary actions efficiently.

o Anomaly Detection mechanisms:

Developed Al system may encounter new scenarios
which it has never seen before. Therefore, it is im-
portant to build a mechanism to identify these abnor-
mal/anomalous scenarios, allowing system developers
to take necessary actions [29-31]. For example, these
anomalies can be due to data drift, or some attacker
action. This allows developers to update Al systems and
protect them from harmful interactions.

should not have biases towards certain groups of people
(age, gender, abilities, characteristics), which can result
in consumer biases and unfair competition between users.

C. Developers and System Users

During this category of interaction, the following guidelines

should be followed by Al actors.

o Define the scope of human system interaction during

concept development and planning stage of AILC:

Scope of HSIs should define during initial stages of the
life cycle and refinements should make when necessary.
This scope can consist of which entities communicated

B. Al system and System Users during what phase, reasons for interactions, what data

should be recorded during interactions, who should be
aware of what interactions, etc. Further, these documents
should be informed to relevant entities prior to the
interactions, ensuring the trustworthiness of interactions.

Following guidelines should be implemented to improve
the trust of interaction between system users and Al system.

o Local Interpretability:
Local interpretability —or individual prediction

explanations provide reasons for making a specific o Define a set of rules and regulations for HSIs:

decision based on the input from a user. The explanations
provided by the AI system should be easy enough to
understand by the user. Therefore, the format of the
explanations (linguistic, visual, numerical) should be
appropriate to the context of the problem and easy
to perceive by user. These explanations are essential
to build user trust in Al systems as well as to avoid
incorrect conclusions about system outcomes. Further,
it allows the users to question the decisions made by
the system, allowing developers to identify defects and
improve the system using user feedback.

o Interactive visualizations/GUIs:

The graphical wuser interfaces(GUIs) and other
visualizations provided by the AI should be user
friendly and efficient [32]. Further, Al system should
provide wide range of interactive visualizations, covering
large audience of users. These visualizations are essential
for Al system as it makes Al system easy to to learn
and use by users, making users comfortable to use them
and trust in them.

Performance:

In order to build the trust between user and the Al
system, it is important to build Al systems with good
performance [32]. The performance measures includes
but not limited to predictive performance (correct
outcomes) and the time take to provide a product or
service.

o Diversity, non-discrimination and fairness:

Any interactions between Al system and system users
should reflect principles of fairness, which includes
avoidance of unfair bias, accessibility and universal de-
sign, stakeholder participation [12]. These interactions
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All entities involve in AILC should define and agree
on rules and regulations for possible HSIs. These sets
of rules and regulations should be communicated and
followed by all entities ensuring the trustworthiness of
interactions.

Privacy and Data Governance:

During these interactions, some data are communicated
and recorded. These data may be confidential personal
data or any data which should not be exposed to
the public. Therefore, the developers and users must
agree on privacy and data related regulations defining
followings: define what data should be communicated
during interactions, what data should be recorded
regarding relevant interactions, what kind of data and
privacy policies should be implemented, who has access
privileges to what portion of data, the reasoning for
interactions and data recording, and the lifetime of
recorded data.

Transparency:

All the interactions which happen between developers
and system users should be documented in a standard
format explaining the reasons for interactions, enabling
transparency properties such as traceability and
explainability. Further, when developers collect data
from system users, it is important to provide a proper
understanding of why these data are collected and how
they are going to be used.

Standardisation and documentation of HSIs:

During the life cycle of the Al system, HSIs should be
well defined and documented. This allows auditablity,
transparency, traceability, and easy refinements when
necessary.
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V. DISCUSSION, CONCLUSIONS, AND FUTURE
DIRECTIONS

This paper overviews the current research state of Trust-
worthy Al, identifying what principles should be considered
when developing, deploying, and use of Al systems. We
found that many researchers agree on a set of overlapping
Trustworthy Al principles. These include but not limited to
fairness, robustness, explainability, accountability, verifiability,
transparency, and sustainability.

As we see, one main goal of these requirements is to im-
prove human trust during Human System Interactions. There-
fore, in this paper, trustworthy Al guidelines were discussed
based on different types of human-system interactions that
happen during AISLC. Different typed of HSIs were defined
based on the three types of actors who interact with each
other: system developers, system users, and Al system. Defined
HSI types were interactions between system developers and
Al system, interactions between system users and Al system,
interactions between system developers and system users.

It has to be noticed that the guidelines for improving human
trust during HSIs are context dependant, i.e., depends on the
product/services provided by the AI system. For example,
for a loan approval system, linguistic explanations of why
the request got rejected are more appropriate compared to
reject the request without explanation. However, for robot tele-
portation, a suitable explanation would be haptics or sounds
so that in real-time, the operator can understand the actions
efficiently. Further, depending on the type of interactions,
these guidelines should be different. For example, to trust
the developed system, developers need model explanations,
whereas system users need individual data explanations.

As mentioned above, the Trustworthy Al research area acts
as an umbrella covering diverse research directions. Differ-
ent academic and non-academic organizations and different
domain experts define Trustworthy Al using different sets of
overlapping principles/properties. Therefore, we believe that
all of these organizations should agree on a Global framework
for trustworthy Al such that they can build research on top of
it.

Most of the recent Trustworthy Al focuses on what prin-
ciples should be implemented, so that Al systems can be
developed, deployed, and use without fear. Machine learning
society considers accuracy, precious, recall, and F measures
to estimate the goodness of a developed Al system. However,
these performance measurements alone are not enough to
evaluate the principles of Trustworthy Al Therefore, we be-
lieve that quantitative and qualitative measures also should be
considered by the research community, focusing on measuring
the “Trustworthiness of an Al system”. It gives researchers
to work on common ground, allowing them to compare Al
systems and to verify the trustworthiness formally.

In high-risk areas such as transportation, medical diagnosis,
and other mission-critical systems, it is challenging to fully
automate Al systems [20]. Because removing humans entirely
from the loop can harm the trust of humans in Al systems.

In such cases, AI Augmentation is preferred over complete
Automation, allowing humans to work side by side with
Al systems. Therefore, for high-risk areas, AI Augmentation
seems to provide a viable path for building Trustworthy Al
[20].
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