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Abstract—This paper presents an efficient topology and route
management approach in Software-Defined Wide Area Networks
(SD-WAN). Traditional WANs suffer from low utilization and
lack of global view of the network. Therefore, during failures,
topology/service/traffic changes, or new policy requirements, the
system does not always converge to the global optimal state. Using
Software Defined Networking architectures in WANs provides
the opportunity to design WANs with higher fault tolerance,
scalability, and manageability. We exploit the correlation matrix
derived from monitoring system between the virtual links to
infer the underlying route topology and propose a route update
approach that minimizes the total route update cost on all flows.
We formulate the problem as an integer linear programming
optimization problem and provide a centralized control approach
that minimizes the total cost while satisfying the quality of
service (QoS) on all flows. Experimental results on real network
topologies demonstrate the effectiveness of the proposed approach
in terms of disruption cost and average disrupted flows.

Index Terms—Software Defined Networking, Wide Area Net-
works, Network Reconfiguration, Resiliency

I. INTRODUCTION

Enterprises have been increasingly moving from traditional

Multi-protocol Label Switching (MPLS) based Wide Area

Network (WAN) solutions to Software Defined WAN (SD-

WAN) solutions which are transport agnostic overlays built on

top of cheaper best effort Internet connections like DSL, Cable,

LTE, etc [1–3]. Primary reasons for this shift from MPLS

based WAN to SD-WAN are cost savings and centralized

control for simpler yet flexible policy-driven management of

the overlay network. It is predicted that by the end of 2019,

30% of enterprises will use SD-WAN to connect their branches

[4]. Besides expensive MPLS links, the traditional enterprise

WAN solutions suffer from scaling limitations arising from

manual configuration of routing policies on all MPLS enabled

edge routers located at thousands of branches across the globe

[5]. Moreover, SD-WAN is inherently oblivious to the state

of its underlay network i.e., the Internet, whose best-effort

WAN links suffer from frequent and unpredictable network

outages [1]. To mitigate the impact of underlay link failures

and performance variations, it is necessary to have SD-WAN

topology and route management mechanisms to improve the

overall resilience of the SD-WAN infrastructure.

We believe that state of the art SD-WAN technologies

are not able to realize full potential due to two reasons: i)

limited awareness of the underlay path sharing information,

and ii) lack of flexible and rich overlay topologies that can

support indirect paths in SD-WAN infrastructure. Most SD-

WAN deployments adopt a restricted and simple hub and

spoke overlay topology where branches are connected to a

hub site [2, 3]. Each branch can reach other branches through

the central hub. Hub and spoke topologies are simpler to

deploy and manage; they require only one or more overlay link

between each branch and the hub, and traffic concentration

on the hub sites. However, hub and spoke topologies lack

resiliency because the hub becomes a hotspot and a single

point of failure. Also, these topologies cannot realize the

full capacity of the underlying network. On the other end

of the SD-WAN topology spectrum, a full mesh topology

connects each branch to all other branches, as a result, any

two branches can directly communicate with each other using

branch-to-branch tunnel [6]. Although full mesh has high

resiliency to link and node failures, it has high deployment

and management overheads. When branches are multi-homed,

a full mesh topology can have O(mn2) overlay links between

n branches with m different underlay network interfaces.

For large enterprises with thousands of branches, it becomes

prohibitively expensive to manage such a large number of

interconnections.

In practice, SD-WAN products for enterprise networks im-

plement network management solutions that allow enterprises

to tailor it to their business intents and traffic demands

[2, 3, 7, 8]. These solutions provide a hub and spoke as a

building block and give enterprises functionality to further

manually configure branches to connect to specific hubs or

branches. Despite this flexibility, these solutions have several

shortcomings. Enterprises do not have topology information

or hop-by-hop performance metrics of the underlying network

infrastructure, they only have information about the end-to-

end performance between branches. This makes it difficult

for the SD-WAN admins to diagnose issues in the underlying

network and react to it. Even if issues in the underlay are

known, SD-WAN admins have to manually re-configure either

their SD-WAN topology or the SD-WAN routing policies to

avoid the problematic underlay routes. Besides the proprietary

SD-WAN products that address enterprise WANs, Google B4

and Microsoft SWAN are software defined WAN management

solutions that address inter-data center WANs [7, 9–11].

The traffic characteristics of enterprise networks are widely

different from inter-data center networks [12–15]. Inter-data

center traffic traverses through private WAN links and network

admins have full visibility of the underlay network. Whereas

SD-WAN for enterprises, augments the MPLS underlays with

the public Internet. The performance dynamics of the Internet

makes the SD-WAN challenging to manage.
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In this paper, we propose HOMA, an SD-WAN topology and

route management approach for enterprise networks. There

are two novel aspects of HOMA’s algorithm and mechanism

design. First, unlike state-of-art underlay agnostic SD-WANs,

HOMA is underlay aware. HOMA periodically generates end-

to-end probes between nodes in the overlay network to infer

link failures and performance degradation in the underlay

network. HOMA can also infer if two overlay paths are

sharing the same underlay congested path. HOMA leverages

this underlay awareness to automatically re-configure SD-

WAN topology and the overlay routing policies to meet

traffic demands and resiliency requirements. The automatic

re-configuration is designed to minimize disruptions to the

existing overlay network traffic. Second, HOMA’s optimiza-

tion formulation is able to support rich cost models for the

best-effort underlay WAN links. Besides minimizing traffic

disruptions, HOMA also minimizes the cost incurred due to

the use of underlay networks such as LTE, DSL, Cable, etc. To

this end, this paper makes the following main contributions:

• We design a network monitoring approach that exploits

the end-to-end probing information to infer the underlay

network topology. Experimental results on our SD-WAN

testbed topology shows that our network monitoring

approach provides a good approximation of the underlay

topology.

• We model the underlay aware re-configuration of SD-

WAN as a minimum cost network update (Min-Cost)

problem. We formulate the Min-Cost problem as an inte-

ger linear programming (ILP) problem that minimizes the

network update cost while satisfying the QoS constraint

and show that it is NP-Hard.

• We propose a randomized greedy algorithm to solve Min-

Cost. Our algorithm provides an approximation guarantee

of eO(
√

(ln|H|lnln|H|)) when the capacity of the links and

the congestion threshold are large enough to accommo-

date all flows.

• We present an extensive evaluation of our approaches

based on real network topologies and demonstrate their

advantages in terms of network cost, disrupted flows,

and satisfied demands, compared to existing update ap-

proaches that use the direct overlay links for each flow.

The remainder of this paper is organized as follows. Sec-

tion II and III discusses the background and motivation. In

Section IV, we explain the Min-Cost optimization problem and

show that it is NP-Hard. Section V describes our algorithms.

Section VI shows our evaluation methodology and results.

Section VII concludes the paper with a summary.

II. RELATED WORKS

SD-WANs are overlay networks built on top of the Internet

routing substrate. While such application layer overlays have

their own overlay routing mechanisms in place to route packets

in the overlay network, the path taken in the physical network

is defined by intra-domain and inter-domain routing protocols

such as OSPF and BGP respectively. Prior work on such

application layer overlays can be divided into three categories.

Resilient Overlays: Overlay networks such as the Resilient

Overlay Network (RON), were mainly proposed to enable

communicating overlay nodes to re-route traffic through in-

direct overlay routes when the underlying network has issues

[16, 17]. In order to re-route overlay traffic, routing overlays

have to choose relay nodes to form an alternate overlay

path. Prior work on resilient overlay routing has focused on

deploying and selecting relay nodes to increase resiliency [18–

20]. In [18], relay nodes are selected based on topology graph

properties. In [19], the authors proposed an overlay archi-

tecture for managing flows between two overlay nodes. Cost

effective relay selection has also been proposed to minimize

the costs associated with deploying and maintaining an over-

lay infrastructure [20]. Although these approaches optimize

routing, node placement, and relay selection individually, it is

imperative to collectively consider these overlay management

challenges. In addition to bringing resiliency to overlays,

minimizing service disruptions due to re-routing of overlay

traffic is crucial for enterprise networks. In this work, we

minimize traffic disruptions and overlay infrastructure costs

while providing resiliency to the SD-WAN overlay. Another

group of work on resilient overlays has addressed combined

topology and route management of L2 overlays [21, 22].

These works propose survivable routing techniques that bring

resiliency to L2 overlays which are built on the physical layer.

These approaches require complete knowledge of the physical

layer topology. In contrast, HOMA is designed for SD-WAN

overlays and does not require complete physical layer topology

information.

Overlay Topology Design: Prior work on overlay con-

struction has mainly focused on carefully choosing nodes

in the underlay topology graph for overlay node placement

[23–27]. These approaches first propose methods to identify

underlay network topology and then find an optimal set of

nodes in the underlay for overlay node placement. However,

our problem setting is different in two ways. First, in an

enterprise SD-WAN deployment underlay nodes are branch

offices and all branch offices act as overlay nodes. Second,

we make no assumptions on the underlay network topology

i.e., the topology of the Internet. We consider a problem setting

where we are given a set of underlay nodes that are connected

to each other through some underlay topology, our goal is to

design an overlay network such that all nodes are connected

through the overlay network. Overlay topology design and

re-configuration has been studied in the past [28, 29]. In

[28], an overly mesh construction algorithm is proposed to

improve the redundancy of the overlay network. In [29], the

authors propose dynamic reconfiguration of overlay network

topology under changing traffic demands generated by the

overlay nodes. The approach minimizes two types of re-

configuration costs namely; operational cost and reconfigu-

ration costs. However, the approach does not consider the

effect of changes in the underlay network performance on

the overlay network. In contrast, HOMA is underlay-aware

and monitors end-to-end network performance for inferring

issues in the underlay network. HOMA re-configures overlay
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network with three objectives; minimizing traffic disruptions,

re-configuration costs, and operational costs.

Underlay-overlay interaction: A tangential yet relevant

area on overlay routing is the interaction between overlay and

underlay networks that has been previously studied in [30–32].

These approaches focus on analyzing the conflicts that arise

due to the independent nature of overlay and underlay rout-

ing protocols, and propose improvements through cross-layer

cooperation. In this work, we acknowledge that cross-layer

conflicts create traffic engineering challenges for SD-WAN

operators as such conflict may result in overlay performance

degradation. Since SD-WAN operators do not have complete

visibility and control over the public Internet underlay, we

propose to use flexible re-routing and re-configuration through

end-to-end performance monitoring. This allows us to re-route

overlay traffic without making assumptions about the cause of

performance degradation.

III. MOTIVATION

In this section we motivate the need for HOMA through

illustrative examples. Typically, SD-WAN deployments adopt

three types of overlay topologies; (i) direct links where two

branches have a direct overlay link and pairs of branches are

connected by carefully planning the overlay network, as a

result two branches which do not have a direct overlay link

cannot communicate with each other (ii) full mesh topology

where each branch has a direct overlay link to all other

branches, or (iii) hub and spoke topology. We show that

these topologies have shortcoming that can be addressed

through efficient route and topology reconfiguration proposed

in HOMA. We use four metrics to quantify the shortcomings

of the above overlay topologies; (i) Cost: is defined as the

total cost of all overlay links used to route the current flows.

As further discussed in more details in Section IV-C, the

cost of each overlay link is defined as a fixed (leased) cost

and a variable cost that depends on the bandwidth usage. In

our model, we assume that the cost of each overlay link is

10 × l + l × f , where, l is the number of hops the overlay

link used in the underlay topology and f is the total amount

of flow that goes through that link. (ii) Average disrupted

flows: shows the average number of existing flows which get

disconnected when a failure happens in the underlay network.

(iii) Average path length: is the average number of hops in

the underlay network to route each source-destination pairs.

(iv) Path stretch: is the average path length for each source-

destination pair divided by the minimum path length.

To motivate our minimum cost network management ap-

proach, we use the BellCanada network topology as the un-

derlay topology which is further described in Section VI. The

underlay network uses the shortest path between two nodes

to route the traffic. To compare the three traditional overlay

topologies with Homa, we create overlay networks consisting

of 6 nodes. For each type of overlay network, we generate

traffic flows between 10 random chosen source-destination

pairs from the six overlay nodes. Each flow between a pair

sends 3 units of demands which is the amount of traffic.

TABLE I: Comparison between current practical SD-WAN

route management solutions.

Approach Cost Avg disrupted flows Avg path length Path stretch

Homa

(OPT/Greedy)

1428/1688 4.2/4.5 12.8-13.4 1.37/1.44

H&S 2530 5.8 11.5 1.23

Direct links 2046 5.3 9.3 1

Full mesh 2706 5.3 9.3 1

We route all demands in the overlay network, using Homa

(OPT/Greedy) which is further explained in Section V, then

we route these demands using the three traditional overlay

topologies. We first compare the cost of sending the traffic,

the average path length for each source-destination pair in

the underlay network, and path stretch in each approach. For

each type of overlay network, we randomly disrupt 5 links

in the underlay network and compare the average disrupted

flows. As shown in Table I, Homa has the lowest cost to

transfer the traffic and has better failure resiliency compare

to other approaches while it has higher average path length.

The large gap in the network route management cost between

Homa (OPT/Greedy) that uses indirect links and the current

SD-WAN solutions motivates this paper.

An illustrative example: To further clarify the discussion,

consider the overlay network topology shown in Figure 1

with 6 nodes. For simplicity suppose each overlay node is

connected to other nodes using one interface that uses the

shortest path in the underlay network topology. We want to

find the minimum cost overlay topology to route two flows,

{f1 : n1 − n5, f2 : n6 − n5} with 1 unit of demand each.

Table II shows the overlay/underlay links used and the total

cost in Homa, direct link, H&S, and Full mesh approaches

correspondingly. For the hub and spoke solution, we assume

that the hub is placed on n4. In this example, Homa tries to

find the solution to route all flows while minimizing the cost,

and therefore, uses indirect overlay links n1 − n6 − n5 to

route f1 and re-uses the overlay link n6 − n5 to route f2.

Therefore, the total cost for each overlay link is 10×1+1 for

n1− n6 and 10× 4+ 2× 4 for n6− n5. However, the direct

link approach uses the direct overlay link n1 − n5 to route

f1 and n6 − n5 to route f2 with a total cost of 10 × 5 + 5
and 10 × 4 + 4 respectively. The H&S approach uses the

overlay links {n1 − hub, hub − n6} for the first flow and

{n6−hub, hub−n5} for the second flow and therefore, uses

three overlay links {n1 − hub, hub − n6, hub − n5} with a

total cost of 10 × 6 + 6, 10 × 5 + 5, and 10 × 3 + 2 × 3
respectively. The full mesh topology leases all overlay links

with a total cost of 569 and uses the direct links to route

the traffic between each source-destination pair. Therefore,

Homa finds a minimum cost overlay network and significantly

improves the cost.

IV. PROBLEM FORMULATION

A. Network Model

We consider the problem of route management with mini-

mum cost that satisfies the QoS constraint during (i) topology
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C. Minimum Cost Network Reconfiguration

Our goal is to minimize the network reconfiguration cost

by selecting a path for each flow h ∈ H which minimizes the

cost of overlay links for all reconfigured flows.

• Input parameters: Let bhi be the amount of flow h

generated by node i which is bhi = dh, if i is the source

node (i = sh), and bhi = −dh, if i is a destination node

(i = dh) and bhi = 0 otherwise. Furthermore, we assume that

QoS requirements are expressed in terms of the number of

shared congested links if the controller has full observation

of the underlay network topology and are expressed in terms

of the amount of correlation between two overlay links if the

underlay topology is not visible by the controller. Let Ωh be

the maximum amount of shared congested links allowed for

flow h or the summation of maximum amount of correlation

allowed between all links for flow h.

Prior works on overlay network designs considered two

distinct cost models for leasing each overlay link: (i) fixed

(leased) cost model, and (ii) variable (usage-based) cost model

[44, 45]. However, most SD-WAN pricing models have both a

fixed and a variable component that depends on the bandwidth

usage. We take this fact into account and assume the price of

each link (i, j) ∈ Eo for interface t ∈ I is a linear function of

the amount of flow passing through that link and a fixed cost

for that interface as follows:

pij,t = αij,t + ζij,t · fij,t, ∀(i, j) ∈ Eo, ∀t ∈ I, (3)

where αij,t is a fixed price of using link (i, j) on interface

t, ζij,t is the bandwidth cost rate of link (i, j) on interface

t, and fij,t is the total amount of flow that goes through link

(i, j) on interface t, i.e. (fij,t =
∑

h∈H

(xh
ij,t) · dh). The fixed

price of an overlay link corresponds to the price charged by

the ISPs for maintaining each overlay link and the variable

(bandwidth cost rate) corresponds to the fee paid to the ISPs

for consuming bandwidth to carry traffic on the overlay link

[46].

• Decision variables: With xh
ij,t we represent the current

routing decision to use link (i, j) for flow h on interface t

when xh
ij,t = 1 or not xh

ij,t = 0. Also the binary variable λij,t

represents if a link is turned on in the new routing for at least

one of the flows (λij,t = 1) or not (λij,t = 0).

• Min-Cost network reconfiguration: We formulate the

minimum cost network reconfiguration (Min-Cost) optimiza-

tion problem as follows:

minimize
∑

t∈I

∑

(i,j)∈Eo

αij,tλij,t +
∑

t∈I

∑

(i,j)∈Eo

ζij,t
∑

h∈H

(x
h
ij,t + x

h
ji,t) · dh

subject to
∑

h∈H

(x
h
ij,t + x

h
ji,t) · dh ≤ cij,t, ∀(i, j) ∈ Eo, ∀t ∈ I (4a)

∑

t∈I

∑

j∈Vo

x
h
ij,t =

∑

t∈I

∑

k∈Vo

x
h
ki,t + sign(b

h
i ), ∀i ∈ Vo, ∀h ∈ H

(4b)
∑

h∈H

∑

j∈Vo

(x
h
ij,t) · dh ≤ ci,t, ∀i ∈ Vo, ∀t ∈ I (4c)

∑

h∈H

∑

j∈Vo

(x
h
ji,t) · dh ≤ ci,t, ∀i ∈ Vo, ∀t ∈ I (4d)

λij,t ≥

∑
h∈H

[xh
ij,t + xh

ji,t]

|H|
∀t ∈ I ∀(ij) ∈ Eo (4e)

∑

t∈I

∑

t′∈I

∑

h′∈H,h′ 6=h

∑

(m,n)∈Eo

∑

(i,j)∈Eo

x
h
ij,t · x

h′

mn,t′ ·

CM((ij, t), (mn, t
′
)) ≤ Ωh ∀h ∈ H (4f)

x
h
ij,t, λij,t ∈ {0, 1}, ∀(ij) ∈ Eo, ∀h ∈ H ∀t ∈ I (4g)

The left hand side of the objective function corresponds

to the fixed cost of turning each link on and the right hand

side of the objective corresponds to the variable bandwidth

cost of each link for all flows that pass through it. The first

constraint shows the link capacity constraint and the second

constraint is the flow balance constraint, i.e. the total flow out

of a node is equal to the summation of total flows that comes

into a node and the net flow generated/consumed at the node.

Constraint 4c and 4d specifies that the total flow going out/in

a node for interface t is bounded by the capacity of interface

t on node i, i.e. ci,t. In our setting we set the capacity of the

overlay link ij for interface t to the minimum of ci,t and cj,t.

In addition to the link capacity and flow balance constraints

( 4a and 4b), the binary variable λij,t specifies if a link is

being used in the new route for at least one of the flows (when

λij,t = 1), or not (when λij,t = 0). Constraint 4e ensures that

λij,t is set to 1 when at least one of the flows use link (i, j) on

interface t. Constraint 4f is the QoS constraint and indicates

the maximum amount of correlation (Ωh) between the selected

overlay links in the new setting.

In words, formulation (4) aims at minimizing the network

reconfiguration cost such that all the flows can be routed

subject to link capacity and QoS constraint.

Theorem 1. NP-Hardness: The problem Min-Cost is NP-

Hard.

Assuming that the capacity of edges is large enough to

accommodate the sum of all demand flows and that the

QoS threshold (Ωh) is set to infinity; the Min-Cost problem

corresponds to the well-studied problem of buy-at-bulk net-

work design [47]. Buy-at-bulk reflects the assumption that the

edge cost functions have economies of scale. The buy-at-bulk

problem for subadditive cost functions pij,t has O(log|H|)2
approximation ratio and Ω(log1/4(|H|)) hardness bound, if

pij,t is uniform over all e = (ij, t). Also, Min-Cost has

O(log3|H|) approximation ratio and Ω(log1/2|H|) hardness

bound if pij,t is different from edge to edge. We focus on

non-uniform subadditive cost function defined in Section IV-C.

V. HOMA: MINIMUM COST NETWORK

RECONFIGURATION

In this section, we propose HOMA, our network topology

and route management framework that minimizes the network

reconfiguration cost while satisfying the QoS constraints and

the three algorithms that solve the Min-Cost problem.

A. Minimum Cost Update Algorithms

The Min-Cost problem is hard to solve optimally and

efficiently as shown in Theorem 1. Therefore, in this section,

we propose a greedy algorithm that selects the overlay paths
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with minimum cost greedily which approximates the optimal

solution, in polynomial time.

Before delving into our proposed algorithms, we first

describe a linearization approach to make the optimization

problem linear to solve it using standard integer programming

solvers.

Linearization: The correlation constraint (4f) in Min-Cost is

non-linear and is the product of two binary variables xh
ij,t, and

xh′

mn,t′ .

Therefore, we define a new variable ∆h,h′

(ij,t),(mn,t′) = xh
ij,t ·

xh′

mn,t′ and add the following three constraints to make the

optimization problem linear.

∆
h,h′

(ij,t),(mn,t′)
≤ x

h′

mn,t′ , ∀h ∈ H,h
′
6= h ∈ H, ∀(ij), (mn) ∈ Eo, ∀t, t

′
∈ I

(5a)

∆
h,h′

(ij,t),(mn,t′)
≤ x

h
ij,t, ∀h ∈ H,h

′
6= h ∈ H, ∀(ij), (mn) ∈ Eo, ∀t, t

′
∈ I

(5b)

∆
h,h′

(ij,t),(mn,t′)
≥ x

h
ij,t + x

h′

mn,t′ − 1, ∀h ∈ H,h
′
6= h ∈ H, (5c)

∀(ij), (mn) ∈ Eo, ∀t, t
′
∈ I

The first two inequalities ensure that ∆h,h′

(ij,t),(mn,t′) will be

zero if either xh′

mn,t′ or xh
ij,t are zero. The last inequality will

make sure that ∆h,h′

(ij,t),(mn,t′) will take value 1 if both binary

variables are set to 1.

Baseline: Traditional SD-WAN with direct links: A naive

approach which is used in most SD-WAN topology manage-

ments, is to connect each source-destination pair using the

direct overlay links that have a lower cost for each flow inde-

pendent of the other flows. However, as the routing decision

for one flow is highly correlated with the routing decision

of other flows and on the underlying network topology, this

approach does not yield good performance results as we later

see in Section VI. Further, in case of a failure in the underlay

network, one or more direct links for a source-destination pair,

might disrupt. As a result, using indirect working overlay links

might recover the system with lower cost in such cases.

Inflated Greedy Algorithm: Inspired by the work of

Charikar et al. [48], we propose a randomized greedy algo-

rithm that solves the Min-Cost problem. When there are no

capacity and correlation constraints, the algorithm provides

an approximation guarantee of eO(
√

(ln|H|lnln|H|)) when the

problem has at most |H| source-destination pairs with unit

demands and e(O(
√

(ln|H|lnln|H|)))logD in the case of general

demands where D is the largest demand value. Algorithm 1

shows different steps of the greedy algorithm with unit de-

mands for all flows. The algorithm first selects a random

permutation of demands (line 1). Without loss of generality,

let d1, d2, ..., d|H| be the random permutation. We initialize

the residual capacity of each link to the the capacity of that

links (line 2). We next assign inflated demands to each pair

as a function of its position in the permutation (line 4). Then

the algorithm tries to find the cheapest way to connect each

source-destination pair greedily using the constrained shortest

path algorithm (CSP) explained in Algorithm 2 (line 5).

Algorithm 1: Greedy algorithm for Min-Cost problem

1 Pick a random permutation of demands (without loss of generality let
d1, d2, ..., d|H| be the random permutation).

2 Initialize the residual capacity of all links:
˜cij,t = cij,t ∀(ij) ∈ Eo, t ∈ I

3 for i = 1 to |H| do

4 Set d′i =
|H|
i

.

5 Find the shortest constraint path using CSP algorithm
(Algorithm 2) to find the smallest cost of routing d′

h
units of

demand, using the network constructed for the previous i− 1
pairs.

6 if the correlation constraint for all existing flows are satisfied by

adding the new flow then

7 Route a single unit of demand between si and ti along the
path selected at the i-th iteration.

8 Update the residual capacity ˜cij,t of all links along the
selected path: ˜cij,t = ˜cij,t − 1

9 else

10 Drop di.

Finally, if the correlation constraint of all existing flows are

satisfied, we route a single unit of demand between si and ti
along the path selected at each iteration (line 7) and update

the residual capacity of the links along that path (line 8).

Otherwise, we drop the di (line 10).

Similar to [48], for general demands, we partition source-

destination pairs into groups G0, G1, ..., GlogD where all

source-destination pairs with demand in the interval (2i−1, 2i]
are in Gi. The algorithm first modifies all demand pairs in

group Gi to be 2i by inflating them by no more than a

factor of 2 and then each group is solved independently using

Algorithm 1.

Constrained Shortest Path Algorithm: Our inflated greedy

algorithm differs from the proposed approach in [48] in that

we need to take into account the link capacity and QoS

constraints to find the set of shortest paths that solve Min-Cost

problem as explained in Section IV-C. Therefore, we propose a

pseudopolynomial dynamic programming algorithm that finds

the constrained shortest paths in Algorithm 1. Suppose that

every edge (ij, t) ∈ Eo has a positive cost pij,t and a

correlation CMij,t where the correlation is integer and show

the total correlation of that link with respect to all other

flows which exists in the network (we assume each link has a

direct/indirect correlation with another link or not, i.e CMij,t

shows how many links are directly or indirectly correlated

with link (ij, t)). When we have full information about the

underlay, we use the number of shared links in the underlay

topology to specify the correlation of link (ij, t) with respect

to other links which are used in the current solution. In the

case, where we don’t have full information about the underlay

topology, we use the monitoring information and based on

the correlation specify whether the link is correlated with

another link (when the correlation is higher than a threshold)

or not. In the case where the correlations are non-integers (or

if they are very large integers), we can compute in polynomial

time an approximate shortest path (within any approximation

factor 1 + ε) by using scaling and rounding, and applying a
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Algorithm 2: Constrained Shortest Path (CSP) algorithm

1 for every integer k = 1, ...,Ωh and every node j ∈ Vo do

2 Compute the minimum cost C(j, k) of a path from sh to j subject
to the correlation being at most k and the link capacity being at
least dh.

3 Basis: C(sh, k) = 0 ∀k and C(j, 0) = ∞ ∀j
4 Recurrence: for j 6= s and k > 0 do

5 C(j, k) = mini∈Vo,t∈I(C(i, k − CMij,t) + pij,t), where
if i is not a neighbor off j, or k − CMij,t < 0, or
˜cij,t ≤ dh then we don’t include i in the minimization.

psedupolynomial algorithm [49, 50].

We want to find the minimum cost path from a source node

sh to a destination node th under the constraint that the total

correlation is at most a given bound Ωh and the bottleneck

capacity of the path is more than the capacity of the link cij,t.

For every integer k = 1, ...,Ωh (in this order) and every node

j, we compute the minimum cost C(j, k) of a path from sh to j

subject to the correlation being at most k and the link capacity

being at least dh, using the recurrence shown in Algorithm 2.

The complexity of this algorithm is O((|V |+|E|)Ωh) where

|V | and |E| are the number of nodes and edges of the graph.

B. Handling Unexpected Network Events

In this section, we explain how Homa reacts to unexpected

network events.

1) Underlay Link/Node Failures: Any link/node failure in

the underlay network that leads to disconnectivity of the

current overlay network are detected and sent to the controller.

The controller then removes the direct links in the overlay

network which were using the failed link/node in the underlay

topology. If one or more flows get disrupted as a result of

the failure, the controller re-computes the network state and

routing using the updated overlay network. The algorithm

minimizes the update cost and provides the QoS for each flow.

2) Controller Failure: During a controller failure, the net-

work still carries traffic if the state of the network does not

change. If there was a changing network condition such as a

failure or new service, Homa can still use a greedy approach to

perform the route update without having a global view of the

network state. In this case, each router that detects a failure or

new traffic will try to find a new route based on its own state

of the network. If the router was not able to find any route

whose bottleneck residual capacity is larger than the amount

of demand for flow h, i.e. dh, the flow will be dropped.

VI. EVALUATION

We evaluate the performance of our proposed algorithm

against the baseline solution: traditional SD-WAN direct links,

where each source-destination pair in the overlay network

is connected through the minimum cost direct overlay link,

and optimal (OPT) under several scenarios. We evaluate each

algorithm using two performance measures: 1) the network re-

configuration cost, and 2) number of disrupted flows.For each

scenario, we randomize the results by running 10 different

trials, where we vary the random selection of demand pairs
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Fig. 5: Average number of disrupted flows (a), and cost of

network reconfiguration (b), in Homa that uses indirect links

and traditional SD-WAN that uses direct link architecture, as

we increase the number of failures.
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Fig. 6: Average number of disrupted flows (a), and cost of

network reconfiguration (b), in Homa that uses indirect links

and traditional SD-WAN that uses direct link architecture, as

we increase the number of demand pairs.
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Fig. 7: Average percentage of satisfied demands, as we

increase the number of failures and demand pairs.

from the entire set of nodes.

We use real Internet Service Provider (ISP) topologies

including the BellCanada topology with 48 nodes and 64

edges, taken from the Internet Topology Zoo [51, 52], and

our SD-WAN testbed with 14 nodes and 16 edges shown in

Figure 4a. We considered small size networks in order to be

able to compare with the optimal solution in a reasonable time

for the various operational settings, despite the NP-hardness

of the problem.

A. Failure Resiliency

In this section, we perform several experiments to compare

the network resiliency of our network update algorithms.

1) Direct/Indirect Links: In the first set of experiments, we

quantify the failure resiliency of our route selection algorithm
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with respect to the case where all source-destination flows

in the overlay network are connected using direct links. We

use the BellCanada topology where each link’s capacity is

chosen randomly in the interval [20, 50]. We consider six

demand flows where each demand pair has a flow rate of

three. We increase the random number of link failures in

the underlay network topology from 1 to 10 and observe

the total number of disrupted flows in Homa (Greedy) and

optimal (OPT), with respect to the case when all source-

destination pairs in the overlay network use a direct link to

communicate. Figure 5 shows the experimental results for

this scenario, where Figure 5a shows the total number of

disrupted flows and Figure 5b shows the disruption cost. As

shown, Homa disrupts fewer flows with lower disruption cost

compared to the baseline where all source-destination pairs

use the direct link. We also performed a similar experiment

on the same network topology with 5 random disrupted links

in the underlay network and increase the number of demand

pairs from 1 to 10. As shown in Figures 6a and 6b, Homa

experiences less number of disrupted flows and reconfigures

the network with lower cost. This is mainly due to the fact

that the non-disrupted indirect overlay links in Homa, can

transfer traffic with lower cost compared to the higher cost

non-disrupted direct links in the traditional SD-WAN baseline

algorithm.

2) Demand Loss: In this scenario, addressed in Figure 7,

we considered the BellCanada topology explained in Sec-

tion VI-A1. We compare Homa (OPT), Homa (Greedy) and

the baseline algorithm that always uses the direct overlay

links to route each flow, to determine the amount of demand

loss in the baseline and our greedy heuristic. Similar to the

previous two experiments, we increase the number of failures

in the underlay topology from 1 to 10 in one scenario and

the number of demand pairs from 1 to 10 in another scenario

where the number of failed underlay links is set to 5 in the

second scenario. Figures 7a and 7b show the experimental

results for this scenario. As we increase the number of failures

in Figure 7a, Homa (OPT) reconfigures the network without

dropping any flow, Homa (Greedy) loses only 5% of the flows,

while the traditional SD-WAN baseline that uses direct links

drops 30% of the flows when the number of failures is equal

to 10. This is due to the fact that whenever all the three direct

links fail due to an underlay link failure, the baseline algorithm

cannot find any alternative paths and drops the flow, while

Homa uses indirect links with minimum cost and finds an

alternative path. We also observe that Homa (Greedy) only

drops 2% of the demands in the second scenario as we increase

the number of demand pairs to 10. Since the greedy heuristic

does not explore all possible paths, it drops the flows once

the residual capacity of the bottleneck link is smaller than the

demand dh. However, the greedy heuristic still performs better

than the baseline approach that uses the direct overlay links.

B. Inferring the underlay topology

In this set of experiments, we use our testbed network

topology with 14 nodes and 16 edges shown in Figure 4a.
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Fig. 8: Comparison between (a) network reconfiguration cost,

and (b) number of disrupted flows, when we have full infor-

mation about the underlay network topology and when using

the correlation matrix from the underlay network topology.

We increase the number of demand pairs from 1 to 10.

Also, we assume a single random failure in the underlay

network topology and observe 1) the network reconfiguration

cost, and 2) number disrupted flows, assuming 1) we have

full observability about the underlay network topology, and

2) using the correlation matrix from the monitoring system.

Figure 8 shows the experimental results for this scenario. As

shown, the results using the correlation matrix is very close

to the case when we have full observability of the underlay

network topology.

VII. CONCLUSION

Traditional SD-WAN frameworks perform poorly on new

network conditions such as failures, changing topology, ser-

vice, traffic, or new policy requirements. We identified the key

causes of poor performance as follows: (1) the overlay path for

different flows usually share the same congested links, (2) in

multi-path routing approaches the primary and backup paths

usually share the same link, and (3) network reconfiguration

and routing decisions are usually made locally. Addressing

these issues require judicious centralized routing decisions

based on the global network state to respond quickly to the

changing network conditions.

In this paper, we proposed Homa to perform such decisions

in SD-WANs while minimizing the network reconfiguration

cost during the update. We formulated the problem as an

integer linear programming which is NP-Hard. We proposed

a greedy algorithm that solves the Min-Cost problem with

bounded approximation on the total cost. Experimental results

on real network topologies demonstrated the effectiveness of

the proposed approach in terms of disruption cost, and average

disrupted flows.
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