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A B S T R A C T

The power grid is a dynamic system encompassing numerous control devices with varying degrees of time
constants, posing a challenge for dynamic simulators to efficiently step through time. We introduce a robust
event-driven simulator to mimic dynamic simulation that exploits the inherent temporal sparsity by solving for
the quasi-steady state of the grid using frequency-dependent power flow at each time-step. In this methodology,
the effect of fast transient control actions is captured within the quasi-steady state while a time-dependent outer
loop handles slow transients that dynamically change over time. The event-driven approach offers a fast si-
mulation framework capable of scaling to large systems by taking time-steps based on proceeding events and
uses a robust power flow simulator, Simulation with Unified Grid Analyses and Renewables (SUGAR), to solve
for the quasi-steady state. We demonstrate the efficacy of this approach by simulating the effects of different
control actions including automatic generation control (AGC), automatic voltage (AVR) and over excitation
limits on large systems.

1. Introduction

Simulating the power grid is widely accepted as a necessity for
operation, planning, and restoration of the grid. However, accurate
time-domain simulations often are bottlenecked by slow simulation
times for simulating large systems in real-time due to the large range of
time scales attributed to the disturbances and control actions occurring
in the power grid. A disturbance, such as an outage, propagates the
disruption in the form of electromagnetic or electromechanical tran-
sients, and ultimately a change in the steady state through various
controls taking place. These disturbances have a time scale ranging
from microseconds to hourly load changes as shown by Fig. 1[1].

The range of time scale is one of the major challenges in developing
an accurate, fast simulator capable of scaling to large systems (up to
Eastern Interconnection size systems) while being computationally fast
[2]. The grid is inherently a dynamic system constantly changing due to
control actions each with a wide range of time constants. Tools combat
the challenge of simulating this dynamic system by narrowing the focus
to a range of time scale as well as by often compromising speed for
accuracy. The result is a distinct set of tools, often incompatible with
each other, that studies the behavior of the system in the vicinity of a
specific time scale, ranging from steady state in power flow to short
term dynamics using dynamic simulation. One such example is the suite
of DSA tools [3] that offer simulation software to study stability in a
range of different time scales. However, one key missing component is

studying the long-term dynamics (in tens of minutes or hours) and the
effect on steady state of large systems. Contingency planning, black
starts and online operations are just some of the applications that
benefit from studying this behavior [3]. In these uses-cases, an engineer
requires a tool to understand the effect of actions that interact with
automatic controllers over the course of minutes to hours. The simu-
lation tools available today are restricted by their intended time scale to
be able to simulate such a problem [4].

On one side of the spectrum, power flow is a conventional fast si-
mulation tool, that approximates the steady state of a system and has
proven to be scalable to large systems [5,6]. Advances in governor
power flow have robustly improved the accuracy of the steady state by
incorporating frequency deviation along with frequency control actions
into the simulation [7,8]. However, it still ignores the temporal de-
pendencies of the control actions and applies all control action at once
increasing the likelihood of incorrect steady-state results [8]. In reality,
various control actions within the grid are constantly being enacted
with different time constants and demands and supply are constantly in
flux. While an existing steady state simulation offers insight into ideal
isolated scenarios, it doesn't offer a complete picture of the dynamic
system response [9].

Conversely, dynamic simulation offers the accuracy to simulate
transients by solving electromechanical differential algebraic equations
[9] at each time step. The bottleneck for fast yet accurate transient
simulation to long-scale dynamics and large systems is the large degree
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of time constants (ranging from milliseconds to minutes) of control
actions in the grid [10–14]. This forces dynamic simulation to take
small time steps to respect the fast transients even during latent periods
in which the slower transients dominate. A similar issue is seen in
circuits community while simulating stiff circuits such as phase locked
loops [16]. During these latent periods, dynamic simulation is unable to
take larger time steps that would avoid the unnecessary computation
and is required to compute over the latent period. Along with the non-
linearity of the differential equations, this prevents traditional transient
simulation from being able to solve long-term dynamics of large sys-
tems without sacrificing speed of simulation [13]. Previous works have
dynamically adjusted the time-step during periods of quiescence and
have proven to aid in speed, but still fall short in scaling to real life test
systems [12]. To combat the issue, real time digital simulators (RTDS)
exploit the spatial and temporal sparsity in parts of the grid to paral-
lelize the transient simulation onto multiple cores [14]. While RTDS
does show improvements to scalability, it often requires large number
of cores to be effective. Other works have exploited the matrix structure
of dynamic simulation to readily parallelize across multiple nodes and
thereby achieve simulation efficiency [15]. While these transient si-
mulations are necessary in understanding oscillations and periods of
fluctuation, the real interest in studying a system often lies in the steady
state achieved throughout the span of time.

To bridge the gap between these two formulations, previous works
have developed a quasi-steady state model of the transient equations,
which study splices of time atat which the grid attains momentary
steady state. Under the assumption of zero time-derivative for fast
transients, quasi-steady state offers a compromise on accuracy for
computational efficiency for long-term analysis [17–19]. While quasi-
steady formulation is unable to simulate oscillations and transient ef-
fects, it provides a reasonable approximation of the change in steady-
state due to these transient disturbances. Previous works have capita-
lized on the efficiency but have not shown to scale the formulation to
large systems such as the Eastern Interconnection (80k+ buses), partly
due to long term instabilities due to the quasi-steady state approxima-
tions [19]. A recent tool developed by PNNL [DCAT] [20] has capita-
lized on the use of power flow as an approximation of the quasi-steady
state to study the effects of cascading failures. Further work has also
used quasi-steady state approximations to simulate the risk associated
with cascading outages [21]. In addition, previous work has also used
power flow analysis to approximate the quasi steady state [22]. How-
ever, the power flow formulation should also account for steady state
changes in frequency which would better model frequency control ac-
tions in the grid [8]. Nonetheless, the concept of using quasi-steady
states as a compromise between accuracy and efficiency offers a

potential fast and lightweight solution to simulating the steady state
changes due to transient actions.

In this paper, we introduce an event-driven dynamic simulation
framework that builds upon a governor power flow, SUGAR [5], as an
approximation for the quasi steady-state. The framework incorporates
real-time data into the governing power flow tool to provide accurate
models that are capable of solving for fast transients at a time splice. To
dictate simulation progression in time, the tool exploits the temporal
sparsity by being driven by events rather than time steps, thereby
achieving high levels of efficiency and scalability that can be shown to
simulate large systems of 80k+ buses. The novelty in this work is the
event-driven time-step control incorporated with an accurate quasi-
steady state solver that allows fast simulation speeds. The event-driven
framework has its parallels to circuit-simulators SPECS and ACES [16]
that were highly efficient for simulating stiff circuits with time con-
stants that vary with orders of magnitude, similar to the power grid.

The rest of the paper is organized as follows. Section II describes the
quasi steady-state approximation that is solved using a governor power
flow framework, SUGAR, as described in Section IV. Sections V de-
scribes the algorithmic framework for the event-driven platform fol-
lowed by results in Section VI.

2. Quasi-steady state

The framework for event-driven dynamic analysis solves for a quasi-
steady state (QSS) at each time step. The QSS approximation considers
a specific time interval that justify the assumptions regarding the dy-
namic system, modeled as a set of differential algebraic equations as
shown below [17]:

=x f z z z z z x˙ ( , , ˙ , ˙ , , )c s c f c s c f d, , , , (1)

= g z z z z z x0 ( , , ˙ , ˙ , , )c c f c s c f d, , , (2)

The system of equations is defined by a vector of state variables (x)
that represent the voltages at each capacitor node or the current
through an inductor [16]. The response of state variables due to dif-
ferent control actions is a result of the governing control system
equations and network dependencies, which are characterized in (1)
and (2), respectively. The control actions injected by a source into the
network are separated into fast and slow control actions (zc, f and zc, s
respectively) based on their time constants, and, along with their time
derivative (żc f, and żc s, ) are responsible for a network response. zc, f and
zc, smodel various control actions with varying time constants including
automatic voltage regulators (AVR), automatic generation control
(AGC) and generator ramping. Additionally, discrete state variables
(zd), such as tap changers, change discretely during the time span.

The QSS approximation simplifies the differential state equations
above by studying a particular segment in time that is long enough to
consider the state variables’ response to fast transient control actions
(zc, f) to reach steady state due to the short period of oscillations and
transients. However, this time scale is also short enough to approximate
the slower control actions to remain stationary (zc, s, zd) thereby setting
żc s, to zero. For example, a slow generator linear ramp is viewed as a
constant during a short time period during which the state variables
have reached quasi-steady state. The approximation is that during the
time the state variables take to settle, particular control actions are slow
enough to be viewed as constant during that period. The approximation
simplifies the Eqs. (1) and (2) to solve for the quasi-steady state for the
state variables as follows:

= f z z z z x0 ( , , ˙ , , )ss c s c f SS c s d QSS, , , , (3)

= g z z z z x0 ( , , ˙ , , )c c f SS c s d QSS, , , (4)

=ż 0c s, (5)

where, fss is a function dictating the steady state values of the state
variables, xQSS and response of fast control actions, zc, f, SS. These

Fig. 1. Time scales of events and control actions occurring in grid [1].
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approximations enable the simulation to solve for the states at the times
shown by the red markers in Fig. 2. The figure demonstrates the pri-
mary and secondary generator responses on a testcase where the quasi-
steady states are solved for using the approximations in (3)-(5).

A discrete change in zd or zc causes an impulse in the differential
Eqs. (1) and (2) as well, that will lead to a new quasi-steady state. For
example, discrete events such as tap changers, over- or under- voltage
tripping will cause an impulse that propagates into a change in steady
state. Even a discrete change in the slower control actions will create a
discrete change in the function fss, thereby creating a new set of dif-
ferential equations. We define the discrete change as an event, and
robustly simulate the quasi-steady state achieved after this event once
the oscillations and transients have settled.

3. Power flow quasi-steady state

In order to model the quasi-steady state after an event, the QSS
dynamic equations given by (3)-(5) must be solved efficiently and ac-
curately. Power flow has been shown to solve for a steady state of a grid
where all the variables have a zero-time derivative [22], as shown in
Fig. 3, in which power flow solution, indicated by the red marker, ac-
curately describes the steady state of an induction motor.

The QSS Eqs. (3) and (5) are similarly formulated to find the steady
state of the short-term variables (x and y) with the assumption of sta-
tionary control variables (zd and zc). This implies that power flow can
be used to solve for the QSS given stationary long term and discrete
variables. However, traditional power flow simulation tools have
shown to lack robustness (for large scale and ill-conditioned networks)
[5] and physical accuracy (amongst others due to lack of frequency
information) [8].

3.1. SUGAR power flow

Traditional power flow simulation relies on good initial conditions
close to the final state to converge to a solution. However, in the dy-
namic event-driven framework, an event may cause the system to
drastically change its state, thereby making the pre-event state an in-
adequate initial condition. SUGAR uses circuit heuristics with state
variables as real and imaginary voltages and currents to achieve a level
of robustness [5] capable of solving large testcases representing the
Eastern Interconnection, regardless of initial conditions.

3.1.1. Governor power flow
The robust and scalable circuit formulism in SUGAR, was extended

to model the frequency deviation which allows the tool to solve for the
steady state due to frequency control actions such as primary and sec-
ondary control. Unlike traditional power flow that assumes the grid is
operating at nominal frequency, a governor power flow [8] introduced
a frequency deviation variable (Δf) to accurately model QSS.

3.1.2. Primary frequency response
Each synchronous generator model in the governor power flow in-

cluded an additional term ΔPG representing the change in active power
due to primary frequency response (6) [8].

= −P P
R

fΔ ΔG
R

(6)

where PR and R are parameters describing the inertial and droop re-
sponse of a generator. The model must also respect generator active
power limits (7)-(9) to realistically simulate the behavior of primary
control.

≤ ≤P P PΔ Δ ΔG
MIN

G
p

G
MAX (7)

= −P P PΔ G
MIN

G
MIN

G
SET (8)

= −P P PΔ G
MAX

G
MAX

G
SET (9)

where P PandG
MAX

G
MIN are a generator's active power limits and PGSET is

the set active power.
To incorporate the limits within the power flow framework, [8]

introduced a continuous function that modeled the primary frequency
response while respecting the active power limits, as shown by Fig. 4.
Continuous functions have been previously shown to improve con-
vergence of power flow simulations, as the underlying non-linear nu-
merical solver, Newton-Raphson, uses the first derivatives to project the
solution step necessary to solve the set of nonlinear equations.

The continuous function in Fig. 4 models the primary frequency
response characteristics in Region 3. The two quadratic regions, Region
2 and 4, are quadratic approximations that allows the function to be
continuous.

In addition, slack generators are similarly modeled with primary
frequency response ( PΔ S

p) with the added constraint

+ = +P P V I V I( Δ )S
SET

S
p

R
s
R
s

I
s
I
s (10)

Unlike the slack model in traditional power flows, (10) constrains
the slack generator to deliver a finite active power and enforces realistic
frequency behavior, which serve to improve the accuracy of the QSS.

3.1.3. Secondary frequency response
While the primary frequency response responds quickly, it does not

restore the grid frequency to the nominal value. The secondary fre-
quency response, automatic generation control (AGC), is able to adjust
generators to restore the grid to the ideal state. The response is initiated
by an error known as the Area Control Error (ACE) (11).

Fig. 2. Frequency response of system with primary and secondary frequency
control due to disturbances.

Fig. 3. Steady state of induction motor through transient simulation (blue) and
power flow (red marker) [21]. Fig. 4. Continuous primary response model with active power limits.
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Accordingly, each participating generator is assigned a participation
factor, κ, that controls the adjustment in active power required, PΔ G

s .
Previous work modeled the interaction between ACE and AGC as (11)
and (12) respectively [9]:

= − +ACE P P β f(Σ Σ ) 10 Δscheduled actual 1 (11)

=P κ ACEΔ *G
s (12)

where β [ MW
Hz0.1
]is the frequency bias constant, and Δf1 is the frequency

deviation from nominal measured when the secondary control is acti-
vated [9]. Also, −P P(Σ Σ )scheduled actual measures the deviation of the net
exchange of active power between areas from the scheduled net ex-
change.

3.2. Load modeling
In order to better approximate the QSS, the introduction of fre-

quency deviation as a variable is required to better model changes in
load behavior.

3.2.1. Frequency dependent loads

The governor power flow can be extended to compute the frequency
dependence on load values (PL and QL), where these values can either
be interpreted as PQ or ZIP models. Previous work [9], demonstrated
that the dependence of frequency can be modeled as multiplying the
nominal load parameters (PPQ/ZIP and QPQ/ZIP) by a term as given below:

= +P P K f(1 Δ )L PQ ZIP pf/ (13)

= +Q Q K f(1 Δ )L PQ ZIP qf/ (14)

where (Kpf and Kqf) are load specific parameters that describe the linear
relation between change in frequency and change in active and reactive
power respectively.

3.2.2. UFLS/UVLS
The frequency change term also enables SUGAR to implicitly model

UFLS by a continuous function that describes the automatic load relief
when the frequency deviation is below a certain threshold. Similarly,
UVLS is modeled as a continuous function that relieves the load when
the voltage is below a certain threshold [22]. This changes the load
active and reactive power as shown:

= − −P P α α(1 ) (1 )L L
set UFLS UVLS (15)

= − −Q Q α α(1 )(1 )L L
set UFLS UVLS (16)

where αUFLS and αUVLS ∈ [0, 1] are load shedding terms that turn off the
load based on the frequency or voltage at the bus, respectively. When
the frequency deviation is below a threshold of fset or the voltage at the
bus has reached a state below VSET, αUFLSand αUVLS should take a value
of 1, thereby setting PL and QL to 0. The continuous function for
αUFLSand αUVLS are is shown in Fig. 5 which is first derivative continuous
due to the additional patching regions of Regions 2 and 4.

3.3. Incorporating direct measurements
The SUGAR framework is also capable of integrating direct real-

time measurements from state estimation, thereby further improving
the QSS models. Generally, measurements are given in the form of in-
jected or consumed active power, PM, injected reactive power QM, a
voltage magnitude VM and the power factor, cos(θM) [24]. These
measurements have been shown to be easily integrated into SUGAR
power flow, which can aid in understanding changes in the state. Any
incorporation of direct measurement can be considered as a discrete
change in the network, as the network parameters such as load values
or network impedances may be updated. In order to stay current in an
online study, the event-driven framework will re-compute the QSS each
time there is a new state given by the state estimator.

One of the largest inaccuracies within power flow as an approx-
imation of the quasi steady state is the use of PQ and ZIP load models.
Previous work [24] have shown that these load models often result in
the wrong voltage sensitivity, making it inaccurate during a dynamic
simulation. To improve accuracy of quasi steady state, we employ the
use of BIG load models [23] which have demonstrated a higher level of
accuracy in transients. Comprised of a susceptance, current source and
conductance, the BIG load model is able to accurately predict the var-
iation in load due to voltage during the time series, unlike traditional
PQ and ZIP models. The BIG model is especially effective for an event-
driven dynamic analysis, as quasi steady state is continuously being
updated and requires proper sensitivities to simulate the effect of con-
trol actions and discrete network changes.

3.4. Control actions in power flow
In order to differentiate between short-term and long-term control

actions, we introduce a user-defined maximum time constant, τmax, that
is greater than the short-term dynamic control action time constants. By
properly defining τmax, we are able to quantify which variables, defined
as (zc) can use the QSS assumption of being stationary. The user defined
τmax, will be subject to lower bound, defined as the time constant of the
slowest power flow control action, to ensure that power flow can still be
a valid QSS approximation. A governor power flow includes essential
control actions such as AVR and primary control to represent an ac-
curate QSS. These control actions have an associated time constant, and
we can define the maximum of those as:

=τ τ τmax( , )PFmax DroopAVR (17)

In governor power flow simulation, SUGAR considers a user-defined
τmax ≥ τPFmax. Given a τmax, we can now include steady state models of
control systems with time constants less than τmax into a single power
flow event.

4. Event-driven steps

Governor power flow is able to robustly solve for a quasi-steady
state after an impulse change in discrete or long-term variables, de-
noted as an event. Although it is unable to capture the oscillations or
fluctuations before reaching the QSS, the simulation platform focuses
on the change in steady states as a result of control actions. Often in
long-term dynamic studies engineers are concerned with the effect of
transient control actions on steady state of the grid.

Using the QSS approximation, the event-driven dynamic simulation
exploits the temporal sparsity of each event to simulate the response of
interest. This allows the simulator to overlook transient oscillations by
considering fast control actions to reach steady state within a single
power flow simulation and focus on the QSS response due to slower
events such as discrete changes in the network or other frequency de-
pendent and operator-based control actions. This framework overlooks
latent periods in which the grid states are not changing significantly
due to slow control actions, and thereby significantly reducing the
number of model evaluations.

To efficiently track the progression of events, we introduce an eventFig. 5. Continuously differentiable model for UFLS.
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queue, EQ, that is sorted by the time at which the event will occur.
Slower control actions such as large-mass nuclear generator ramp ups
will include two events; one for beginning the control and one for
finishing. On the other hand, scheduled discrete changes in zd, are
sorted in the queue by the time they will occur. Other discrete changes
that result from the previous QSS, such as over-loading of line, are
determined at which time they occur and then inserted into the event
queue.

Therefore, after solving for a quasi-steady state, the simulation
framework will take a step-in time to the next event in EQ. It is vital to
ensure that the framework does not take a step that skips an event of
interest, as the temporal dependency on the skipped event may change
subsequent states.

To improve the simulation time required to solve for each QSS, the
governor power flow solver considers the previous time step's state as
an initial condition for the Newton-Raphson power flow solver. Many
events only cause a large change in certain areas of the grid, therefore
by using the previous time step state as an initial condition, the voltages
of the network that do not experience much change will solve within
few iterations. Using the circuit formalism also allows guaranteed
convergence through the use of homotopy methods in case the previous
state is not a good initial condition [5].

4.1. Backtracking

Over the course of the dynamic simulation, slow control actions are
gradually changing over events. This gradual change may induce a
discrete event such as over-loading of line. However, the event-driven
framework would have skipped over the exact time at which this oc-
curs, resulting in skipping multiple events at once. This violates the
temporal dependencies that allow the event-driven framework to ac-
curately simulate long-term dynamics. To amend this, we step back in
time till we have found the first event caused by the slow control
system.

In order to effectively find the time at which the event occurred we
use a binary search to take a time step back equal to half the time step
take. This backtracking algorithm efficiently searches for the event,
however if it finds that two events have occurred within a period of
τmax, then we can approximate the events to have happened simulta-
neously. The overall flow of the framework is shown in Fig. 6.

5. Results

The algorithm described in Fig. 6 offers a robust framework that
simulates a series of quasi-steady states during a pre-defined time

interval. The framework steps through time by solving for the quasi-
steady state for each event (past the minimum time constant) that
causes a sufficient change in the QSS dynamic equations given in (3)-
(5). Along with an accurate representation of a QSS using governor
power flow, the result is a simulation platform that mimics dynamic
simulation with a high level of efficiency.

5.1. 39-Bus comparison with dynamic simulation

To justify the accuracy of the event driven framework, we compare
the quasi-steady states after a primary response control during a dis-
turbance with a dynamic simulation. Previous work created a dynamic
model of IEEE testcases [24], in particular a dynamic simulation of a
39-bus system that experiences a 10% increase in load resulting in a
transmission line tripping connecting bus 39. In the experiment, at
t = 0 s, shown in Fig. 7 the system was in steady state, but after
1 second the load steps up by 10% to increase the frequency by con-
suming more active power. This resulted in a quasi-steady state, at
t = 4 with a frequency of 51.8 Hz, there by tripping a line connecting
bus 39 (with a load on the bus). The system then reaches a steady state
after the transient effects at t = 17 s.

The event-driven approach is able to accurately simulate the quasi-
steady states reached after the oscillations settled, shown in Fig. 7.
Using the governor power flow, the framework predicted the increase
in frequency due to the increase in load at t = 1 to 51.8 Hz (shown by
the dashed green marker), thereby causing a transmission line to trip.
The framework backtracked to include this event with the first event,
and together caused an overall frequency decrease to reach a steady
state at t = 17 s (indicated by the solid green marker). The markers
over-layed on the transient analysis performed by [25] in Fig. 7 indicate
the quasi-steady states reported from the event-driven framework
matched the dynamic response.

Fig. 6. Event-driven framework algorithm.

Fig. 7. Comparison of dynamic simulation and event-driven simulation of 39-
bus system [25] (© [2017] IEEE). Manuscript results superimposed on top of
reference results.

Fig. 8. Event-driven dynamic simulation of 8k bus system [26] with various
control actions and disturbances.
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5.2. Dynamic simulation of large system

Now that the approach is verified using dynamic simulation, we can
show the efficacy of the framework by simulating long-term dynamics
of large systems, which is a challenge for dynamic simulation tools.

We demonstrate the approach on a large 8k bus system [26], with
various controls and discrete changes, listed in Table 1 to highlight the
effectiveness of the framework. The system is initialized at steady state
given by the original RAW file.

To initiate the dynamic sequence, all loads increased by 10% to
change the frequency as shown by the figure below.

After the initial disturbance, the framework calculated the quasi
steady state due to the primary response at t = 5 s (red marker), after
an inertial nadir, at which time, the ACE was calculated causing gen-
erators to contribute more using AGC. The QSS of the AGC response was
established at t = 16.7 s (green marker) at which the frequency de-
viation was 0 Hz.

The system did not see a disturbance of any kind until an update in
the network (load increase, generator decrease, and incorporation of
real-time measurements) caused another primary control response that
resulted in a QSS at t = 62 s (blue marker). The network change used
in this simulation was a uniform increase in load by 1%. At that point
AGC ramped up certain generators to offset the ACE calculated at
t = 65 s. However, during this ramp up a branch trip at t = 80 s
(purple marker) caused another event that enacted primary and sec-
ondary response. The frequency control actions brought the system to a
state with zero frequency deviation at t = 164 s (yellow marker).
There was no updated in the network until t = 240 s at which the loads
increased by 1% resulting in primary response that resulted in a QSS at
250 s. The latent between t = 164 s and t = 240 s, the black arrow,
demonstrates the advantage of event-driven dynamic analysis as no QSS
was calculated for that time period.

5.3. Scalability

The advantage of the approach is being able to scale to large systems
within a reasonable simulation time. The framework can increase the
time scale without a large penalty by using previous states as initial
conditions. We demonstrate the scalability of the framework by simu-
lating 10 min of dynamic response for various network up to 80k buses,
representing a realistic Eastern Interconnection system, with a simula-
tion time shown in Fig. 9, including multiple synthetic US grid testcases
of varying sizes [27]. Each of these simulations are run on a single core

of a 2.6 GHz Quad-Core Intel Core i7 Macbook Pro-without any level of
parallelization.

6. Conclusion

The temporal sparsity of the control actions in the power grid is a
bottleneck for dynamic simulation. We introduce an event-based dy-
namic simulation that captures the quasi-steady state due to each
control using a governor power flow. The governor power flow in-
corporates frequency information and real-time measurements, thereby
giving an accurate quasi-steady state of the system. By using events to
dictate time steps, the event-driven approach successively solves for
QSS, thereby skipping over latent periods. This approach is shown to
scale to systems as large as the Eastern Interconnection for long-term
time scale while solving the simulation within minutes. The tool is
capable of simulating the long-term behavior of system due to a se-
quence of control actions by the operator while considering the re-
sponse of a multitude of automatic control mechanism.
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