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ABSTRACT. We study the nodal curves of low energy Dirichlet eigenfunctions in generalized curvi-
linear quadrilaterals. The techniques can be seen as a generalization of the tools developed by
Grieser-Jerison in a series of works on convex planar domains and rectangles with one curved edge
and a large aspect ratio. Here, we study the structure of the nodal curve in greater detail, in that
we find precise bounds on its curvature, with uniform estimates up to the two points where it meets
the domain at right angles, and show that many of our results hold for relatively small aspect ratios
of the side lengths. We also discuss applications of our results to Courant-sharp eigenfunctions and
spectral partitioning.

1. INTRODUCTION AND STATEMENT OF RESULTS

Understanding the fundamental modes of vibration of a compact domain is a longstanding problem.
The original motivation was to describe how a metal sheet with a given shape would vibrate when
struck at some fundamental frequency. The main goal being to understand the structure of the set of
points in the sheet that are stable, i.e. that are not vibrating. These non-vibrating regions are the
zero sets of the Laplace eigenfunctions corresponding to solving the Helmholtz equation on the domain
that represents the metal sheet. In the 17th century R. Hook observed these patterns by spilling sand
on a glass sheet, and striking the sheet with a violin bow. When the sheet starts vibrating, the sand
rearranges itself across the sheet until it is placed on the non-vibrating areas, thus exhibiting the zero
sets for the corresponding eigenfunction. This experiment was later reproduced by E. Chladni, who
was the first to record an extensive list of zero set configurations. It is nowadays known as the Chladni
plates experiment.

We dedicate this article to giving a precise description of the structure of the zero set of the second
eigenfunction for a planar domain whose shape is obtained after perturbing a rectangle. While we focus
on the second Dirichlet eigenfunction, the techniques developed here can be applied to the low-lying
eigenfunctions in general up to a frequency depending upon the length of the domain. Also, there are
natural generalizations to Neumann (or more generally Robin) boundary conditions, but for the sake
of clarity and presentation we will focus on Dirichlet domains at present.

We note that low-lying eigenvalues and eigenfunctions of the Laplacian on a compact domain also
play a role in understanding random walks ([KP89]), heat conductivity ([ST96]) and more. See for
instance the recent works [Zell7, Stel7] and references therein for a nice overview of applications and
modern topics in the theory of eigenfunctions and nodal sets.

In this work, we study the second Dirichlet eigenfunction of the Laplacian on a planar domain 2,
so that

v(z,y) =0 on 90N

where p is the corresponding eigenvalue. The domain € is a curvilinear rectangle that is very nearly
rectangular in a Gromov-Hausdorff sense to be made precise below in (1). For convenience, we nor-
malize v so that ||v|, = 1. We are interested in studying the nodal set of v, which we denote
by

{ Av(z,y) =—pv(z,y) inQ

I ={(z,y) € Q:v(z,y) = 0}.
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To do this we build off the pioneering works of Jerison [Jer95] and Grieser-Jerison [GJ96, GJ98, GJ09],
who studied the low energy eigenfunctions in convex domains and rectangles of high aspect ratio
with one curved edge. For convex domains they studied the location of the maximum and nodal line
of the first and second Dirichlet eigenfunction respectively, giving estimates that are uniform as the
eccentricity of the domain increases. They also derived a method to do a very detailed asymptotic
analysis of the location of the nodal line or the location of the maximum for low energy Dirichlet
eigenfunction in a rectangle with one curved side. This method is the starting point for our work on
curvilinear rectangles.

On a rectangle, the zero set of the second eigenfunction for the Laplacian is a straight line, perpen-
dicular to the long sides, that divides the rectangle in two equal pieces. Here, we study the zero set of
the second eigenfunction v on a region €) that is a perturbation of a rectangle. Indeed, we extend the
results in [GJ09] to explore the precise dependence of the nodal set on the properties of the bounding
curves and the aspect ratio of the underlying region §2.

We obtain estimates on the width and regularity of the nodal line of v, with explicit bounds, tracking
how the slope and curvature of the nodal line depend upon the top and bottom curve. In particular, we
show that there are distinct differences in the nodal line depending upon if some of the bounding curves
are flat or if they are curved. As we are imposing Dirichlet boundary conditions, the eigenfunction
v vanishes on the boundary of the domain, and analyzing the behavior of the nodal line becomes
increasingly delicate as it approaches the boundary. Our techniques allow us to obtain estimates that
are uniform up to the boundary and show that the nodal line meets the boundary of 2 orthogonally
at two points.

To state our results precisely, we first define the class of domains €2 under consideration. Let
By by by, Gy, be functions defining a region 2 in R? that is a perturbation of the rectangle [0, N] x [0, 1],
for N > 0, of the form
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for j = 1,2 and some i > 0. The functions ¢, ¢, defining the top and bottom are in C’OO([—%, N+%]; R),
with
0 0 d ~ 0 & ~ 0
1%:l < 3 6 =1 < 53 727 %| = Ciqgs 2070 = Ciygs (3)

for 7 > 1 and constants C’j > 0. Here 0 < 0 < %, and N > 5. Note that as i, § tend to 0, the domain
) becomes rectangular.
In the case of the rectangle [0, N] x [0, 1] with N > 1, the second Dirichlet eigenfunction is given by

2mx

v(z,y) = sin (T) sin (wy) and the nodal line T' is precisely the straight line % x (0,1). The theorem
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below shows how I' changes under the above perturbations of the rectangle. Let 7, : R2 — R be the
projection onto the x-axis.

Theorem 1.1. There ezist ¢ > 0, C > 0, such that m,(I') C [ — C(n+6), 5 + C(n+6)] and has
diameter bounded by

diam(7,(I")) < C <77€CN + ]\(;2> .

Moreover, there ezists a function g(y) such that TN Q= {(z,y) € Q:x = g(y)}, with
e 1
19/ ()] + 19" ()] < C <ne N, N> |

The nodal line T N Q touches the boundary of Q0 at precisely 2 points, and it meets the boundary
orthogonally at these points.

Here and throughout, constants denoted by ¢, C, Cy, etc, depend on the constants C'j, but are
independent of 7, §, and N. (In fact we will only require control on derivatives up to j = 5.)

Increasing the length of the rectangle by a perturbation of size 77 decreases the eigenvalue by
O(nN—3), while increasing the width of the rectangle by a perturbation of size §N~2 decreases the
eigenvalue by O(§N~3). Thus, by our choice of perturbations to the rectangle, when n and § are of
comparable size, each perturbation leads to the same change in the eigenvalue. Increasing the length of
the rectangle by a perturbation of size n should move the nodal set by an amount 7 (see, for example,
Theorem 1 in [GJ96]). Analogous to this, we will see that a global y-perturbation of size SN ~3 leads to
the nodal line moving by an amount at most ¢ from the unperturbed case. Near the nodal set we will
show that the z-derivative of the eigenfunction is of size N~! and the y-perturbation gives an error of
size 6N 3 to the eigenfunction from a sinusoidal function. This is the reason for the error term 6N 2
appearing in the width and curvature of the nodal line.

An immediate feature to note is that in the special case of flat upper and lower boundaries (¢,(z) = 0,
¢ (x) = 1), we can set § = 0 and the factor of % does not appear in the estimates of Theorem 1.1.
Therefore, in this flat case the diameter of the nodal line, diam(7,(T")), is exponentially small in N
(rather than the polynomial decay in N when 0 # 0).

From Theorem 1.1 we see that for N sufficiently large (and § < Cn), the perturbation of the nodal
line from straight is smaller than that of the side perturbations ¢,(z), ¢,(z). In the flat case, ¢ (x) = 0,
¢.(x) = 1, we can track the constants in the proof of Theorem 1.1 (see Section 5) to obtain an explicit
lower bound on the size of N required for this to occur:

Corollary 1.1. There exists a constant Ny > 0 such that for N > Ny and § <7,
diam(my (') < 3 and  |g'(y)| + 19" (y)| < 3

In the flat case, ¢ (x) =0, ¢ (z) =1, for each N > 8, we can take n < n(No) and the above estimates
hold.

By controlling the behavior of the nodal line up to the boundary, we are able to show for the class of
domains under consideration that the nodal line is not closed, but meets the boundary (orthogonally) at
two points. More generally, Payne [Pay67] conjectured that the nodal line of the second eigenfunction
of a bounded planar domain touches the boundary at 2 points. This was proved for smooth, convex
domains by Melas [Mel92], but a counterexample (for a non-simply connected planar domain) was
given by Hoffmann-Ostenhof, Hoffmann-Ostenhof, and Nadirashvili [HOHON97].

As the volume of the cross-section tends to 0 they establish the convergence of the eigenvalues and
eigenfunctions in terms of an ordinary differential operator on the base curve of the tube. In particular,
they locate the nodal set to sufficient precision to also deduce that the nodal set must intersect the

.....

neighborhood of a hypersurface, [KT15]. The idea of reducing to an associated ordinary differential
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operator has also been used extensively by Friedlander-Solomyak [FS08], [FS09] and Borisov-Freitas
[BF09] to obtain asymptotics of the eigenvalues, eigenfunctions, and resolvent of the Dirichlet Laplacian
in thin domains.

Applications to partitioning algorithms. Recently, in work on graph and data partitioning al-
gorithms, Szlam et al in [SMCBO05, Sz109] observed the following. If one studies a dense graph that
is properly embedded in a domain in R? using iterated cuts along nodal sets of the first eigenvector
of the graph Laplacian, then the regions tend towards rectangles of bounded aspect ratios. Here, the
iteration must be stopped after a finite number of cuts depending upon the graph density in order for
the sets to have a geometric interpretation (and hence ”rectangles” being recognizable) rather than just
a combinatorial set of vertices of the graph. The underlying idea of graph partitions are for instance
to cluster data points or to provide a good foundation for a wavelet basis to name just two. There is
also the continuum limit version of this, in which one could ask to partition a planar domain using
the first non-trivial Neumann or second Dirichlet eigenfunction respectively. Again, for a very general
boundary, one expects that such partitions would converge rapidly to a set of near rectangles.

We can use Corollary 1.1 to illustrate such a convergence is possible at least at the outset. Let us
focus on the flat top and bottom case for simplicity, with N > 8, and n = n(N) sufficiently small. Given
such a domain €2, we can form 2 new domains by cutting €2 along the nodal line I'. Using the estimates
above, we can ensure that these two new domains are of the form of © but with roughly Ny ~ N/2
length scale in the x direction, and that one side of the new domain satisfies a stronger curvature
bound than that of 2. We can continue to iterate this procedure j times until N/2/ ~ N; <8, with
the curvature of one side decreasing in each iteration by Corollary 1.1. However, at some point in
the process we once again arrive at a curvilinear quadrilateral with aspect ratio small enough such
that the constants fall outside the scope of our strong quantitative estimates. The fluctuations do not
decrease as clearly using our methods beyond that point as we would need stronger control over the
constants ¢, C' in Theorem 1.1, and hence stronger control on the constituent curves of the domain.
Cutting along the nodal line will thus result in a dynamical system of domains with bounded aspect
ratios such that the spectral cuts rely on the structure of the iterated component curves. Analogously,
for the general top and bottom boundaries considered here, using the estimates in Corollary 1.1, given
n, §, with § <, and for N sufficiently large, we can repeat the above scenario, to again give a possible
sequence of domains converging to a rectangle up to a point where we saturate the aspect ratios for
which we can prove strong decreasing bounds on the curvature of the component curves. We leave this
as a conjecture and focus here on proving quantitative estimates in nearly rectangular domains.

Another partitioning related to the nodal set of Dirichlet eigenfunctions of the Laplacian is the
following: Given a domain 2 and integer k > 2, a spectral minimal k-partition of {2 is a partition
of © into k disjoint sets €2; that minimizes max; A(€);). Here A(;) is the first Dirichlet eigenvalue
of Q;. If k = 2, then the spectral minimal partition is given by the nodal domains of a second
Dirichlet eigenfunction of 2. More generally, if a k-th Dirichlet eigenfunction has exactly k-nodal
domains (and so gives equality in the Courant nodal domain Theorem), then these nodal domains
form a minimal k-partition. See the survey paper of Helffer [Hell0] for greater discussion of spectral
minimal partitions and references. It is therefore important to classify examples where the Courant
nodal domain Theorem is sharp. For instance, it is a direct computation to observe that the third
Dirichlet eigenfunction of the rectangle has three nodal domains whenever the aspect ratio is greater
than 1/8/3. This result and many others on spectral partitions and Courant sharp eigenfunctions can
be found for instance in the seminal work [HHOTO09]. Using the techniques presented here, for any
fixed 7 > 2, by taking IV sufficiently large, for all 2 < k < j, the k-th Dirichlet eigenfunction of the
perturbed rectangle has exactly k nodal domains (with nodal set approximately equal to the union of
the k — 1 lines {£ N} x [0,1] for 1 <1 < k —1). Thus, in this case, the nodal domains will provide a
spectral minimal k-partition.

Outline of the paper. The structure of the rest of the paper as follows: In Section 2 we describe
an adiabatic approximation of the eigenfunction that is a key ingredient in the proof of Theorem
1.1. This type of approximation, which can be viewed as an approximate separation of variables
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for our approximately rectangular domain, has been used in the work of Grieser and Jerison [GJ96],
[GJ09]. The approximation has also been used in [BSS97] for numerical analysis of eigenfunctions
in partially rectangular billiards, and in [HM12] to analyze non-concentration of eigenfunctions in
partially rectangular billiards. In Section 3, we establish the desired properties of the width and
regularity of the nodal line using the adiabatic approximation. Then, in Section 4 we demonstrate how
in the flat case, we have simple ODE estimates to establish the approximation, and following this, we
prove the error estimates for the approximation for our general class of domains. Lastly, in Section 5
we compute an explicit Hadamard variation formula to evaluate the effect the side perturbations have
on the eigenfunction. This will in particular allow us to track the constants appearing in the proof of
Theorem 1.1 in the flat case and prove Corollary 1.1.

Acknowledgements. This project was started due to a conversation with Stefan Steinerberger and
Hau-tieng Wu, who pointed us to the work of [Sz109] as motivation to understand nodal line partitioning
in domains, and with whom the third author is exploring a related question for the 1-Laplacian on
curvilinear rectangles. YC is supported in part by the Sloan Foundation. JLM acknowledges support
from the NSF through NSF CAREER Grant DMS-1352353. The authors thank the anonymous referee
for a careful reading of the result and in particular for suggesting a means to strengthen the Theorem
in relation to the location of the nodal cut.

2. THE ADIABATIC ANSATZ

A key ingredient in the proof of Theorem 1.1 is to establish properties of a Fourier decomposition
of the eigenfunction v(x,y). For convenience, we introduce the height function

h(zx) = ¢r(x) — o),

and note that by (3) we have 1— 2% < h(z) < 14 2% for all = € [0, N]. For (z,y) € Qwith0 <z < N,
we write v as

v(z,y) = vi(z)sin(B(z,y)) + E(z,y), (4)
where ( 5.(2))
L T\Y — ¢p\T

and where the function vq(x) is given by

) ()
w@) = s [ vl sina(e. )y
bp(@)
We will view the first term in the right hand side of (4) as the main term, with E(x,y) an error term
when N is large, and 4,  are small. The function vy () is the first Fourier mode in the y-direction.
To prove Theorem 1.1 we will use this decomposition of v, and will require a lower bound on |v](z)],
together with upper bounds on v1(z), F(z,y) and their derivatives. In fact, to prove the estimates on
regularity of the nodal line near 0f2, we need to consider a larger class of decompositions of v: Given
(x0,y0) € T, suppose that (z1,y1) € 09, with y; = ¢,(x1) and d((zo, yo), Q) = d((zo, y0), (z1,91))-
We now rotate the domain so that (x1,y1) is vertically below (xg,yo). More precisely, we intoduce
the new coordinates (Z,9) = F~!(z,y), where F is the linear isometry obtained by rotating around
(0,y0) followed by a vertical shift so that (x1,y1) = F(Z0,0). We then define w(Z, ) to be equal to
the eigenfunction v in these rotated coordinates,

w=wvokF.

Remark 2.1. By the bounds on ¢,/ (z) and ¢,/ (z) from (3), there exists C > 0 such that the angle of
rotation is bounded by C’%.

The function w satisfies
(A+pw=0
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in the domain

Q=1{(&,9): p(5) <& < p@), ps(@) <G < p(E)},

with w|yg = 0. In particular, for 0 < & < N, we have w(Z, p,(Z)) = w(Z, p(Z)) = 0. Here p,, p, satisfy
the bounds

N 20 . - 20
D@ B E-Rl) ) =1 < 1+ |7 - F).
d? -~ 0 @’ -~ 0
<2C;— <920, —
58| < 205 5 ul0)| <25 5. )

j > 1. Up to the factor of 2, the derivative bounds are the same as for ¢,, ¢,. Moreover, by the
construction of F', we have p,(Zo) = p, (Zo) = 0. The functions pr(7), pr(g) satisfy

) . 1
-n - N3 —pL( ) N3a _ﬁSpR(y)_NSn_FFa
& 0 & )
P R N Y ©)

for j = 1,2. We can make the analogous definition if the closest point to (xq, o) lies on the upper
boundary of Q. For ease of notation, we now drop the tildes, and for each function w(x,y) coming
from such a rotation, for z € [0, N] we write

w(@,y) = wi(x)sin(B(z,y)) + E(z,y), (7)

where

ﬂ—(y - pB("I:))

Bl = TS

)

for the new height function h(z) = p(z) — p,(x). To prove Theorem 1.1, we will use the proposition
below which gives properties of these decompositions.

Proposition 2.1. There exist positive constants ¢, C' such that the following properties hold: For each
decomposition, there exists a unique point xg € [%N, %N} such that wy(xo) = 0, and this point lies in
the interval [5 — C(n+ N9§), & + C(n+ N§)]. Moreover, for x € [N, 3N],

wy(z)| > CTIN,
and forz € [1, N — 1], 0 < j < 3, we have

. ) . 1)
\ng)(xﬂ <CN7/, sup ‘V]E(x,y)‘ < C( N 4 3>
YElps(2).0p(2))] N

Proposition 2.1 is proved in Section 4.

Remark 2.2. When the rotation is trivial, w is equal to v and the decomposition reduces to the one
for v given in (4). Therefore, the properties in this proposition also hold for vi(z) and E(z,y). In
fact, in this case, the unique point xo where vi(xg) = 0 lies in the interval

[§—C+0), F+Cn+0).
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3. ESTIMATES ON THE NODAL LINE

In this section we will prove Theorem 1.1 assuming that Proposition 2.1 holds. We first establish
an upper bound on the width of the projection to the z-axis of the nodal line in terms of the error £
and its derivatives. We will require a different argument to control the behavior of the nodal line near
the boundary, and so we set

S(x) = 87 (x) U ST (2) := [9s(), dp() + ] U [6r(x) — 1, ().
We continue to write h(z) = ¢(z) — ¢4(x) and B(z,y) = 7(y — ¢y(z))/h(z). Since h(x) > 3 for all
z, we have that 0 < B(z,y) < Z on SP and 2F < B(z,y) < m on S'. Therefore, this choice yields

(y — ¢5(2))

sin(B(r.9)) = ~A(w.y) = Dy e ),

and similarly
92 _
W y e §7().

Applying Proposition 2.1, we let 2o be the unique point in the interval [{N, 2 N] where vy (zg) = 0.

sin(8(z,y)) >

Using the decomposition of v from (4), define I to be the smallest interval with 2y € I and such that

1o o)l
A) sup |E(x,y)| < = inf
)ace[O,N]| (=,9)] 2 yeie h(x)
y€S(x)*
B) sup |0,E(z,y)] <2 inf 1 ()]
z€[0,N] zele h(x)
yeS(z)

Lemma 3.1. If z € I¢, then v(z,y) # 0 for all y € (¢(x), d(x)).

Proof of Lemma 3.1: Let y € S(z)¢. Then, sin(B8(z,y)) > sin(B(z, ¢,(z) + 1)) > th(z) and so

[v(z,y)| = |vi () sin(B(z,)) + E(z,y)| > Jv1(2)| 55055 — |1 E(z,y)| > 0. (8)

By assumption (A), this is strictly positive. Now let y € SZ(z). Then, since E(z, ¢,(z)) = 0, we

have |E(x,y)| < (y— é5(2)) supyess (4) [0y E (2, y)|. Also, using that sin(8(z,y)) > W

we obtain
o2, )| = o1 (2) sin(B(z, y)) + E(@,9)| = (y — dy()) (lon (@) 1525 sup 10, B(@ wl) >0, (9
ye x
and by assumption (B) this is strictly positive. The case y € ST (z) is treated in the same way. O
We now define the interval I,
I:=[xog— 71,20+ 7]

where (2)
sup,cjh(z {
rim el B {4 sup [B(r,y)|, sup |0,B(r, )]}
2inf 7 v} ()] (x,9)€Q (z,y)€Q !
zel zel

Lemma 3.2. If z € I¢, then v(z,y) # 0 for all y € (¢p5(x), d.(2)).
Proof of Lemma 3.2: Let y € S(x)°. Then, as in (8),
o(@, )| > [v1(2)| gy — [E ()]
Also, since v1(xg) = 0, we have |vi(x)| > |z — xo|inf__; [vi(2)|. Therefore, [v(z,y)| > 0 provided
2h(x) sup, |E(z,y)|

| — xo| > —
inf_ 7 |v} ()]

)

and the latter always holds if |x — zo| > 7.
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Now let y € SB(z). Then, as in (9)
oyl = (¢ = 0u@) (@)l = swp [9,B(,v))
y€SP ()

and using |v1(z)| > |2 — ol inf,; [v] (x)] gives

[o(@,9)| = (5 = 6u(@)) (551w = wol inf [o} (@) = sup [9,E(z,)])
zel ye€SE(z)

Therefore, from the definition of 7, |v(z,y)| > 0 for | — xo| > 7. O

Using Proposition 2.1 and Remark 2.2, there exist ¢ > 0 and C' > 0 such that 7 < C (ne*CN + %)
and I C [§ —CN(n+0N~1), 5+ CN(n+N~1)], and so the estimate on the width and location of
the nodal line in Theorem 1.1 follows immediately from Lemma 3.2.

To study the regularity of the nodal line, we use the coordinate change described in Section 2. For
a given (zo,yo) with v(xg,yo) = 0, yo < %, this coordinate change transforms (xq,yo) to (Zo, o) and
the eigenfunction v to w(&,§). Dropping the tildes, we have (A + p)w = 0 in the domain

Q={(z,y) : pr(y) < = < pr(Y), pu(x) < y < pl2)}, (10)

with w(z, py(z)) = w(z, p(z)) = 0. Moreover, py(z0) = p, (zo) = 0. Setting h(z) = p(x) — py(z),
5 _ m(y—pp(=)
p = h(z)
boundary, the coordinate change is trivial, and w is identically equal to v. The case yo > % is treated
in the analogous way by making a rotation about the top boundary.

We set S(z) = S8 (z) UST (z) = [py(x), ps(z) + ] U [p(@) — 1, pr(2)], and to establish the regularity
of the nodal line, we first study it away from the boundary of €. Define

, we decompose w(x,y) as in (7). Note that in the case of a flat top and bottom

eri= sup [0, E(w,y)|+msup (@) sup (A@) 2 (11 (@) + | (@)p,(2)]) ) (11)
(z,y)e zel zel
xzel
and ) ,
Ay e g @I (12)

- 5 xel B(x)
We will show in the proof of Lemma 3.3 that A; provides a lower bound for [0;w(zo, yo)| for points
(z0,1y0) € w™(0) with yo € S(x0)°.

Lemma 3.3. Suppose that Ay > 0. Then, for every (xo,10) € w=(0) with yo € S(x0)¢ there exist a
smooth real valued function g and a neighborhood U of (xq,yo) such that

wH0)NU ={(z,y) €U : = =g(y)},

1 |wi ()] ~
l9'(y)] < — (7wsup — + sup [9,E(z,y)]).
A1( wel  h(x) (z,y)leﬁ ! )
xE

with

Proof of Lemma 3.3: Note that for all (z,y) € Q

Opw(w,y) = wi(z)sin(B(z,y)) + w1 ()0 B(x, y) cos(B(w,y)) + D E(,y),
and

0:3(a,1) = — 53 (B @)+ 0 @ @) (13)

Therefore,

0w (z, y)| > W) ()| sin(B(z,y)) — |wi (2)0.B(x,y) cos(B(x,y)) + O E(z, y)|.

Let (20,90) € w™'(0), and suppose that yo € S(x0)¢. Then, using sin(B(zo, yo)) > 2%(110)
(0, y0)| > = inf Ll oA 14
|0z w (o, Yo)| o h(x) €1 1 (14)
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with e; as defined in (11). Thus, |O;w(zo,yo)| > 0 since A; > 0 by assumption. This implies the
existence of the graph function g along a neighborhood of w=(0) N {(z,y) € Q : y € S(z)°}. Note
that for every y

dyw(g(y),y)

/
gy) = -5 15
W)= Dwlew),v) (19)
We next find an upper bound for |0,w(g(y),y)|- Since for all (z,y) € Q
w ~ ~
Oyw(x,y) = ~1( ?) cos(B(x,y)) + 0y E(x,y),
h(z)
then
oyt < msup MLy o o, e ). (16)
xzel h I) (m,y)eﬂ
xecl
This together with (14) yield the claimed bound on |¢g/(y)| when y € S(z)°. O
To study the regularity of the nodal line near 89, we define
]le
es:= sup |0,0,E(x,y)| +msup|wy(z)| sup |~ (x)2| (17)
zel xel (w,y)EQ h(.’t)
yed (x) zel
and ,
A i 2img A (18)
xzel h(l‘)

We will show in Lemma 3.4 that Ay provides a lower bound for |9,w(zo, yo)| for all points (xg,yo) €
w~1(0).

Lemma 3.4. If Ay > 0, there exist a neighborhood U of (xg,y0), and smooth real valued function g,
such that w=(0)NU = {(x,y) € U : = =g(y)}, and

lyl oo 3
I sw (3 0+ @DIO )]+ oy @) E. )] + 03B (. )]
x
yeS® (z)
Furthermore, w—"(0) meets 0Q orthogonally.
Proof of Lemma 3.4: Since 8, E(z, p,(x)) = 0, we have 9, E(x0,0) = 0, and so

|81E(’I0,y0)| < Yo S}lp |ayazE(x07y)‘
y€SB (z9)

In addition, using p,(zo) = p, (z0) = 0, we know that sin(3(zo,y0)) > h( ey Y0 and 9,3(z0,y0) =
fﬁ(;rio)zyoi}’(xo). Therefore,

o wi(z)]
> PP, = ,
|0z w(0,Y0)| > Yo (2 féfl hz) 62) Az yo (19)
This proves the existence of g. For (z9,%0) € w™1(0), with yo € SB (o) we have wi(zg) = —Slf(g%
Therefore, ~
1 = 7 cos(B(zo, -
0,10(0,0) = ——— Bz, yo) 200D g i, ).

E(xg, =~
h(xo) oo sin(B(zo, yo))

Note that Zfs?f:;) =11 —r(s)) with 0 < r(s) < %2\5\2 for |s| < L. Since B(xo,y0) = }{(ri";) , it
follows that
Iyw(wo,yo) = yLE(fﬂmyo)( ( o)) + 0 , E(x0, o)
= — - E(w0,90) + E(Jﬂoyyo) + - (w0, yo)r UG (20)
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Moreover,
y%E(an yO) = 8yE(x07 0) =+ %8§E($0, O)yo =+ %83E(x, yl)yga
for some y; € SP(zp), and
ayE(xm yO) = ayE(an O) + 85E(.’E0, O)yO + %@?E(%o, yQ)yga
for some y, € SB (z0). In particular, (20) yields
dyw(xo, o) = 50, E(wo, 0)yo + 39, E(wo, y2)yd — §0,E(w, y1)y3 + - E(wo, yo)r(725)- (21)

Next, note that since E(z¢,0) = 0, there exists yo € S (x) such that E(xq,y0) = 9, E(z0,y3)yo. Since
0<r(s) < %2|s|2 for |s| < 1, it follows that
10y (z0, 30)| < 5102 E(wo, 0)lyo + 3105 B (wo, y2)lv3 + 2103 E(zo, y)|yd + G hl(w0) 210y B, ys) |y
Therefore,
Oyuwla0.uo)] < duol2Bwo.0)| +33 swp [[93B ()| + Thieo) 210, E@a)l].  (22)
yE%%I(w)

In the same way, we have

#)yﬁaiE(xo,yl) .

_ (zo _Yo
Oyw(xo,0) = " (jryo ) —i—ayE(Jco,O)r(h(mo)),
h(zo)
and
|0yw(zo,0)| < yo sup 2E (2, y)| + S h(wo)2y3|0, E(wo,0)|. (23)
S
yeSP(z)

To improve (22) and obtain a y in the upper bound, we need better control on 92E (o, 0) in (21). To
do this we note

35E~(x0, 0) = dyw(xo,0) = —dzw(xo,0) — pw (o, 0) = —Faw(wo, 0) = —p," (x0)dyw(w,0),  (24)

where the last equality was obtained after differentiating w(x, p,(z)) = 0 twice and using p,'(z9) =
ps(z0) = 0. From (22) it follows that for y € SP(x) and (x,y) € w™1(0),

Bywieo v <35 swp (Fhe) 0+ I @D, B )| + o @I E )| +15)B (. v)])

y€eS® (x)
(25)
The bound on g follows from combining (15) with (19) and (25). In particular ¢’(0) = 0, showing
that w=(0) meets 9 orthogonally. O

Applying Proposition 2.1, the estimate on |¢'(y)| given in Theorem 1.1 follows immediately from
Lemmas 3.3 and 3.4. The following lemma gives the desired uniform bound on ¢g”(y) and completes
the proof of Theorem 1.1:

Lemma 3.5. There exist constants ¢ > 0, C such that
w0
l9"(y)| < C (ne Nt NQ) :

Proof of Lemma 3.5: Let (xo,y0) be a point on the nodal line I". Then, differentiating w(g(y),y) =0
twice gives the expression

(Oyw(zo, yo))Zﬁﬁw(xo,yo) + (3xw($07y0))23§w(1170, Yo) — 20,w(z0, Yo)Oxw (0, Yo) 0z Oyw (0, Yo)

9" (yo) = (Opw(zo,y0))?

(26)
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To bound the denominator, we use the lower bounds on d,w(xo, yo) from (14) (in the centre) and (19)
(near the boundary). By Proposition 2.1 this implies that

|Ow(zo,y0)| = CTIN ! [yo.
We also have upper bounds on dyw(xg,yo) from (16) (in the centre) and (25) (near the boundary),

which again using Proposition 2.1 gives

e 1)
|ayw(l‘07y0)| < C|y0|2 (776 N + ]\]’3) .

Finally, from Proposition 2.1 we have |9,0,w(xo,y0)] < CN™1, |8§w(ac0, y0)| < CN~2, and combining
(24) with

|8§w(w07y0)] < |6§w(m0,0)‘ +|yo| sup |52w(3307y0)\7

y€[0,y0]
gives
62 <C —cN g
} yw(zO?y0)| < Clyo| | ne + N
Using these estimates gives the desired bound for the expression for ¢”(yo) in (26). O

Remark 3.1. In the case of flat upper and lower boundaries, we have the following estimates on the
quantities appearing in the numerator of (26): First, Oyv(xo,yo) satisfies

0,00, 90)| < msuplor(@)] + sup 0,F (@) for k<0< 4,
zel (z,y)EN
xzel
|0y v(0,90)| < y%( s 05 E(x,y) + 5|0, E(z,y)|] for yo < 1,90 > 3,
T,Y)E
xel

where in the second inequality we have used (22) (and the fact that 0, E(x0,0) = 0 in the flat case).
We also immediately have the estimates on the second derivatives of v of

19,90(x0, o) < Tsupvf (@) + sup |0,0,E(w,y)]
zel (z,y)€Q
el

Iaiv(fcoyyo)lSsul;\vi’(x)lJr sup [97E(x,y)|.
e

(w,y)€Q
xzel
Finally,
|050(x0,y0)| < 7 suploi(z)| + sup |0;E(z,y)| for § <yo <3
xel (z,y)€N
xzel
07v(z0, yo)| < wyosup vy (z)| +yo sup |5E(z,y)|  foryo < §,y0 > 2,
xel (z,y)€N
xzel

where in the second inequality, we have used |07v(xo,y0)| < [02v(x0,0)| + yo SUPyc[0,y0] 830 (0, )],
and that 3§v(x0,0) = 0 in the flat case. We will use these estimates in Section b when we explicitly
track the constants in the flat case.

4. PROOF OF PROPOSITION 2.1

In this section we will prove Proposition 2.1 by establishing the required properties of the decom-
positions of v and w defined in (4) and (7). From the definition of the domain € from (1), Q contains
the rectangle [0, N] x [5,1 — 5], and is contained in the rectangle [—2n, N + 2n] x [— 25,1 + =25].
Therefore, by domain monotonicity for Dirichlet eigenvalues we have the following lemma.

Lemma 4.1. The second Dirichlet eigenvalue u satisfies

72 (1+ 2%)72 +4r*(N +4n) 2 < p < n? (1- 2%)72 + 412N ~2,
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We can use this eigenvalue bound to obtain control on the growth of the eigenfunction v away from
the left and right sides of .

Lemma 4.2. There exists a constant C (depending only on C1, Cy from (3)) with the following
properties: First, |Vu(x,y)| < C for (z,y) € Q, and moreover for all y,

lv(z,y)| < CN~'(n+z) forx<iN, lv(z,y)| < CN“'n+ N —z) forxz>1iN.

Proof of Lemma 4.2: The boundary of Q is C?-smooth, except at 4 points where the C2-curves meet
at a convex angle. This ensures that the gradient of v is bounded. To obtain the pointwise estimate
on v we follow the proof of Lemma 3.12 (a) in [GJ98]: We define a comparison function R(z,y) by

-3
R(z,y) = C1sin (W:ECTNT]> sin <7r1y_i_25(;;7\7_3) .
Here ¢; > 0 is chosen so that (A+ p)R(x,y) < 0 for (z,y) € Q with < $¢1 N — 5. This is possible by
the eigenvalue upper bound on p from Lemma 4.1. Since v vanishes on 89 and its gradient is bounded,
we can then choose the constant Cy so that |v(z,y)| < R(z,y) for (z,y) € Q with z = 1e; N — .
Moreover, R > 0 on the part of 002 with x < 1c1N 1. Therefore, by applying the maximum principle
to v and R to the subset of Q with z < clN 1 we have

lv(x,y)| < R(z,y) for (z,y) € Q with z < Lt N — .

This gives the desired estimate on [v(z,y)| for # < $N and the case of z > LN can be handled
analogously. O

We recall that the function w satisfies (A 4 p)w = 0 in the domain Q as in (10), with w(z, py(x)) =
w(x, p(x)) = 0. We recall that p,, p, pn p,, satisfy the bounds (5) and (6). The function w is equal
to v in the rotated coordinates, and as noted in Remark 2.1, the angle of rotation in the definition of
w is bounded by C’% for some C' > 0. Therefore, by Lemma 4.2 we have |Vw(z,y)| < C and

lw(z,y)| <ON"'(n+6N*+z) forz<iN, |w(z,y)|<CN'(n+6N>+N—2z) forz>iN.
(27)
Defining a height function by h(z) = p,(z) — p(z) > 3, we write w as the Fourier series
Zwk sin(kB(z,y)).
E>1

Here the k-th mode wy(x) is given by

2 pp() .
wi(z) = =—— w(x,y)sin(kB(x,y)) dy.
(@) h(x)/pB(I) (2, ) sin(k(z,y)) dy

To prove Proposition 2.1, we will first bound each mode wy(x), then sum over k, and finally use elliptic
estimates to extend these to derivative bounds. To estimate wg (), we use the eigenfunction equation
to find the equation that it satisfies, and then use the Duhamel principle to find an implicit expression.
To bound this expression we need control on the boundary values wy(0), wy (V).

Lemma 4.3. There exists a constant C such that
|w(0)] + [w (V)| < C (# + )
Proof of Lemma 4.3: By definition

2 pr(0) ) _
() = 7o / ., w030 dy (28)

The estimate on |wg(0)| therefore follows immediately from (27). The estimate for wy(N) follows in
the same way. O
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Proof of Proposition 2.1: Flat case. Let us first consider the case of a flat top and bottom, with
w = v, and py(z) =0, p(z) = 1. In this case, we can remove the factor of 63 in the estimate in Lemma

4.3 above. Using that (A + p)v(z,y) =0 for 0 < z < N, the function vg(x) = 2f0 x,y) sin(kry) dy
satisfies the ODE

vy (z) + (u — kv (z) = 0. (29)

Writing p? = 72k? — p > w2(k* — 1) — 4m®?N~2 > (k? — 2)7? for k > 2 (by Lemma 4.1, provided
N > 2), we therefore have, for k > 2,

1 —x xTr— x — xr
vg(x) = TS a— (vk(o) <6m-,(N ) e N)) + v (N) (el“c — e ))
1
= Soh(an ) (v (0) sinh(ug (N — ) + vp(N) sinh(prz)) . (30)
Writing v(z,y) = vy (x)sin(ry) + E(x,y) as in (4), this expression gives |E(z,y)] < Cne~°N, and
likewise for derivatives of E(x,y). For k =1,
47r2(N + 477)_2 <pu- 72 < 4An?N72,
and we set p2 = u — 2. The function vy (z) satisfies
N) —v1(0 5(u1 N
v1(x) = v1(0) cos(p1x) + Ui (V) = v (0) cos(p N) sin(uy ). (31)

sin(u1 N)

Setting A, = 7)1<N>—anl(<31> ]30;0”)

that ||41] — 1| < Cn/N. The estimates from Proposition 2.1 then follow readily from the expressions
n (30) and (31).

gives vy (x) — Ay sin(pi2)| < Cn/N, and since ||[v|| o = 1, this implies

Proof of Proposition 2.1: General case. In the general case, wg(z) satisfies an approximate
version of the ODE in (29), with an error depending on p,(z), p(x) and their first two derivatives:
Fix «* € [0, N], and set

ex(e,y) = — sin(kB(z, ). (32)

h(x)

Lemma 4.4. The function wy(x) satisfies the equation

g 772]{:2
wk(x) + (M - B(x*)z) wk(x) = Fk(l‘),
where Fy(x) has the bound

Fil@)| < Ok (|7

1 / / " "
i~ |+ e @+ 16 @)+ Lo @) + 1 @)])

for an absolute constant C'.
Proof of Lemma 4.4: The function Fj(z) is equal to
1 1 ()

2,2 Pr() 2
Fy(x) =77k (71(33)2 - 71(96*)2> wi(z) + 2 /pB(m) Oz w(x,y)Oper(x,y) dy + /pB(m) w(z,y)ozer(z,y) dy.
(33)

Applying the bounds we have derived for w in (27) and the definition of e, in (32), the terms that do
not immediately obey the estimate of the lemma are the first term and the term in the final integral
given by

=2y (()) w(e9) (28 9)) s (KA, ) . (59

This is because this is the only term in the final integral in (33) for which a factor k? appears in the
expression for 92e(x,y). All of the other terms in the last two integrals in (33) contain at most one
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derivative of w, two derivatives of p. and p,, and one factor of k. After an integration by parts wy(x)
is equal to

2 /:T(z) dyw(z,y) cos (kB(zay)) dy,

and (34) can be written as
ok [Pr(®) - 2 -
270, (wten) (205e0) ) cos (.00
T Jpgla)
Since |0yw(z,y)| is bounded by a constant, both of these terms are of the desired form. O

The function wg(x) also satisfies the boundary conditions
wi(0) = af,  wp(N) = ai?,

where a,(f) are values coming from the side variation of the domain, wih bounds in Lemma 4.3.

For k=1, set y2 = p — —%— >0 and for k > 2, set pe = pp(z*)? = k> 0.

- fb($*)2 h(z*)2 -
Lemma 4.5. Define the functions Wi (z) and Wy(x) (for k > 2) by
1 1 1
Wi(z) = — sin(u1x), Wi(x) = — (eM*® — e7#**) = — sinh(ugx).
1(2) o (117) k() 2uk( ) " ()

Then,
N 2
wy (z) = / Wi (t —x)Fi(t) dt + Ay sin(p (N —z)) + ag ) cos(p1 (N — x)),
with o = [N Wi (£)Fy (£) dt + A; sin(pa N) + of? cos(ui N). Also,
wk(x) = / Wk(m — t)Fk(t) dt + Ape!'*® + Bpe HET,
0

for constants Ay, By, with

of) = Ay + By
N
o) = AperN 4 BpemeN +/ Wi (N — t)Fy,(t) dt.
0

Proof of Lemma 4.5: The functions W1 (z) and Wi (x) satisty
Wi’ (x) + piWi (z) = 0, Wi(0) =0, Wi(0)=1
Wl () - W) =0, Wi(0) =0, W(0)=1.
The lemma then follows from Lemma 4.4 and the boundary conditions of wy(z) at © = 0, N. O

Combining Lemmas 4.4 and 4.5, we can bound wy(z).

Proposition 4.1. There exist constants ¢, C, such that for x € [0, N], k > 2,

N3
Here d(z) = min{a, N — 2} is the distance of x from the endpoints of [0, N].

i (x)] < C (;e—ww ; k‘1§> .

Proof of Proposition 4.1: We fix z* € [0, N], and use Lemmas 4.4 and 4.5 to bound wy, at x = * (with
a bound independent of x*). The constants Ay, By from Lemma 4.5 can be written for k > 2 as
1 (N We(N -1

A= —— — () dt +
i 2ur Jo  Wi(N) (1)

_ 1 2
—e “’CNoz,(C ) —|—a,(€)
et N _ g—piN

)
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with B = ag) — Aj. From Lemma 4.4, we have the bound
4 .
[ (t)] < Chorg (L4t = 27)), (35)

and from Lemma 4.3, |wy(0)], |wi(N)| < C (& + w5 ). Therefore, since py > 7v/k% — 2, the only terms
in the expression for wy(z*) from Lemma 4.5 that do not immediately satisfy the required estimates
are

" Pyt — Lo [T g
et t)dt — — * _— t) dt.
J A e e 0

However, these integrals can be combined to be written as

I . 1y .
—— | emETR @) dt— — [ eI E(t) dt. 36
20k Jo k() 205 J g k(t) (36)
Using the bound on Fy(¢) from (35) and integrating gives the desired bound. O

We write

we,y) = wi@)sin (Ba,y) + Y wizy)sin (kBlz.y)) = Vilw,y) + B, y).

k>2

Summing the estimate from Proposition 4.1 over k we can control the L2—norr~n of E. For the rest of
the section, fix * € [1, N — 1] and denote the cross-section at a* by U(z*) = QN {(z,y) : ¢ = 2*}.

Corollary 4.1. There exist constants ¢, C such that

)

I N _cd(z*
”E”LQ(U(I*)) <C (Ne @) 4 N3> .

We now convert this L2-estimate into bounds on derivatives of F.

Proposition 4.2. For each j > 0, and with ¢ > 0 as in Corollary 4.1, there exists a constant C; such
that

i <0, (Leeian 4 9

| ||Hj(U(:c*)) =05 Ne + 3 )
Proof of Proposition 4.2: To obtain this estimate on E we find the elliptic equation that it satisfies.

For Vi(z,y) := wi(z) sin (W), we have

Pae) . 3 m
AVi(z,y) = B(Qx) </ @) Ogw(z,y)sin (ﬁ(x’y/)) dy/) s (ﬁ(x’y)) - Wvl(x’y) ey
= —uVi(z,y) + Gi(z, ).

The function Gy (x,y) consists of terms where at least one derivative in x has been applied to a factor
of p(x) or py(x), and so for each j > 0, there exists a constant C; such that

]

”Gl”HJ'(U(:E*)) < Cjﬁ' (37)
Using the eigenfunction equation, E(am y) satisfies
AE(z,y) =—pE(z,y)—Gi(z,y) inQ
E(z,y) =0 on 0f.

Applying elliptic estimates to this equation, (37) and the estimate on E from Corollary 4.1 establishes
the proposition. O

Using Proposition 4.2, we can obtain more refined information about the first Fourier mode w1 ()
and complete the proof of Proposition 2.1.
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Proposition 4.3. There exists a constant C such that in the interval [5, 3X] the functzon wy () has
a unique zero at x = xg with |xg — 5| < C(n+ N&). Moreover, |wi(z)| > C~*N~! for this range of
z, and for z € [0,N], 1 < 5 <3, we have,

(@) = Avsin(u(N = 2))| < C (/N +6),  |ui(@)] < ON7
Here the constant Ay is as in Lemma 4.5 and satisfies ||A1] — 1] < C(n/N + ).

- 2%’ < CN~2(6 +n) for a constant C. Therefore, using
the expression for wy (z) from Lemma 4.5 and the bound |F} (t)| < C%(l + |t — 2*|) from Lemma 4.4,
we have

lwi(2) — Arsin(uy (N —2))| < C(n/N +9). (38)

Here C' is a constant (changing from line-to-line). Moreover, since ||w||;. = 1, and

we,y) = wi(x)sin (B(z.y)) + Ez.y),
combining (38) with Proposition 4.2, we have
|A1] = 1] < C(n/N +6).

To complete the proof of the lemma, we need to bound wj(z). Differentiating the expression from
Lemma 4.5 gives

N
wi(r) = — / W (t — 2)Fy () dt — iy Ay cos(u1 (N — z)) + prol? sin(uy (N — 2)).

In particular |w}(z) + pu1 Ay cos(ui (N — z))| < CN~Y(n+4), and combining this with the estimate for
Ay gives the required bound for |w](z)|. The expression for w{(z) from Lemma 4.4 gives |w{(x)| <

CN~2, and differentiating we have |w{’(z)| < CN~3. Since |w}(z)| is non-zero on [, 2¥], w; (z) has

at most one zero in this interval. The function sin(u; (N — z)) has its unique zero in this interval at
o, with [Zg — 5| < C(6 + 1), and its derivative is bounded below by C~*N~!. Therefore, w;(z) also
has a unique zero at @ = zo, and by (38) we have |z — 5| < CN(n/N + ). O

Remark 4.1. In the case that no rotation has been applied (so that vi = wy), the function F(t)
from Lemma 4.4 satisfies the stronger bound |F(t)| < C%. Inserting this stronger estimate into the
argument above, the point o satisfies |zg — & < C(n+ ).

5. AN EXPLICIT HADAMARD VARIATION FORMULA AND CONSTANT TRACKING

To prove Proposition 2.1, we used the estimate on the boundary values of the Fourier modes, wy(0)
and wg(N), in Lemma 4.3, which follows directly from a pointwise estimate on the eigenfunction. In
order to track the constants appearing in the error estimates in Proposition 2.1 in the flat case, we
require a more explicit bound on these boundary values. We do this as follows, using a variant of a
calculation given in [GJ09).

Proposition 5.1. There ezists a constant C' such that
47 (PO

wi(0) — — pr(y)sin(5(0,y)) sin(kB(0,y)) dy

< C(n+dN~?) (773/4 +0+k*(n+ 5N—3)2).
N S0

(39)

Proof of Proposition 5.1: We extract the main term in wg(0) as follows. First, we integrate by parts
to write wi(0) as

> [ "0 )50, ay =2 [ i) 2 (wsintk0.) do

5(0) %%

=-2 w — (2, y)zsin(k3(0,y)) do + 2 (,u— .l.{j T )/s w(z,y)zsin(kB(0,y)) dedy (40)

a0, OV h(0)2/ Ja,




NODAL LINE ESTIMATES FOR THE SECOND DIRICHLET EIGENFUNCTION 17

The domain Qg is the domain {(z,y) € Q : pr(y) < x < 0}. The second integral in (40) is bounded
in absolute value by Ck?(n+ dN—3)3. The first integral in (40) consists of three terms. Two of these
integrals are over portions of the top and bottom boundaries of € of length bounded by C (n+6N=3),
and so since the gradient of w is bounded, these integrals are bounded in absolute value by C(n +
dN~3)2. The remaining contribution to (40) is given by

pp(0) )
_2/ o (02 — pL(y)0y) wpL(y), y)pr(y) sin(kB(0,y)) dy. (41)

To pick out the main term in (41) we write

w(z,y) = sin(u (N — 2))sin(5(0,y)) + B(x,y),
with p? = p42(0) = pu — % and for an error term B(z,y) to be estimated below. Using [u; — 2F| <
CN7=2(n+4), (41) becomes

4r  [Pr0) pr(0)

pr(y)sin(B(0,y)) sin(kB(0,y)) dy — 2 / o (02 — p(¥)y) B(pr(y), y)pr(y) sin(kB(0,y)) dy
’ (42)

up to an error C(n + 8)(n + N—3). We are left to bound the second integral in (42), and to do this
we will use the results of Section 4 to estimate B(z,y). Summing the estimate from Proposition 4.1
over k > 2, we obtain a bound on E(z,y) for z > 0 of
0
n —— ) 7

E ‘ <C|—-"1
H (.y) L2(U(z)) — ¢ (Nmax{l,x} N3

N Jp0)

for constants ¢, C', where we recall that U(z) is the cross-section of Q at 2. Combining this with
Proposition 4.3 shows that for 0 < x < 1, we have

n - 4 -1
1Bz 9)l p2(2y) < C (We 4+ Ng,) +C(N~" +9) (43)
Using Lemma 4.2, we can also bound B(x,y) in a different way for 0 < z < 1 via
[B(a,y)| < [w(e,y)| + [sin(u (¥ = 2)) sin(3(0, y))| < CN (5 + N2 +a). (44)

In particular, using (43) and (44), we have |[B|;2q,) < C (n3/* +6). Moreover, B satisfies the
equation

AB = Aw + (uf + E?02)2> (w—B)=- (N% ™ EET;)Q) B.

We can use this to bound the second integral in (42). Let x(x) be a smooth cut-off function, equal to
1 for x < § and 0 for z > 2. There exists an extension H(x,y) of sin(u1(N — z))sin(3(0,))|

to Q1, with H(1,y) = 0 such that

z=pr(y)

[H | 1110,y < .
The function x(z)B(z,y) — H(z,y) therefore vanishes on 9y, and satisfies
A (x(z)B(z,y) — H(z,y)) = (Ax)B+2Vx.VB+ xAB — AH =: F.
Elliptic estimates therefore imply that
IXB = Hll 16,y < 1Fll gr-1(00,) < C (”BHL2(Ql) + ||HHH1(Q1)) :
Using || Bl 2(q,) < C(n/* + 6), we have the same bound on ||xB — H| g1 (q,)- Elliptic estimates thus
give ||%—f||L2(D) < C(P/* +6), where D = {(p1(¥),v) : ps(0) <y < p(0)}. Applying this estimate in

the second integral in (42), we see that the integral can be bounded by C(n + 6N ~2)(n*/* + §), and
this therefore concludes the proof of the proposition. O
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Now consider the case where the domain 2 has flat top and bottom boundaries (so that ¢.(z) =1,
¢5(x) = 0). Proposition 5.1 then allows us to track the constants appearing in the error estimates in
Proposition 2.1: Given N (not necessarily large) and a small constant ¢ > 0, we can choose n = n(N)
sufficiently small so that

8n n  k®n
ok (O Jor (V)] < S+ (N $ 2.

By choosing ¢ small compared to 8, we can use this in (30) and (31) to get explicit estimates on E(z,y)
and its derivatives, with the estimates not depending on any unknown constants. Using this in the
quantities appearing in Section 3, for any N > 8 fixed and n = n(N) sufficiently small, this provides
the following bounds and proves Corollary 1.1: We have

T <1074y,
where we recall from Lemma 3.2 that the width of the nodal line is bounded by 27. Moreover, we have
Ay > 0.3, Ao > 1.2
and from Lemmas 3.3 and 3.4 this gives the upper bound on |¢'(y)| of
lg'(y)] < 10727,
Finally, inserting the bounds from Remark 3.1 on the terms appearing in ¢’ (y) gives

lg” (y)| < 107n.
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