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Abstract

Including both environmental and vibronic effects is important for ac-

curate simulation of optical spectra but remains computationally chal-

lenging. We outline two approaches that consider both the explicit

atomistic environment and the vibronic transitions. Both phenomena

are responsible for spectral shapes in linear spectroscopy and the elec-

tronic evolution measured in nonlinear spectroscopy. The first approach

utilizes snapshots of chromophore-environment configurations for which

chromophore normal modes are determined. We outline various approx-

imations for this static approach that assumes harmonic potentials and

ignores dynamic system-environment coupling. The second approach

obtains excitation energies for a series of time-correlated snapshots.

This dynamic approach relies on the accurate truncation of the cumu-

lant expansion but treats the dynamics of the chromophore and the

environment on equal footing. Both approaches show significant po-

tential for making strides towards more accurate optical spectroscopy

simulations of complex condensed phase systems.
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1. Introduction

Improvements in theory, hardware, and data science over the last decade have enabled new

capabilities in simulating the electronic spectroscopy of large molecules and condensed phase

environments. These improvements include electronic structure theory and software for

large-scale systems that can account for the environment at the same level of theory as the

chromophore in excited state calculations,(1–4) improved polarizable embedding algorithms

(5–12), the availability of high-performance computing CPU and GPU clusters that provide

the ability to compute tens of thousands of calculations in a relatively short turnaround time,

and new machine learning techniques that accurately predict molecular energetics(13–17).

Here we focus on how these improvements enable new capabilities in combining vibronic

and environmental effects for more accurate simulations of optical spectroscopy.

Both vibronic and environmental effects contribute to spectral lineshapes and energies,

as well as to excited state relaxation(18–26). For a linear absorption optical spectrum,

vibronic transitions beyond the 0-0 transition lead to asymmetry and often a high energy

tail,(27–31) whereas environment effects lead to inhomogeneous broadening and shifts in

energies(28, 30, 32? –38). For nonlinear optical spectra (e.g. two-dimensional electronic

spectroscopy or transient absorption), vibronic coherences and spectral diffusion manifest

through peaks shifting in energy and intensity over time as the excited state evolves.(39–50)

Vibronic effects are most often accounted for within a harmonic oscillator model for

both the ground and excited states. This harmonic model requires a geometry optimization

to compute the normal modes of the system. Within this model, it is straightforward to

compute the vibronic transitions within the Condon approximation, generating a Franck-

Condon linear absorption spectrum (51–57) (with Herzberg-Teller (18, 58–62) contributions

included if state mixings should be considered). Franck-Condon spectral calculations within

a harmonic model are included in many electronic structure packages, and recent advances

in time-dependent Franck-Condon calculations providing an efficient route for incorporating

temperature dependence that leads to population of ground state vibrational levels(22, 63,

64).

MD: Molecular
dynamics, used to

sample an ensemble

or to obtain a time
series of correlated

snapshots of nuclear

configurations

However, such harmonic model calculations traditionally do not include environmental

effects in a rigorous way. Instead, because geometry optimizations and normal modes must

be well-defined, often an implicit polarizable continuum model (65–69) is used for the en-

vironment. Although implicit models of the environment account for average polarization

effects, important specific environmental effects are missing, such as atomistic electronic

polarization and hydrogen bonding, which can lead to differences in spectral shifts and

shapes(70, 71). To highlight the difference for implicit and explicit models of the environ-

ment, we show in Figure 1 results for the Nile Red chromophore in water comparing an

implicit solvent model to that obtained with explicit solvent averaged over 45 molecular

dynamics (MD) configurations where the solvent environment is kept frozen and only the

chromophore is optimized. In the Franck-Condon spectra in Figure 1a, the 0-0 vibronic

transitions are energetically aligned and we see that the implicit solvent spectrum has higher

intensities for the higher energy vibronic peaks. This result is consistent with the results

from the spectral density calculations in Figure 1b that depict how various vibrational

modes couple to the optical excitation. Although a couple of weak peaks are less intense

in the implicit solvent spectral density, the dominant difference is that that stronger peaks

corresponding to the C-C and C-N stretch frequencies of the chromophore are more intense,

showing that these vibrations couple more strongly to the excitation in the implicit solvent

model. The explicit solvent environment reduces the contribution of these modes, lead-
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Figure 1

Explicit and implicit solvent models for the Nile red chromophore in the water. The explicit

solvent results are averaged over 45 MD snapshots where the chromophore has been optimized in

a frozen explicit quantum mechanical solvent environment; the pink shaded area indicates the
standard deviation. (a) Zero-temperature Franck-Condon spectra, where the explicit solvent

spectra are energetically aligned, shows that the implicit solvent model puts more weight on
higher energy vibronic transitions compared to explicit solvent. (b) The spectral density shows

that the intensity of the vibrational coupling to the electronic state is increased with implicit

solvent. The inset shows the region that was treated quantum mechanically.

ing to less weight in the higher energy tail of the Franck-Condon spectrum. Interestingly,

we have found that optimizing the geometry of a chromophore in the presence of explicit

solvent increases the validity of the Franck-Condon principle, which we think is likely due

increased overlap of the ground and excited state vibrational wave function when there is

less space for the chromophore to move in the frozen environment. In some systems in

implicit solvent or vacuum, the chromophore significantly changes geometry going from the

ground to the excited state, resulting in negligible overlap of vibrational wave functions and

no Franck-Condon spectrum. The Franck-Condon principle is built on the idea of a vertical

electronic transition during which the chromophore and the environment should not un-

dergo extensive nuclear rearrangement, meaning that large changes in geometry occurring

between optimized ground and excited states should not occur on the timescale of an opti-

cal transition(51, 52, 72). The explicit solvent environment therefore provides an appealing

way to generate a Franck-Condon spectrum for systems that change geometry too much

within an implicit solvent model. Overall, these results show that, even for a fairly localized

molecular excitation, the vibronic transitions are sensitive to the surroundings and ideally

should not be considered in isolation from the atomistic environment.

spectral density:
Function describing

the frequency

dependent coupling
strength of nuclear

motion to the

electronic excitation

Atomistic environmental effects in simulations of optical spectroscopy are commonly

captured by sampling the chromophore interacting with the environment through an MD

trajectory and then using many statistically independent configurations (∼ hundreds) for

computing electronic excited states (1, 2, 73–81). The environment can be treated in a

variety of ways during the excited state calculation, most commonly as fixed classical point

charges or as a fully polarizable quantum mechanical atoms, with the classical and quantum

treatment showing significant differences in excitation energy(2, 12, 38, 74, 77, 82–92). An

ensemble linear absorption spectrum can be created by convoluting each of these excited

state energies and oscillator strengths with a Gaussian function and summing the result.

Long time scales for the MD can be achieved with classical treatment of electrons and nuclei
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Linear and nonlinear optical spectroscopy

In linear optical spectroscopy, the response of the system is linearly proportional to the incident electric field

and we consider single photon processes, including standard absorption and fluorescence spectroscopy. In

nonlinear optical spectroscopy, of which there are many varieties including pump-probe, transient absorption,

and two-dimensional electronic spectroscopy, the response of the system is not linearly proportional to the

incident field and lasers allow us to monitor ultrafast electronic and vibronic phenomena. These processes

triggered by light in the optical region of the electromagnetic spectrum correspond to transitions between

the electronic ground and excited states.

using force fields, with recent new directions in force field design and machine learning of

potential energy surfaces showing promising results(16, 93–100). Improved accuracy in

sampling can potentially be achieved by including nuclear quantum effects or electronic

quantum effects through techniques such as path integral MD (101–104) or ab initio MD

(105–108), respectively. All of these MD methods include vibrational sampling along the

potential, however, the overall shape of an ensemble linear absorption spectrum is incorrect

without the vibronic contributions (although the standard deviation of the ensemble and

Franck-Condon spectrum should agree in the limit of identical solvent broadening and the

two spectra will be identical in the limit of infinite temperature). Another challenge in

including environmental effects in optical spectroscopy simulations is that often there is a

mismatch in the Hamiltonians used to sample configurations (perhaps a classical force field

to achieve desired time scales) and to compute the electronic excited states (wherein the

electrons must be treated quantum mechanically). This mismatch in Hamiltonians causes

inaccuracies in the computed spectral densities and optical spectra (109–114). In addition to

altering the spectrum for a single optical excitation, the molecular environment could cause

higher lying electronic states to mix with a low-lying bright state. This state mixing effect

can likely only be captured through an MD simulation that allows for interaction of the

chromophore with an atomistic environment and for the chromophore to explore regions

of the potential away from the ground state minimum. Overall, properly including the

environment along with vibronic effects is a long-standing challenge for accurate simulations

of optical spectroscopy.

Both vibronic and environmental effects are clearly important for capturing accurate

spectral energies, shapes, and time-dependent features, but until relatively recently(30, 38,

88, 89, 109, 115–120), theorists would generally choose either vibronic or environmental

effects to include in spectral simulations. We seek to answer the question ‘How can vibronic

and environmental effects be combined in simulations of optical spectroscopy?’ In this

review we present recent work that follows two directions for combining these important

effects for both linear and nonlinear optical spectroscopy: (1) a static approach employing

only the static input of independent configurations that combines the harmonic model

with ensemble sampling and (2) a dynamic approach employing a correlated time-series of

configurations that is based on a cumulant expansion of the linear and nonlinear response

function generated from correlation functions(121, 122). We first provide a brief overview of

the two directions, highlighting important distinctions between the two methods and how

the calculations are performed in practice, before going into more detail about and showing
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Figure 2

Schematic outlining two approaches for generating linear and nonlinear optical spectra that

combine vibronic and environmental effects: the static approach to combine ensemble sampling

with a harmonic model (red lines) and the dynamic approach based on computing the energy gap
fluctuations of the fully coupled chromophore-environment system (blue lines). In this schematic

the data shown is for the deprotonated trans-thiophenyl-p-coumarate (pCT−) chromophore in

water.

results from each method.

2. Theoretical Background

The schematic in Figure 2 outlines the static and dynamic approaches for combining

vibronic and environmental effects in linear and nonlinear optical spectroscopy that we

focus on in this review article. Both methods begin by simulating a chromophore within

its atomistic environment at room temperature. In practice, this simulation is usually an

MD trajectory, which will provide either the independent snapshots of atomic positions

spaced apart in time needed for the static approach, or will provide a time-sequence of

configurations that will be used to compute ground to excited state energy gaps for the

dynamic approach.

We first outline the scheme for the static approach, shown with red lines in Figure

2. For each independent snapshot sampled from the ensemble, we assume a separation of

timescales for the nuclear redistribution of the environment upon electronic excitation of the

chromophore to justify freezing the atomistic environment during a geometry optimization

of the chromophore in its ground S0 and excited S1 states. At these optimized geometries

the normal modes are computed within a harmonic approximation to the potential energy

surfaces and the frequencies, displacements, and relative rotations between ground and ex-

cited state normal modes are used to compute a Franck-Condon spectrum by parametrizing

a harmonic model called the generalized Brownian oscillator model (GBOM) (37, 123). This

model assumes displaced harmonic ground and excited state potential energy surfaces that

can have different curvatures and that may be rotated to mix the normal modes of the

ground and excited state, known as a Duschinsky rotation (124).

GBOM: Generalized

Brownian oscillator

model, a nuclear
model Hamiltonian

obtained from a

harmonic expansion
of the ground and
excited state
potential energy
surfaces around their

minima.

Duschinsky rotation:
Rotation matrix

relating the ground
and excited state

normal modes.

In the GBOM, the nuclear Hamiltonians for the electronic ground and excited state

with Nj vibrational modes can be written as:
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Hg(q̂g, p̂g) =
1

2

Nj∑
j

[
p̂2

g,j + ω2
g,j q̂

2
g,j

]
, 1a.

He(q̂e, p̂e) =
1

2

Nj∑
j

[
p̂2

e,j + ω2
e,j q̂

2
e,j

]
+ ∆0

eg, 1b.

where q̂g is the operator of nuclear coordinates and p̂g is the operator of momentum on

the ground state PES and where the ground and excited state normal modes are related

through the linear transformation:

q̂g,i =

Nj∑
j

Jij q̂e,j +Ki. 2.

Here, Ki is the shift vector describing the displacement between ground and excited state

PES minima, ∆0
eg is the adiabatic energy gap between the surfaces, and J is the Duschin-

sky rotation matrix. The parametrized GBOM can then be used to generate optical spec-

troscopy data in two different ways. Within the Condon approximation, the linear absorp-

tion spectrum of the GBOM can be solved exactly, leading to a Franck-Condon spectrum

within a single specific environment configuration. These spectra can then be summed in

various ways, as described in the next section, to create a linear absorption spectrum that

captures both vibronic and environment effects. Alternatively, the harmonic GBOM can be

used to generate a spectral density in which the vibrational modes that couple to the optical

excitation are computed in the presence of the specific environment, as seen in Figure 1b.

cumulant expansion:
Used to reformulate
a quantum

statistical average of

the time-ordered
exponentials in

terms of an

expansion of
cumulants: mean,

variance, third

central moment, etc.

Key to this alternative route for the static approach, as well as the dynamic approach

outlined below, is the ability to write the response functions in terms of a cumulant expan-

sion of the energy gap fluctuation operator δU(q̂g). The linear response function can then

be written as(121)

σ(ω) ∝ Re

∫ ∞
0

dt ei(ω−ω̄eg)t
〈

exp+

[
−i

∫ t

0

dτ δU
[
q̂g(τ)

]]〉
∝ Re

∫ ∞
0

dt ei(ω−ω̄eg)texp

[
∞∑
n=2

gn(t)

]
.

3.

Here, ω̄eg =
〈
U(q̂g)

〉
is the thermal average of the energy gap operator connecting the

electronic ground state g to the excited state e, gn(t) is the nth order cumulant and Hartree

atomic units are used throughout. For the GBOM, the thermal average can be evaluated

analytically as(37)

ω̄eg = ∆0
eg+

1

2

∑
jnm

KmJmj(ωe,j)
2JTjnKn+

∑
jn

1

4ωg,n

[
Jnj(ωe,j)

2JTjn − (ωg,n)2
]

coth

(
βωg,n

2

)
,

4.

where β = 1/(kBT ). The thermal average ω̄eg reduces exactly to the vertical excitation

energy of snapshot j evaluated at the ground state optimized geometry if the ground and

excited state frequencies of the GBOM are identical and no Duschinsky effects are consid-

ered.

The cumulants of both the linear and nonlinear response functions can be expressed in

terms of time-ordered integrals of increasing orders of quantum time-correlation functions
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Quantum and classical correlation functions

Computing exact quantum correlation functions requires the full knowledge of the eigenstates of the nuclear

Hamiltonian and they are therefore generally only accessible for simple model systems, such as harmonic

oscillators. Classical correlation functions are much simpler to calculate and can, for example, be constructed

from a set of correlated configurations extracted from a molecular dynamics trajectory. For this reason,

much work has been focused on deriving approaches to approximately reconstruct the quantum correlation

function from its classical counterpart.(125–128) This can be achieved through a quantum correction factor,

which can be derived, for example, by exploiting that the classical and the quantum correlation functions

must agree in the high temperature limit.

CδU of the energy gap fluctuation operator δU = U − ω̄eg. For the GBOM, these quantum

time-correlation functions have analytical expressions(37), but these quantum correlation

functions are not available for realistic systems. For the second order cumulant

g2

[
C
{2}
δU

]
(t) =

∫ t

0

dτ2

∫ τ2

0

dτ1 C
{2}
δU (τ2 − τ1), 5.

where

C
{2}
δU (t) = 〈δU(t)δU(0)〉 , 6.

with analogous expressions for higher order cumulants(129). If a system possesses Gaussian

fluctuations of the energy gap, the cumulant expansion at second order is exact and all

higher order cumulant terms are zero.

Gaussian
fluctuations: Energy
gap fluctuations

resulting from a

Gaussian process
possess a Gaussian

energy gap

distribution and
multivariate

Gaussian joint

distributions at
different time points.

For such Gaussian

dynamics, the
optical spectrum can

be expressed exactly
in a second order

cumulant expansion.

Truncating the cumulant expansion at second order maps the system dynamics onto

a fictitious bath of linearly coupled harmonic oscillators that possess Gaussian energy

gap fluctuations, for which linear and nonlinear spectroscopy signals can be computed

analytically(121). The second order cumulant contribution g2(t) is a functional of the

electronic-vibrational coupling described by the spectral density J (ω) , computed by switch-

ing into Fourier space and evaluating the time-ordered integrals analytically(121):

g2(t) =
1

π

∫ ∞
0

dω
J (ω)

ω2

[
coth

(
βω

2

)
[1− cos(ωt)]− i[sin(ωt)− ωt]

]
, 7.

where

J (ω) = iθ(ω)

∫
dt eiωt Im CδU (t). 8.

A similar expression can be derived(37) for the third order correction g3(t). Within the

GBOM, both the difference in curvature, with ωg,i 6= ωe,i, and the Duschinsky rotation

lead to a nonlinear dependence on nuclear coordinates of the operator δU(q̂g) and thus

non-Gaussian energy gap fluctuations, meaning that truncation of cumulant expansion at

second order cumulant is no longer exact(37).

Although a truncated cumulant expansion, unlike the Franck-Condon approach, intro-

duces approximations in the linear absorption spectrum when applied to the GBOM, it

allows for the straightforward computation of nonlinear optical spectra based on the third

order response function, for which exact closed-form expressions for the GBOM Hamilto-

nian are not currently available. For example, in the second order cumulant approximation,
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the absorptive two-dimensional electronic spectroscopy signal for a two-level system can be

written as

S2DES(ω3 − ω̄eg, tdelay, ω1 − ω̄eg) ∝

Re

∫ ∞
0

dt3

∫ ∞
0

dt1
[
eiω3t3+iω1t1 (R1(t3, tdelay, t1) +R4(t3, tdelay, t1))

× e−iω3t3+iω1t1 (R2(t3, tdelay, t1) +R3(t3, tdelay, t1))
]
, 9.

where R1 − R4 are contributions from individual double-sided Feynman diagrams that,

under the second order cumulant approximation, are completely specified by g2(t)(121).

Within this lower branch of the static approach shown in Figure 2, the inhomogeneous

broadening of the environment can be accounted for with the addition of phenomenolog-

ical solvent broadening, and the spectral density can then be used to compute the linear

spectrum or nonlinear spectra, such as the two-dimensional electronic spectrum (2DES)

and transient absorption spectrum. These spectra will be missing some of the explicit en-

vironment effects that manifest in the low-frequency region of the spectral density(92), but

will contain the effects of how the explicit solvent affects the high-frequency chromophore

vibrations. Because nonlinear optical spectroscopy generally follows the evolution of an ex-

cited state over time, the separation of timescales argument that justifies the use of a frozen

environment for normal mode calculation will be more valid at shorter timescales and will

degrade over time as the nuclear response of the environment to the electronic excitation

becomes important.

2DES:
Two-dimensional

electronic

spectroscopy, a
nonlinear optical

spectroscopy method

for measuring
ultrafast phenomena

showing correlation
between excitation,

ω1, and emission,

ω3, frequencies.

The scheme for the dynamic approach for using the linear and nonlinear response func-

tion is shown with blue lines in Figure 2. For a time-series of chromophore-environment

configurations, the energy gap is computed to generate the energy gap fluctuations as a

function of time. The cumulant expansion of the energy gap fluctuation operator can then

be used in linear and nonlinear response theory, with truncation of the expansion at second

order mapping the energy fluctuations onto harmonic ground and excited state surfaces

(note that these harmonic surfaces are not the same as those used in the GBOM wherein

the harmonic surfaces are expanded around the minimum). From this harmonic mapping,

the spectral density can be computed but, unlike for the static approach, the full coupling

to the environment is included in this spectral density, manifesting in spectral weight in the

low-frequency region(92). From the spectral density, both the linear and nonlinear spectra

can be generated, with movement of the chromophore and the environment treated on equal

footing, thus naturally including both vibronic and environment effects.

In the remainder of this review we go deeper into the theory of these two approaches

and highlight results of some recent studies using both methods.

3. Static input approach: Combining ensemble sampling with the harmonic
model for linear and nonlinear spectroscopy

Recently, two of the authors introduced an approach for simulating linear spectroscopy that

combines ensemble sampling of chromophore-environment configurations with the vibronic

effects captured within the Franck-Condon approach(90). This approach, requiring only

static input, follows the top path in the scheme in Figure 2 by summing over multiple

Franck-Condon (FC) spectra that sample different minima due to interactions with the

8 Zuehlsdorff et al.



specific environment.
Franck-Condon (FC)
spectrum: Linear

spectrum wherein

the intensity of
vibronic transitions

is proportional to

the square of the
overlap of ground

and excited state

vibrational wave
functions

For each frame in the ensemble, the spectrum depends on the coordinates of the chro-

mophore and the solvent environment Rj = {Rc
j ,R

s
j}, where Rc

j is the chromophore degrees

of freedom and Rs
j is the solvent degrees of freedom. Following the assumption that the sol-

vent nuclear degrees of freedom are slower than the degrees of freedom of the chromophore

on the time scale of optical transition, a Franck-Condon spectrum is computed by optimiz-

ing the ground and excited state of the chromophore, thereby determining Rc
j within frozen

solvent environment Rs
j . For a given frame, the FC spectrum will then be computed by

integrating the ground and excited state vibrational wave functions of the chromophore over

Rc
j variables while being parametrically dependent on Rs

j variables. To combine vibronic

and environment effects, the absorption spectrum is then given by a sum over individual

FC spectra as

σsum−FC (ω) =
1

Nframes

Nframes∑
j

σFC,j(ω), 10.

where σFC is a Franck-Condon spectrum of the chromophore for a given nuclear configura-

tion of solvent obtained from a single MD frame,

σFC (ω) =
4π2

3c

∣∣µeg

∣∣2∑
vg

ρvg
∑
ve

[∣∣〈φvg ∣∣φve〉∣∣2 [ωve − ωvg]N (ω − [ωve − ωvg]) ]. 11.

The terms φvg and φve denote nuclear vibrational wave functions and ωve and ωvg
represent the corresponding energy of the system in vibronic states |g vg〉 and |e ve〉. The

temperature-dependent Boltzmann population ρvg determines the population of the ground

vibrational states. The integral 〈φvg
∣∣φve〉 is the Franck-Condon overlap that determines the

intensity of the vibronic transition between different vibrational levels. The total area of

each FC spectrum in the sum is determined by value of the transition dipole moment

µeg squared. The spectrum can be broadened using Gaussian functions, N , centered at

the transition energies with a width to account for finite sampling. Alternatively, the

broadening can also be introduced through an effective low frequency spectral density of

the Debye form(37).

Since publishing that work, versions of this approach have been used by Sharifzadeh and

co-workers to model the spectrum of stacked organic chromophores with multiple low-energy

minima (62) and by Santoro and co-workers to model flexible chromophores in solution(118).

Both of these studies made use of a vertical gradient or Hessian approach that avoids

optimizing the geometry of the excited state and therefore decreases the computational

cost of computing the Franck-Condon spectra(130).

An alternative cost-saving strategy that we introduced uses an average Franck-

Condon spectrum along with a separation of temperature regimes for the solvent and

chromophore.(90) This approach, which we call ensemble- average zero temperature Franck-

Condon (E-avg-ZTFC), computes the excitation energies for an ensemble of MD configu-

rations at the desired temperature to capture chromophore-environment interactions and

then dresses each of these excitation energies with an average zero-temperature Franck-

Condon spectrum that has been computed for a few snapshots in the presence of a frozen

environment. With this technique, the computed excitation energies each weighted by the

corresponding oscillator strength are identical to an ensemble spectrum, containing the full

temperature dependence of the system. Dressing each of these states with a Franck-Condon

spectrum replaces the Gaussian function that is usually used in the generation of an en-

www.annualreviews.org • Vibronic and Environmental Effects in Simulations of Optical Spectroscopy 9



Figure 3

Experimental(131) (gray) and simulated absorption spectra for the Nile red chromophore in the
water, with the maximum intensity aligned for all spectra. The explicit solvent results are

averaged over 45 MD snapshots. Equivalent broadening was used for all spectra. (a) Vibronic

spectra for the structure optimized in implicit solvent are computed in the Franck-Condon (FC)
approach or second order cumulant approximation (g2). Ensemble spectra computed directly from

MD snapshots and where the chromophore has been optimized in a frozen explicit solvent
environment. (b) Four ways to combine vibronic and environment effects within the static

approach. Solid lines show spectra computed using a sum of finite-temperature Franck-Condon

spectra computed within explicit solvent environment and using an average Franck-Condon
spectrum convoluted with the ensemble optimized spectrum (Eopt-avgFC). Dashed lines show

spectra computed using a sum of cumulant based spectra and using an average vibronic shape

function (Eopt-avg-g2).

semble spectrum, but adds a correction to the spectral shape for vibronic transitions and

zero-point energy. The computational cost of this method is similar to that of computing an

ensemble spectrum, but the spectral shape will be improved. This method is not suitable

for modeling the spectra of systems with significant vibronic fine structure, as the peaks will

be overly broadened by the ensemble sampling, and is instead better for chromophores with

strong interactions with the environment. Our original implementation of the E-avg-ZTFC

method double counts the chromophore degrees of freedom by sampling the chromophore

vibrational modes in the MD sampling and the zero-point motion of the chromophore in

the Franck-Condon spectrum. Our follow up paper working with Markland and co-workers

outlines how this double counting can be removed.(37)

We will here introduce another method that combines ensemble sampling of the envi-

ronment with Franck-Condon calculations that we plan to discuss in more detail in a future

publication. This method avoids the double counting of chromophore zero point energy that

was present in the original E-avg-ZTFC method, and its computational cost is between that

of the E-avg-ZTFC method and the method that computes a Franck-Condon spectrum for

every configuration. Like the E-avg-ZTFC method, it uses an average Franck-Condon spec-

trum computed for a few snapshots in the presence of the frozen explicit environment, but

instead of using this spectrum to dress the excitation energies of the MD configurations, it

will dress the excitation energies of structures where the chromophore has been optimized

in the ground state within the frozen environment. By optimizing the geometry of the

chromophore within the frozen environment, we remove the temperature from the chro-

mophore degrees of freedom but keep the temperature induced environmental effects (such

10 Zuehlsdorff et al.



as the environment leading to twisted configurations that would not be sampled at zero

temperature). Figure 3a shows the computed ensemble and optimized ensemble spectrum

for the Nile red chromophore in water, where we see that the ensemble spectrum for the

chromophore optimized in explicit solvent is more narrow because the temperature is re-

moved from the chromophore degrees of freedom. Neither of the ensemble spectra show

good agreement with the shape or width of the experimental spectrum.

To add vibronic effects to the computed ensemble optimized spectrum, we no longer

use a zero-temperature Franck-Condon spectrum, but instead use an average finite tem-

perature Franck-Condon spectrum so that the temperature effects of the environment are

treated classically with MD sampling and that of the chromophore are treated quantum

mechanically by population of quantized vibrational energy levels. In this approach, in Eq.

9, only the transition dipole moment and transition energy retain dependence on solvent

degrees of freedom. The resulting expression for the absorption spectrum is

σEopt-avg-FC (ω) ∝ 1

Nframes

Nframes∑
j

∣∣µeg,j

∣∣2σavg
FC (ω −∆ωeg,j) 12.

where ∆ωeg,j = ωeg,j−ωavg
eg . The vertical excitation energy for frame j is ωeg,j as computed

for the ground state optimized geometry of the chromophore in the frozen solvent environ-

ment, and ωavg
eg is the vertical excitation energy averaged over Nframes. The average vibronic

shape function σavg
FC is computed by averaging over finite temperature Franck-Condon spec-

tra calculated in a frozen solvent environment, where all spectra are shifted such that their

vibronic 0-0 transitions are aligned. The average vibronic shape function is normalized

so that it integrates to one, with the sum in Eq. 12 then weighting each vibronic shape

function by the transition dipole moment squared of the optimized frozen solvent snapshot,

thus accounting for some non-Condon effects.

Depending on how many configurations are included in the average FC spectrum, this

method of combining ensemble optimized structures with a finite-temperature FC spectrum,

or Eopt-avg-FC, is computationally much more efficient than those that compute an excited

state optimized structure or gradient or Hessian for each configuration. In practice, we have

found that an average over ten configurations is adequate for simulating the average FC

spectra for chromophores in solution, whereas we find that on the order of a hundred to a

thousand configurations is needed for sampling the ensemble. For the case of the Nile red

chromophore in water, the FC spectra computed in explicit solvent in Figure 1a shows some

variation in the height of the 0-0 vibronic peak across configurations, but the overall shape

of the FC spectrum does not change significantly. The validity of an average FC spectrum

can be tested by computing the spectrum for configurations that appear to sample different

minima, e.g. a planar and twisted configuration of a chromophore, and then using different

average FC spectra as needed.

The absorption spectrum computed with the new Eopt-avg-FC method shows good

agreement with the more expensive method of summing a different FC spectrum for each

configuration, see Figure 3b. Both methods capture the asymmetry of the spectrum and

the high-energy vibronic tail, with the Eopt-avg-FC spectrum being a bit broader than

the summed FC spectrum. Compared to experiment, both methods are a bit too narrow

at the top of the spectrum, which could be due to limited sampling (only 45 snapshots)

or the shape of the FC spectrum obtained with the chosen electronic structure method.

We note that even better agreement with the experimental spectrum could be obtained

with a different electronic structure method, as these computational results used CAM-
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B3LYP (132) computed within the Tamm-Dancoff approximation, but we found improved

agreement with the experimental spectrum without the Tamm-Dancoff approximation and

using the larger 6-311G** basis set.

As noted in the scheme in Figure 2, the GBOM approach for which the Franck-Condon

spectrum generates the exact linear absorption spectrum can instead be used to compute a

response function and spectral density within the second order cumulant approximation.(37)

Figure 1a compares the computed spectra for these two approaches as generated from

the GBOM parametrized from the Nile Red chromophore in implicit water solvent. The

spectra have similar shapes, but the exact FC spectrum has slightly more vibronic fine

structure than the spectrum generated with the second order cumulant approximation.

This result is in agreement with our previous work that showed that the addition of third

order cumulant term sharpens the vibronic fine structure, bringing the spectrum closer to

the exact FC result. Although the second order cumulant approximation introduces an

additional approximation beyond the FC method, and therefore does not generate an exact

absorption spectrum for the GBOM, the second order cumulant response functions provide

a route to nonlinear spectroscopy within the static approach. We therefore here formulate

equivalents of the sumFC and the Eopt-avg-FC schemes in the cumulant approach, which

we denote as sum-g2 and Eopt-avg-g2 respectively. For linear spectroscopy, we can sum the

response functions obtained within the second order cumulant expansion g2 to obtain

σsum−g2(ω) =
1

Nframes

Nframes∑
j

σg2,j(ω) 13.

with the response function for a given frame j given by

σg2(ω) =
4π2ω

3c

∣∣µeg

∣∣2Re

∫ ∞
0

exp [i (ω̄eg − ω) t− g2(t)] dt 14.

where the second order cumulant g2, the thermal average of the energy operator for the

GBOM ω̄eg, and the transition dipole moment µeg all depend parametrically on the frozen

solvent environment.

For the more simplified Eopt-avg-g2 scheme, the linear spectrum can be computed as

σEopt-avg-g2(ω) ∝ 1

Nframes

Nframes∑
j

∣∣µeg,j

∣∣2σavg
g2 (ω −∆ωeg,j) 15.

where the definition of ∆ωeg,j is the same as for the Franck-Condon based approach and σavg
g2

is an averaged vibronic shape function in the second order cumulant approach computed

for a set of GBOMs in frozen solvent environment, where the averaging is carried out

by shifting the 0-0 transitions of all GBOM spectra to the average 0-0 transition energy.

Furthermore, as in the FC-based approach, the average shape function is normalized such

that it integrates to one.

The resulting linear absorption spectra for these two approximate cumulant based ap-

proaches are shown in Figure 3b. Similar to what we see in Figure 3a for the implicit sol-

vent calculation, the second order cumulant spectra are broader and have less fine structure

than their FC based counterparts, which in this case leads to fortuitous better agreement

with the experimental absorption spectrum. Similar to the FC based methods, the spectra

computed using a sum or using an average vibronic spectrum placed at the energies of the
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ground state optimized structures are in good agreement with each other, suggesting that

the use of the average response function may be a valid way to reduce computational cost.

Although the sum-g2 and the Eopt-avg-g2 schemes introduce additional approximations

in linear spectroscopy when compared to their Franck-Condon based counterparts, they can

be straightforwardly extended to the computation of nonlinear spectra, such as 2DES. The

corresponding expressions are given by

Ssum-g2(ω3, tdelay, ω1) =
1

Nframes

Nframes∑
j

Sg2
2DES,j(ω3, tdelay, ω1), 16.

and

SEopt-avg-g2(ω3, tdelay, ω1) ∝ 1

Nframes

Nframes∑
j

∣∣µeg,j

∣∣4Sg2,avg
2DES (ω3 −∆ωeg,j , tdelay, ω1 −∆ωeg,j),

17.

where Sg2,avg
2DES denotes an average 2DES shape function computed for a number of frozen

solvent snapshots, where the averaging is carried out by shifting all spectra such that the

0-0 transitions coincide with the average 0-0 transition, and the resulting averaged spectrum

is again normalized to integrate to one and then scaled by the transition dipole moment to

the fourth power for each frame.

Using the same parameters as for the linear absorption spectra based on the second order

cumulant approximation presented in Figure 3, the corresponding 2DES results are shown

in Figure 4. As might be expected from the implicit solvent results that we know from

Figures 1 and 3 over-emphasize the vibrational-electronic coupling, the implicit solvent

2DES shows more narrow features and more clear off diagonal features indicative of vibronic

coherences. The 2DES containing vibronic and environment effects are broader and appear

to show faster electronic relaxation. The good agreement between the sum and average

linear response function methods from the linear absorption spectra is maintained in the

2DES, at least at the time scales examined here.

Although combining the GBOM with the cumulant expansion provides a route to sim-

ulation of nonlinear spectroscopy, the method has not yet been thoroughly benchmarked

with either experiment or with the dynamic approach described below. Proper comparisons

of the dynamic and static approaches for combining vibronic and environment effects re-

quires performing the MD at the same level of the theory as the excited state calculations

to avoid artifacts due to the mismatch in Hamiltonians. Loco et al. (88) have performed

a study comparing similar versions of the static and dynamic approaches presented here

in the context of absorption lineshapes. Compared to the static approaches outlined here,

the dynamic approach we next describe likely provides a more rigorous route to nonlinear

spectroscopy because of the full dynamic coupling of the chromophore to the environment,

removing the separation of time scales approximation, as we describe in the next section.

4. Dynamic input approach: Energy gap fluctuations and the cumulant
expansion for linear and nonlinear spectroscopy

The dynamic approach highlighted here based on the Kubo formalism (133–135) for mod-

eling linear and nonlinear optical spectroscopy uses a time-series of excitation energies to

compute linear and nonlinear correlation functions. One of the main advantages of this

approach is that all relevant physical phenomena arising from movement of the atoms of
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Figure 4

Comparison of three methods to simulate 2D electronic spectra within the static approach for the
Nile red chromophore in water where the absorption maxima have been energetically aligned to

facilitate comparisons of spectral shapes. The implicit solvent results are based on the optimized

ground and excited state structures in continuum solvent. The other methods based on a second
order cumulant approximation combine vibronic and environment effects within a static picture

by including data from the same 45 snapshots of Nile Red optimized in explicit solvent used in

Figures 1 and 3. The average response function approach shows good agreement with the more
rigorous approach that sums the response functions.

the chromophore and the environment are included on equal footing, invoking no separation

of timescales for the chromophore and environment. For a large, disordered system, this

time-series approach also has the advantage of avoiding geometry optimization of system,

instead sampling many local minima and potentially anharmonic regions of the potential

energy surfaces.

Except for simple model systems, the exact quantum correlation functions C
{n}
δU are

inaccessible. However, approximately reconstructing quantum correlation functions from

their classical counterparts C
{n},cl
δU is possible using quantum correction factors.(125–128)

Classical correlation functions are much easier to compute than their quantum counterparts

and can, for example, be constructed by calculating vertical excitation energies along an

MD trajectory(20, 21, 24–26, 88, 92, 109, 136), as outlined by the blue lines in the scheme in

Figure 2. In a recent study by two of the authors working with Markland and co-workers,

we showed that a truncated cumulant expansion of the energy gap fluctuations combined

with a QCF provides a highly appealing approach for simulating optical spectra since it

accurately captures vibronic and environmental effects for both strong and weak solvent

interactions(37).

QM: Quantum
mechanical,
electrons are treated

quantum

mechanically within
the electronic

structure
calculations

We recently demonstrated that the quantum mechanical (QM) electronic polarization

of the environment within the excited state calculation affects the spectral densities and

lineshapes within the cumulant framework. (92) We found that the QM environment can

enhance or depress the coupling of fast chromophore degrees of freedom to the energy
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Figure 5

The spectral density and time=0 2DES for photoactive yellow protein as computed for a 6 ps MD

trajectory, where the CAM-B3LYP/6-31G* excited state calculations were performed with three

different QM regions.

gap, altering the electronic-vibrational coupling and the resulting vibronic progressions in

the absorption spectrum. For chromophores in solution, the changes in spectral density

peak heights were systematic with increasing QM region size, converging after inclusion

of approximately one full solvation shell, and generally adding more weight to the low-

frequency region of the spectral density, resulting in a broader linear absorption spectrum

and faster decay time in the 2DES. However, for the chromophore inside of photoactive

yellow protein, changes in the spectral density were not systematic with increasing QM

region size, see Figure 5. Including only the chromophore as QM and surrounding protein

as fixed point charges, as in QM region 1, leads to more intense high-frequency peaks,

resulting in more vibronic fine structure in the linear absorption spectrum and more intense

signals of vibronic coherences in the 2DES. Including some nearby protein residues around

the chromophore in the QM region, as in QM region 2, leads to enhancement of the low-

freqency region of the spectral density, removing some of the vibronic fine structure from

the linear absorption spectrum, but the QM treatment of the entire hydrophobic protein

pocket around the chromophore, as in QM region 3, yields spectral shapes between those

of QM regions 1 and 2. Key to these spectral differences is how the QM treatment of the

environment affects the low-frequency region of the spectral density. These differences in

the specific environment seen in the low-frequency region cannot be captured with the static

approaches described previously that freeze the atomistic environment during the normal

mode computations. With the choice of QM region clearly affecting the optical spectra and

with increasing QM region leading to a large increase in computational cost, it is unclear

if QM treatment of the environment or extended sampling of configuration space will be

more important, and the answer is likely system dependent.

Although thus far within the dynamic approach we have focused on results that truncate

the cumulant expansion at second order, our recent studies suggest that the addition of the

third order term can improve the computed linear absorption spectrum and can capture

some of the nonlinear coupling effects on the 2DES caused by Duschinsky mode mixing

and the differing curvatures of the ground and excited state potentials(137). We found

that the third order cumulant correction is strongly dependent on the QM treatment of the

solvent environment, revealing the interplay between environmental polarization and the

www.annualreviews.org • Vibronic and Environmental Effects in Simulations of Optical Spectroscopy 15



electronic-vibrational coupling.

With excitation energies computed for a long enough MD trajectory, all of configuration

space could be sampled and the convergence of correlation functions that enter into the

linear and nonlinear response functions would be straight-forward. However, in practice

computing the excitation energies for such a lengthy trajectory may be impossible and the

question then arises about how best to generate the optical spectra obtained within the

dynamic approach.

A potential way to sample both the fast chromophore degrees of freedom responsible

for vibronic coherences and the slow conformational changes of the environment giving rise

to spectral broadening is to use the information obtained from several short uncorrelated

MD trajectories. Data from multiple trajectorites can then be combined in a number of

different ways. One approach is to compute a spectrum for each individual trajectory

and sum the spectra. The resulting expression for linear and nonlinear spectroscopy is

highly analogous to the sum-g2 approach introduced in Eqns. 13 and 16, with the difference

that the cumulants, thermal averages of the energy gap, and average dipole moments are

computed for individual MD trajectories, rather than for GBOMs in different frozen solvent

environments. Alternatively, classical correlation functions of the energy gap computed for

the individual trajectories can be averaged, such that

C
{2},cl
δU,avg(t) =

1

Ntraj

Ntraj∑
k

C
{2},cl
U,k (t)−

 1

Ntraj

Ntraj∑
k

ωavg
eg,k

2

18.

where C
{2},cl
U,j (t) and ωavg

eg,k are the classical autocorrelation function of the energy gap and

the classical thermal average of the energy gap for trajectory k respectively. Averaging cor-

relation functions as in Eqn. 18 yields a single, well-defined spectral density that includes

both the effects of the fast degrees of freedom of the chromophore and conformational sam-

pling of the environment. Eqn. 18 implicitly assumes a separation of timescales between the

dynamic coupling of degrees of freedom captured by the correlation function of an individual

trajectory and the slow moving environmental configurations sampled through the averag-

ing over independent trajectories. However, for sufficiently long individual trajectories the

average correlation function approach is expected to yield the same results as a correlation

function computed from a single long trajectory, while providing a more computationally

efficient way of sampling both slow and fast degrees of freedom. However, if a system pos-

sesses several distinct, long-lived conformations, for which the fast chromophore degrees of

freedom couple differently to the energy gap, the sum-g2 approach provides a more accu-

rate linear spectrum, as it allows for summing up the distinct spectral contributions from

individual conformations, similar to the sum-FC approach.

One of the major drawbacks of this dynamic approach is the prohibitive cost of com-

puting the lengthy time-sequence of electronic excitation energies required to converge the

time correlation functions. Running thousands of excited state calculations, although expen-

sive, is now computationally feasible with advanced high-performance computing clusters

that can run hundreds of electronic structure calculations in parallel. Large scale excited

state calculations that include a QM treatment of hundreds of atoms in the environment

are now possible, for example time-dependent density functional theory is linear scaling

(138, 139) as implemented in ONETEP(3) and and is GPU accelerated as implemented

in TeraChem.(1, 2, 4, 140) However, many thousands of these excited state calculations

could potentially be avoided by instead using a smaller subset of excited state calculations
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to train a machine learning algorithm to predict the excitation energies. In work where

two of the authors collaborate with Markland and co-workers, we leverage the locality of

chromophore excitations to develop machine learning models to predict the excited state

energy gap of chromophores in complex environments for efficiently constructing linear

and multidimensional optical spectra.(100) These models span a hierarchy of physical ap-

proximations, across a range of chromophore-environment interaction strengths, to provide

different strategies for the construction of machine learning models that greatly accelerate

the calculation of multidimensional optical spectra based on the dynamic approach. Given

the promise of the dynamic approach for capturing vibronic and environmental effects on

equal footing for simulations of optical spectroscopy, developing methods that build on the

dynamic approach to make calculations faster and more accurate may be the next logical

step in advancing simulations of linear and nonlinear spectroscopy.

5. Outlook

This review highlights recent advances in methods that combine vibronic and environmental

effects in simulations of optical spectroscopy, touching briefly on how these effects manifest

in optical linear and nonlinear spectra. Although these advances are promising in making

strides towards simulating more complex condensed phase systems and making connections

with experimental studies, there are still many improvements needed in the long road ahead.

The appeal of the static approach is avoiding the computation of a lengthy time-series

of excitation energies. However, the static approach as discussed here does not capture

dynamic coupling between the system and the environment and also approximates potential

energy surfaces as being harmonic. Further advances will likely go beyond harmonic models

to more directly capture the effects of realistic and complex potential energy surfaces.

Although within the dynamic approach the inclusion of the third order term in the cumulant

expansion captures some anharmonic effects, the behavior and accuracy of terms beyond

second order cumulant remains relatively unexplored in realistic systems, and different

dynamic approaches may be required to properly model systems with strongly anharmonic

degrees of freedom.

Another relatively unexplored area is determining how accurate these methods are at

longer timescales. These approaches are most valid at short timescales before the nuclei of

the environment have a chance to respond to the electronic excitation, but it isn’t clear at

which timescales these methods will no longer be reliable.

Spectral density based approaches have been used to model the energy transfer in multi-

chromophore systems, such as those performing light-harvesting, but the role of the effects

discussed here on energy transfer is unclear. How will vibronic couplings and the treatment

of the environment affect the electronic couplings and the energy transfer pathways?

The methods explored in this review are well-defined for two level systems and generally

ignore higher lying transitions. However, realistic systems may have multiple chromophores

transferring energy, may have environment-induced state mixings, will undergo state cross-

ings, and presumably vibronic effects on excited state dynamics will be more pronounced

due to excited-state absorption. Incorporating such nonadiabatic dynamics with vibronic

and environmental effects remains a grand challenge in simulations of nonlinear optical

spectroscopy. Ultimately, a bridge must be built between methods that capture vibronic

and environment effects in condensed phase systems, and the advanced quantum dynamics

approaches that more accurately treat nonadiabatic dynamics but are only affordable for
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small systems.

SUMMARY POINTS

1. Vibronic and environmental effects can be combined in simulations of linear and

nonlinear optical spectroscopy with either a static or dynamic approach.

2. Static approaches rely on a harmonic approximation to the ground and excited state

potential energy surface within a frozen environment.

3. Dynamic approaches rely on truncation of a cumulant expansion and computation

of energy gap correlation functions.

4. Compared to an implicit solvent model, explicit solvent not only broadens spectra,

but also allows the solvent to couple to high-frequency chromophore modes in the

spectral density.

5. The polarization and charge transfer provided by a QM treatment of the envi-

ronment not only affects spectral peak positions, but also changes the couplings

between the electronic excitation and nuclear vibrations.

6. Vibronic effects broaden the spectra via couplings with low-frequency solvent mo-

tions and generate vibronic peaks via couplings with high-frequency chromophore

vibrations, both of which are influenced by the QM treatment of the environment.

7. Machine learning offers a promising route forward for pursuing the computationally

expensive dynamic approach that treats the nuclear motion of the chromophore and

environment on equal footing, truly combining vibronic and environment effects in

modeling the spectroscopy of chromophores in complex environments.
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REFERENCE ANNOTATIONS

12. Bondanza. A recent review that provides a good overview of polarizable embedding

QM/MM and its application to spectroscopy and dynamics simulations.

22. Baiardi. Showcases time-dependent approach for Franck-Condon calculations.

Ref [64], de Souza et al, presents the more mathematically stable formulation.

117. Loco. A tutorial review that provides a good starting point for spectroscopy

calculations within the dynamic approach.

118. Cerezo / Santoro. Here Santoro and co-workers apply the sumFC method

within a vertical Hessian approach for additional computational savings.

121. Mukamel. A fundamental book detailing many aspects of nonlinear spectroscopy.

A more approachable set of notes can be found online by Peter Hamm, “Principles of

Nonlinear Optical Spectroscopy: A Practical Approach.”
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