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Abstract—A continuing trend in many scientific disciplines is
the growth in the volume of data collected by scientific instru-
ments and the desire to rapidly and efficiently distribute this data
to the scientific community. Transferring these large data sets
to a geographically distributed research community consumes
significant network bandwidth. As both the data volume and
number of subscribers grows, reliable network multicast is a
promising approach to reduce the rate of growth of the band-
width needed to support efficient data distribution. In prior work,
we identified a need for reliable network multicast: scientists
engaged in atmospheric research subscribing to meteorological
file-streams. Specifically, the University Cooperation Atmospheric
Research (UCAR) uses the Local Data Manager (LDM) to
disseminate data. This work describes a trial deployment of a
multicast-enabled LDM, in which eight university campuses are
connected via corresponding regional Research-and-Education
Networks (RENs) and Internet2. Using this deployment, we
evaluated the new version of LDM, LDM?7, which uses network
multicast with a reliable transport protocol, and leverages Layer-
2 (L2) multipoint Virtual LAN (VLAN/MPLS). A performance
monitoring system was deployed to collect real-time performance
of LDM7, which showed that our proof-of-concept prototype
worked significantly better than the current production LDM,
LDMBG6, in two ways: (i) LDM?7 can distribute file streams faster
than LDM6. With six subscribers, an almost 22-fold improvement
was observed with LDM7 at 100 Mbps. And (ii) to achieve a
similar performance, LDM7 significantly reduces the need for
bandwidth, which reduced the bandwidth requirement by about
90% over LDM6 to achieve 20 Mbps average throughput across
four subscribers.

Index Terms—File-Stream Distribution; Software Defined Net-
work; Multicast; Control-Plane Protocol

I. INTRODUCTION

A continuing trend in many scientific disciplines is the
growth in the volume of data collected by scientific instru-
ments and the desire to rapidly and efficiently distribute this
data to the scientific community. Transferring these large
data sets to a geographically distributed research community
consumes significant network bandwidth. For example, in
Unidata’s Internet Data Distribution (IDD) system, the Univer-
sity Corporation for Atmospheric Research (UCAR) uses an
application, called Local Data Manager (LDM), to distribute
30 different types of meteorological data (e.g., surface ob-
servations, radar data, satellite imagery, wind profiler data,
lightning data, and high-resolution computer-model output)
to 574 hosts in 217 domains. Approximately 420,000 data

products! comprising 50 gigabytes are generated each hour.
The volume of data and number of subscribers have both been
increasing. For example, the GOES-16 weather satellite that
recently came online has an operational bandwidth that is 14
times greater than the previous-generation satellite.

A simultaneous occurrence of two events, an application
top-down push for reliable network multicast, and a bottom-
up technological advance in the form of Software-Defined
Networks (SDN), led to the work presented here. The current
LDM, LDMS6, uses a separate unicast TCP connection from
a publisher to each of its subscribers, which explains why
both the sender computing power and network bandwidth
requirements have been growing rapidly in the IDD system.
While UCAR receives 50 GB/hr from various input sources,
it transmits, on average, about 2.34 TB/hr from its sending
compute cluster. A network multicast solution would alleviate
the demand of both computing power and network bandwidth.
Thus, LDM and IDD provide the top-down application moti-
vation to revisit the use of network multicast.

The main wide-area, inter-domain network multicast so-
lution that was designed and implemented, but not broadly
used, is IP multicast. Distributed routing solutions, with their
associated protocols, were developed to support IP multicast.
But the complexity of these solutions is one of the reasons
cited for questioning its feasibility [1]. The use of centralized
controllers in SDN greatly simplifies the control-plane actions
required to configure forwarding table in switches for multicast
flows. Thus, SDN provided us the bottom-up technological-
advance motivation to revisit the use of network multicast.

In prior work [2], [3], we described a cross-layer Multicast-
Push Unicast-Pull (MPUP) architecture for supporting reliable
file-stream multicasting, which has the following features: (i)
Layer-2 (L2) multipoint Virtual LAN (VLAN/MPLS) service,
and (ii) File Multicast Transport Protocol (FMTP), a reliable
transport-layer protocol for delivering file-streams, which uses
UDP and Circuit TCP (CTCP) over the L2 network service.
The proposed architecture was evaluated on the NSF GENI
[4] and Chameleon testbeds [5].

In this paper, we describe a trial deployment of a network
multicast solution that addresses the need to distribute large
volumes of scientific data to subscribers reliably and effi-
ciently. The deployment involved eight universities connected

I'The terms “file” are “data product” are used interchangeably.
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Fig. 1: Dynamic Reliable File-Stream Multicast (DRFSM) service architecture

via corresponding regional Research-and-Education Networks
(RENSs) and Internet2, the US-wide REN. To accommodate
this multi-domain WAN usage, we developed a new Dynamic
Reliable File-Stream Multicast (DRFSM) service architecture.
This architecture requires a core network that supports Dy-
namic Multipoint Path Service (DMPS), which is available in
some SDNs, e.g., Internet2.

This paper describes three contributions:

Contributions:

1) A design and implementation of a DRFSM service,

2) A design and implementation of a performance mon-
itoring system and addition of metrics for a rigorous
evaluation, and
A trial deployment of this modified LDM, called LDM7,
involving eight university campuses with experimental
results comparing the performance of LDM7 to LDM6,
the current meteorological data distribution application.

This paper has the following organization: Section II de-
scribes the DRFSM architecture, reviews the transport-layer
protocols, and describes the implementation of the DRFSM
control-plane software and integration of these components
with LDM7. Section III describes the design and implementa-
tion of a new LDM7 performance monitor and defines metrics
used for our evaluation. Our trial deployment in a production
WAN setting is described in Section IV. Section V presents
results of our experimental evaluation on this deployment.

3)

23

Section VI provides background material and reviews recent
related work, and Section VII concludes the paper.

II. DYNAMIC RELIABLE FILE-STREAM MULTICAST
SERVICE

Section II-A illustrates and reviews the DRFSM architecture
in a bottom-up manner. Section II-B describes our implementa-
tion of DRFSM control-plane and integration of these modules
into LDM7.

A. Architectural description

Fig. 1 illustrates our proposed DRFSM service architecture.
This architecture requires two types of network services, L2
path-based service for data-plane and Layer-3 (L3) IP-routed
service for control-plane. The reason the architecture requires
a path-based network service is that, in a multi-receiver
context, sequenced delivery and rate guarantees simplify the
key transport-layer functions of error control, flow control and
congestion control. With sequenced delivery, a receiver can
assume that a packet was dropped when it receives an out-of-
sequence block, and then send a Negative ACKnowledgment
(NACK) requesting block retransmission, which simplifies the
error control. With rate guarantees on the paths from the sender
to receivers, flow control and congestion control are handled
by receivers agreeing to handle packets at the fixed rate of the
multipoint network path in the control-plane path setup phase.
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The rate is selected by the sender based on the characteristics
of the file-stream and the application latency requirements.

Networks: Our architecture model allows for senders and
receivers to be connected to their edge networks, which, in
turn, are interconnected by a DMPS network. This more-
complex model with multiple networks/domains is required,
because the DRFSM service is proposed for WAN usage rather
than for datacenter or enterprise network usage. The DRFSM
service architecture assumes that:
o Edge networks offer:
1) L3 IP-routed service, and
2) L2 static path service, i.e., point-to-point path-based
service with static provisioning capability,
o Core network offers:
1) L3 IP-routed service, and
2) DMPS, i.e., multipoint path service with dynamic
control.
The L3 IP-routed service is used for exchanging control-plane
messages, such as, subscription requests, and SDN controller
signals. The L2 path-based service is used for disseminating
scientific data. While Fig. 1 shows different routers and
switches in the L3 network service and L2 network service,
in practice, a single switch located in each Point-of-Presence
(PoP) can provide both types of services. For example, most
ISPs today deploy equipment, such as Juniper MX 960, that
support both capabilities: (i) IP-forwarding, referred to as L3,
for IP-routed service, and (ii) VLAN and MPLS forwarding,
referred to as L2, for path-based service. To support dynamic
provisioning, a SDN controller is required in the core network.
As shown in Fig. 1, Static Path Segments (SPSs) are
provisioned from the sending and receiving hosts through
edge networks to the DMPS core-network switch ports. The
sender then uses its SDN Controller Clients (SCC) to send
signaling messages to the core-network SDN controller to
request the dynamic configuration of connecting/disconnecting
SPSs in DMPS network. As shown in Fig. 1, a path rate  can
be specified in the setup phase when the Network Service
Interface-Connection Service (NSI-CS) signaling is used to
send a request to the SDN controller. This model allows for
the practical consideration that not all edge and core network
providers will simultaneously start offering DMPS. Instead
even if one core network offers DMPS, as illustrated in Fig. 1,
end hosts can start using this service by leveraging the static
path services of edge networks. For example, the U.S.-wide
REN, Internet2, deploys a network that offers L3 service and
DMPS with the Open Exchange Software Suit (OESS) SDN
controller. Regional RENs in the U.S. offer both L3 IP-routed
and static path services required of edge networks.

Network Interface Cards (NICs): Fig. 1 shows that sending
and receiving hosts have two NICs: NICI connected to the
path-service switch of the host’s edge network, and NIC2
connected to the IP-forwarded router of the host’s edge net-
work. In practice, it is quite common for high-end servers to
have two NICs, but it is also feasible to use just a single NIC
connected to an edge-network switch, and provision multiple
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VLANSs on that single NIC, with one VLAN configured to
handle datagram-service packets, and the remaining VLANSs
configured to feed into different multipoint paths, one for each
file-stream. Therefore, our model allows for both physically
separate or logically separate NICs.

Given that DRFSM service is using a rate-guaranteed path
inside the network for simplification of the transport-layer
functions in the multi-receiver context, the rate at which
packets are transmitted by the sender NIC should be limited
to the rate of the multipoint path. The sender NIC1, as shown
in Fig. 1, is configured using the Linux traffic control (tc)
utility to send packets at rate » matched to the rate used for
the multipoint path set up via the SDN controller. For example,
the multipoint path and tc rate can be set to 500 Mbps when
the NIC speed is 10 Gbps if 500 Mbps is sufficient to serve
out files arriving into the sender for a particular file-stream.

Addressing, Routing and Configuration: Distributed intra-
and inter-domain routing protocols are assumed to be deployed
for the support of L3 service. For example, Open Shortest
Path First (OSPF) [6] and Border Gateway Protocol (BGP) [7]
allow the edge- and core-network IP routers to obtain address
reachability information for NIC2, shown in Fig. 1, and create
routing table entries based on their public IP addresses to
enable IP-packet forwarding. For path-based networking ser-
vices, no such distributed routing is assumed. Instead DRFSM
assumes that publishers and subscribers should be configured
with information required for routing and signaling.

TABLE I: Configuration file entries for file-stream F
Sender S

(Ws, Ps) a core-network switch and port to which the sender’s
SPSs are provisioned

NIClg an identifier of the NIC1 at the sender

S PSg an identifier of the SPS provisioned between the sender

and the DMPS core network for F
rF a multipoint-path rate and tc sending rate for F

(IPF,,NF ) a multi-receiver private IP address and UDP port num-
ber used for multicast of F

(IP}‘(,ICl s MT) | a32-bit private unicast IP address and netmask assigned
’ to the SPS connected logical interface associated with
sender’s NIC1 for F
Receiver R;,1 <j<m
(Wr;, Pr;) a core-network switch and port to which R;’s SPSs are
provisioned
NIC1 R; an identifier of the NIC used for static path service at
receiver R;
S’PS}F?M an identifier of SPS provisioned between R; and the
! DMPS core network for F
(I sz, Ng) a public IP address assigned to NIC2 of the file-stream

sender, along with a TCP port number

Table I shows the parameters used by DRFSM for per-
forming dynamic multipoint path control operations for
one file-stream. Some of these parameters are per-host
(sender/receiver), while others are per-file-stream. The per-
host parameters are: (i) the DMPS core-network switch and
port to which SPSs are provisioned from each host’s NICI,
and (ii) an identifier for the NIC used for static path service
(first two rows of Table I for the sender and receiver).
Per-file-stream parameters are: (i) an SPS identifier, (ii) a
multipoint path/sending rate, and (iii) an IP address, transport-
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layer port number, and netmask (remaining rows). Most of the
parameters listed in Table I are illustrated in Fig. 1.

SPSs are provisioned from the sender to its DMPS core-
network switch port for each file-stream that it multicasts, and
SPSs are provisioned from each receiver to its DMPS core-
network switch port for each of its subscribed file-streams.
Examples of SPS are VLANSs. For each file-stream, the sender
configuration file has a rate-setting for the multipoint path,
which is also used by tc as the packet sending rate.

Three types of IP addresses are used: (i) public IP addresses
are assigned to NIC2 on each host, and these addresses are
used for control-plane message exchanges such as subscription
requests, (ii) private multi-receiver IP addresses are used as
the destination IP address in datagrams that are multicast
from the sender to all receivers on a multipoint path for
a particular file-stream. While this address is not used for
packet forwarding within the core or edge networks (packet
forwarding in the path-based service is on L2 headers such
as VLAN ID and MPLS label), this multi-receiver IP address
needs to be configured in all receivers to accept IP packets sent
via multicast because a UDP/IP socket is used by the sender;
and (iii) private unicast IP addresses are assigned to each
SPS connected logical interface associated with NIC1 of each
host; these addresses are required for unicast retransmissions
of packets lost by a receiver.

As seen in Table I, at sender, the second and third types of

IP addresses are stored in the configuration file. The private
unicast IP address is associated with a netmask so that the
sender can assign IP addresses within the same subnet to the
SPSs connected logical interfaces at all the receivers on the
multipoint path. At receiver, for each file-stream, it requires the
IP address of the corresponding sender’s NIC2 public IP ad-
dress, and TCP-port number for sending a subscription request.
Other IP addresses required at the receiver are communicated
via signaling from the sender.
Transport protocols: A reliable multicast transport protocol,
File Multicast Transport Protocol (FMTP) [8], is used in the
MPUP architecture. As illustrated in Fig. 1, FMTP uses UDP
for multicast. The UDP datagrams are sent to a multicast IP
address that is configured for the multipoint VLAN interface
on NIC1 of the sender and all receivers. This multicast IP
address does not need to be a Class-D IPv4 address because
this address is only used at the hosts; all the transit switches
perform packet forwarding on L2-header fields. For each file,
FMTP sends a Begining-of-Product (BOP) message via L2
multicast to all receivers. Next, the FMTP sender divides the
file into blocks large enough to fit in UDP datagrams, and
multicasts these packets. Finally, FMTP multicasts an End-of-
Product (EOP) message to all receivers.

Each FMTP receiver checks the FMTP packet header and
detects missing blocks; since sequenced delivery is guaranteed
on the L2 paths of the multipoint VLAN, missing blocks are
detected from the block sequence number. Unicast Circuit
TCP (CTCP) [9] connections, sent over the L2 paths from
the sender to the receiver, are used for retransmissions. CTCP,
designed for dedicated circuits, simply drops the congestion
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control functionality of TCP since bandwidth resources are
reserved on circuits. The error and flow control functions
of TCP are retained as packet losses from receiver-buffer
overflows can occur. CTCP sends multiple segments without
waiting for ACKs, limited only by the receiver’s flow-window
size. A unicast private IP address is assigned to the VLAN
interface at NIC1 on the sender and at each receiver. This
private IP address is used for the CTCP connections. If one
or more data blocks are missing, the FMTP receiver sends a
retransmission request to the FMTP sender, which retransmits
the requested data blocks to just the requesting receiver. When
all blocks are received correctly, the FTMP receiver signals
the sender. A product index is carried in the FMTP header so
that if a whole product is dropped, the receiver can request
retransmission of all blocks of the missing product.

The FMTP sender sets a retransmission timer for each
file. When this timer expires, the FMTP sender stops serving
all pending and new retransmission requests and sends back
rejections. This timer is required to prevent slow receivers
from reducing multicast throughput for all other receivers. The
presence of the FMTP sender retransmission timer necessitates
an application-layer backstop mechanism so that applications
with reliability requirements that are more stringent than
achievable with the FMTP service can deliver missed products.
For example, the LDM7 application uses an LDM6-backstop
mechanism, in which LDM6 uses a TCP connection, estab-
lished through the L3 IP-routed network, to send products that
could not be delivered fully via FMTP.

B. Implementation

Three control-plane modules: (i) OESS client, (ii) File
Multicast Control Protocol (FMCP), and (iii) vlianUtil,
were implemented, and integrated into LDM7.

The OESS client serves as the SCC in our DRFSM service
implementation. Specifically, the programmatic interface spec-
ified for the OESS server was used to implement this OESS
client in Python. The OESS client implements the NSI CS
client signaling modules to generate Provision Request, Edit
Request and Release Request, and respond with ACKs to Re-
ply messages. The SPS identifiers used in this implementation
are 12-bit VLAN IDs defined in the IEEE 802.1Q standard.

The FMCP module implements the signaling between
sender and receivers in the DRFSM service architecture to
add or drop subscriptions.

The vlanUtil program executes the ip (1) utility to
statically configure virtual interfaces (associated with VLANs)
and assign private IP addresses to the virtual interfaces on
NICI of the sender (IP¥ 1c14)- This program also executes
tc to limit the sending rate and sender-buffer size at the
SPSS connected virtual interface on sender NIC1 (NIC1y),
using a combination of Hierarchical Token Bucket (HTB) and
Bytes First In First Out (BFIFO) queueing disciplines. Two
queues are defined, one for the UDP multicast packets, and the
second for the FMTP block retransmissions on unicast CTCP
connections. Bandwidth borrowing between these queues is
allowed, which reduces the total required bandwidth. The
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Fig. 2: LDM7 monitoring architecture

possibility of packet losses stemming from the use of too
high a rate is avoided by setting the ceil parameter, which
limits the maximum rate used to serve packets from a class.
On the receiving side, the vianUtil utility executes the
ip command to set the private IP address received in the
SR FMCP message to set up or down the virtual interface
corresponding to the SPS (VLAN) on NIC1 (I PK, IC1g, ).

LDM7 was modified to integrate these three control-plane
modules. The FMCP module was integrated into the original
LDM6 subscription protocol. New LDM7 code was imple-
mented to trigger OESS client actions to generate NSI CS
messages based on received FMCP messages. Finally, LDM7
code invoked functions in the v1anUtil to configure virtual
interfaces, IP addresses and tc (at sender only) based on the
parameter values sent/received in the FMCP messages.

[II. LDM7 PERFORMANCE MONITORING SYSTEM

A performance monitoring system was designed and im-
plemented to collect statistics on an LDM?7 data-distribution
network, and offer LDM7 administrators and users a Graphical
User Interface (GUI) for visualization. This section describes
the monitoring-system software architecture (in Section III-A),
and the performance metrics collected (in Section III-B).

A. Architecture

An LDM7-rtstats utility is executed at each LDM?7 server
to collect metrics and push the data in a LDM7-rtstats feed
(an LDM term used for file-streams) to a centralized LDM?7
performance monitor. The LDM7 performance monitor runs
a downstream LDM7 server to receive these feeds, parses
the feeds using an rtstats-decoder, stores information into an
LDM7-rtstats database, and offers visualization services for
user querying through a dashboard.

In the LDM7-rtstats feed, an upstream LDM?7 server sends
the rate of the multipoint path for each feed, while downstream
LDM?7 servers send performance metrics computed from their
LDM?7 log files. The log files include per-product information
such as arrival time, latency incurred in delivering the product
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(servers run NTP to synchronize clocks), size, mode of deliv-
ery: FMTP-only or with LDM6-backstop, number of FMTP
block retransmissions, and feedtype.

We define three file types as follows: (i) backstop-needed
files are data products that required LDM6-backstop retrans-
missions; (i) Multicast-itself-sufficient files are data products
that were successfully received by FMTP without any FMTP
block retransmissions, i.e., these files were received fully in
the multicast phase; and (iii) FMTP-retx-needed files are data
products that were received by FMTP but required one or
more FMTP block retransmissions. We use the additional term
FMTP-received files to include both FMTP-retx-needed and
Multicast-itself-sufficient files.

Fig. 2 shows the components of the LDM7 performance
monitor: (i) Downstream LDM server, (ii) pqact utility, (iii)
LDM?7-rtstats-decoder, (iv) LDM7-rtstats database, and (V)
dashboard. The Downstream LDM server can be an LDM6 or
LDM?7 server since in our current deployment, it is the only re-
ceiver of the LDM7-rtstats feed. A utility called pgact, which
allows for an administrator to set the name of an executable
program to handle all products of a feed, is used to invoke
our LDM7-rtstats-decoder program when LDM7-rtstats feed
products are received. The per-7 interval metrics received in
the feed are saved in the LDM7-rtstats database. This database
uses MongoDB, a NoSQL database. The LDM?7 dashboard
uses the model-view-controller architecture, in which the
model interacts with the LDM?7-rtstats database, the controller
receives user input and passes it to the model, and the view
creates the representation of the requested data for the user.

B. Metrics

Metric: Throughput: Per-file throughput is defined as file size
divided by file latency. For average throughput, we compute
the harmonic-mean (which is more appropriate than arithmetic
mean when averaging rates [10]) of the per-file throughput
of all FMTP-received, all multicast-itself-sufficient, and all
FMTP-rext-needed files in time interval (¢ — 7,t) as follows:

pfmtr _ 2ienySi _ §i )
y = =
ZieN; L L
Tme — ZiGNt” Si — 874;1 retr _ S; — Sé’ )
A sy 7l v Vi v/

where S; is file size of file 4, L; is file latency, N/ is the number
of all FMTP-received files, N}’ is the number of all multicast-
itself-sufficient files, S; and S} are the cumulative size of
all FMTP-received files and all multicast-itself-sufficient files,
respectively, and L} and L are the corresponding cumulative
latencies in time interval (¢ —7,¢). The LDM7-rtstats feed
products contain cumulative file sizes and cumulative latencies
that were computed on a per-minute basis, i.e, 7 was set
to 1 minute. Per-hour (or longer-duration) throughput values
can be computed from the per-minute cumulative sizes and
cumulative latencies.

Metric: FMTP File Delivery Ratio (FFDR): These metrics
characterize the success of file delivery via FMTP. We define
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successful delivery of file ¢ by FMTP if all blocks of file ¢
were received via multicast alone or via multicast with one or
more FMTP block retransmissions (the FMTP sender resends
blocks for only those requests that are received before the
expiry of a retransmission timer). However, with the LDM6-
backstop mechanism, LDM?7 ensures successful delivery of all
files to all receivers as long as receivers request files within
the specified duration for which files are served by the LDM6-
backstop mechanism (typically 1 hour).

FFDR captures the extent to which FMTP was successful
in delivering files without the LDM6-backstop mechanism.
There are two measures for FFDR, which are file-count-based
(F¢eunty and sized-based (F5%€):

N, t/ size SQ

N, * 100% F; Son, S
where NN, is the number of all LDM7-received files (backstop-
needed files plus FMTP-received files) in the interval (t—,t).
As with throughput, per-minute numerators and denominator
values are sent to allow the rtstats-decoder of the performance
monitor to compute FFDR over longer time durations.

Metric: Multicast Packet Loss Rate (MPLR): Packet loss
rate is measured as a percentage of packets lost with respect
to packets sent. Thus, we define MPLR (IL}*¢) to quantify the
multicast packet loss by measuring the requested FMTP block
retransmissions as follow:

By + 1448
St
where B; is the number of FMTP block retransmissions in the
interval (¢t — 7,t), 1448 bytes is the size of the FMTP-packet
payload (FTMP, UDP, CTCP and IP headers are 12, 8, 20,
and 20 bytes, respectively; to avoid a multicast block from
requiring two CTCP segments in case of retransmissions, the
FMTP-UDP multicast blocks carry 1448 bytes of payload).
As with throughput, per-min numerators and denominator
values are sent to allow the rtstats-decoder of the performance

monitor to compute MPLR over longer time durations.

Fcount —

*100%  (3)

L = * 100% )

IV. TRIAL DEPLOYMENT OVER MULTI-DOMAIN SDN
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Fig. 3: Trial deployment of LDM7 across Internet2

Our trial deployment tests LDM7 in a WAN multi-domain
setting to distribute the real-time meteorology data collected

by the Unidata IDD project. While Internet2 offers Advanced
Layer-2 Services (AL2S) with dynamic path provisioning
along with L3 IP-routed service, the regional RENs only offer
static VLAN service and L3 IP-routed service. The LDM7
application requires dynamic provisioning because receivers
add and delete subscriptions to different feeds, and each feed
should have its own multipoint VLAN for bandwidth and
receiver processing efficiency. Therefore, our trial deployment
used the dynamic provisioning capability of Internet2’s AL2S
in conjunction with statically provisioned VLAN segments
across university campus networks and their regional RENs.

As shown in Fig. 3, we deployed LDM7 at eight university
campuses. Most of the regional RENs are connected to the
closest Internet2 PoP, e.g., the Virginia (UVA) regional REN,
MARIA, is connected to the Internet2 switch at Ashburn, VA.
However, one exception is that the Colorado based FRGP
regional REN, which serves the University Cooperation for
Atmospheric Research (UCAR), is connected via a 100 GE
link to the Starlight Internet2 PoP in Chicago, for legacy
reasons. This makes the Univeristy of Wisconsin (UWisc)
LDM?7 server the closest in terms of Round-Trip Time (RTT)
to UCAR LDM7 server.

On each campus, the deployment effort consisted of: (i)
deploying a server, (ii) installing and configuring LDM7 on
the server, and (iii) provisioning VLANSs (static path segments)
across campus networks and regional RENs (edge networks
in DRFSM service architecture). The last task required a
campus network administrator and a corresponding regional
REN operator to first agree on a common set of VLAN
IDentifiers (IDs) and then provision these VLANs on every
switch on the path from the campus LDM7 server all the way
through the edge network to the Internet2 switch/port to which
the regional REN is connected.

Combining static and dynamically provisioned VLANS:
Fig. 4 shows an installation of DRFSM architecture on our
LDM?7 trial deployment, with a sender at UCAR, and re-
ceivers at the University of Virginia (UVA) and University
of Maryland (UMD). MAX is the regional REN provider for
UMD. VLAN segments are manually provisioned from the
LDM?7 servers in the three campuses to their corresponding
Internet2 router/switch ports, e.g., VLAN III from UVA. This

(3) OESS VLAN

on IP-routed path
(1) LDM7 admin
adds/removes

subscription
in config file|

Receiver

(2) LDM7 subscription request
on IP-routed path

Fig. 4: An installation of DRFSM architecture on the LDM7
trial deployment; black arrows: control-plane messages; red
lines: provisioned VLAN segments; magenta dashed lines:
dynamic MPLS paths
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step required our research team to communicate with network
administrators at the various campuses, and in turn these
administrators needed to communicate with their regional
REN administrators to agree on a common set of VLAN
IDentifiers (IDs) and get these VLANs provisioned across the
campus networks and the regional RENs. We also asked each
of our campus collaborators to authorize our Internet2 AL2S
OESS working groups to make requests for connections to
their VLANs on the Internet2 switch port connected to their
regional-RENs.

Fig. 4 also illustrates how Internet2’s dynamic L2 service
capability is leveraged for our LDM7 trial deployment. As-
sume that VLAN I had been previously connected to VLAN
IT via an Internet2 AL2S MPLS path represented by the
magenta dashed line between switches S1 and S2 to receive
feed F1. This configuration would have occurred when the
LDMT7 receiver at MAX requested a new feed from the UCAR
LDM7 server, at which point the latter would have signaled
the Internet2 AL2S OESS server requesting the connection of
VLAN I from FRGP’s Internet2 AL2S switch port to VLAN
IT on MAX’s Internet2 AL2S switch port.

Now consider the steps required when the LDM7 adminis-
trator at UVA adds a subscription to feed F1 in the LDM
configuration file, step (1) in Fig. 4. Step (2) shows the
LDM?7 subscription request being sent on the IP-routed path.
The LDM?7 sender checks if the UVA receiver is authorized
to receive feed F1, and if it is authorized, the Upstream
LDM?7 process instructs the OESS client at the sender to
send a VLAN-modification request to the Internet2 AL2S
OESS server, which is executed in (3). In (4a) and (4b), the
OESS server performs book-keeping operations and then if the
modification request can be accommodated, the OESS servers
sends commands to the MPLS switches to reconfigure their
forwarding tables. In the example shown in Fig. 4, switch S1
will add an entry to forward packets received with a particular
MPLS label from VLAN I from its FRPG port to its link to
S3, in addition to its entry for forwarding the same packets to
its link to switch S2. Similarly, switch S3 will add an entry to
forward packets received on its link from S1, with a specified
MPLS label, to its port to MARIA on VLAN III. Step (5)
illustrates that data starts flowing on the newly established
MPLS-VLAN segment from switch S1 to the UVA LDM?7
server.

V. EVALUATION

Section V-A describes the experiments executed on the trial
deployment. Section V-B presents our results.

A. Execution

Each of the servers deployed at the eight university cam-
puses has at least 64 GiB RAM, 500 GB disk space and
two ordinary network interfaces. A 1Gbps Ethernet (GbE)
NIC connects to the general-purpose campus network for L3
IP-routed services, and a 10GbE NIC connects to a switch
through which VLANSs are provisioned to the nearest Internet2
switch port via the campus network and regional REN.
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Input parameters that influence output metrics include feed-
types, VLAN/sending rate, and publisher/subscriber buffer
sizes. We chose the NGRID feed (numerical model output
from NOAA), and a specific publisher and set of subscribers,
but varied the VLAN/sending rate and the set of receivers.
The sender buffer size was set to a large enough value (600
MB) to prevent packet drops at the sender, and tc statistics
confirmed that no packets were dropped due to sender-buffer
overflows.

We ran three sets of experiments. The goal of the first set
of experiments was to evaluate the newly modified LDM7 and
performance monitoring system. Then a further investigation
was executed with a second set of experiments to analyze the
performance of LDM?7 on the trial deployment. Last, we ran
the third set of experiments to compare the performance of
LDM?7 with LDM6 on the trial deployment.

Experiment Set 1: The NGRID feed distribution was started
on the UCAR LDM7 publisher. The UWisc, UVA, UMD,
University of Utah (Utah), University of Washington (UWash),
and University of California at San Diego (UCSD) LDM?7
subscribers sent NGRID subscription requests to UCAR to
join the multicast group. We limited the VLAN/sending rate
at 40 Mbps in this set of experiments. The reason for rate-
limiting at the sender is explained in Section IIL

Experiment Set 2: We collected one-hour NGRID products,
03:00 to 04:00 UTC on Jul. 12, 2020. Then we created
one-hour file-streams that follows the traffic pattern of the
collected NGRID products (using the utility pginsert) and
replayed the data repeatedly in multiple experiments to avoid
differences in incoming file-stream product sizes or inter-
arrival times from influencing results.

Experiment Set 3: LDM7 with LDM6 were compared when
they had same configuration of VLAN/sending rates and sets
of subscribers using the created one-hour file-stream.

B. Evaluation

1) LDM7 performance monitoring system: Fig. 5a shows
the LDM7 performance monitoring system dashboard for
Experiment Set 1. The dashboard offers users a GUI to specify
parameters such as the time range, feedtype, and metric of in-
terest. The dashboard implementation is based on D3.js. Every
publisher/subscriber that joins the meteorological data distri-
bution is geo-located on a U.S. map. Publisher/subscribers are
color coded as follows:

o red: Subscriber is unavailable, i.e., a product was last

received on the ldm7-rtstats feed more than 1 hour ago;

« yellow: Less active, i.e., a product was last received on

the 1dm7-rtstats feed less than 1 hour but more than 10
minutes ago;

o green: Active, i.e., a product was last received on the

Idm7-rtstats feed less than 10 minutes ago.

In Fig. 5a, there are six subscribers receiving real-time
NGRID feed from the publisher, UCAR. The link between two
servers, such as the publisher (UCAR) and the UVA LDM?7
subscriber indicates the logical connection between them. A
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Fig. 5: LDM7 Performance Monitoring Dashboard

time-series plot with per-minute information for the link is
shown in Fig. 5b. It shows the throughput of NGRID feed
from UCAR to UVA in one hour.

2) LDM7 Metrics: Table II shows the metrics, defined in
Section III-B, when the multicast group contains one publisher,
UCAR, and six subscribers, UMD, UWisc, UWash, UCSD,
UVA, and Utah.

First, we observe that the overall DRFSM solution worked
well on the trial deployment. We observe from the Average
throughput rows that different subscribers achieved different
values, due to different propagation delays. Since This is due to
differences in product-latency, whose components are: (i) pro-
cessing delays, (ii) sender-buffering delays incurred because
of the sender tc rate limiting used in LDM?7, (iii) emission
(transmission) delays, (iv) propagation delays (roughly half of
RTT), (v) switch/router packet queueing delays, and (vi) re-
transmission delays. Processing delays are typically negligible
when compared to RTT in the WAN setting. All subscribers
have the same, small sender-buffering delays because’ the six
subscribers request the NGRID feed from the same publisher.
One-way propagation delays are high in this WAN setting
(e.g., 20 ms between UCAR and UVA). Given the high link
capacities (10 Gbps or higher) in the production RENs on
which our trial was deployed, switch/router packet queueing
delays should be small. Our observation in Fig. 6a confirms
this conclusion.

Fig. 6a shows the average throughput for Experiment set 2.
We replayed NGRID feed from UCAR to the four subscribers,

UWisc, UVA, Utah, and UWash with varying VLAN/sending
rates among 20, 30, 40, 50, 100, 500 Mbps. Generally, as
the VLAN/sending rate increases, the throughput of each sub-
scriber increases. But different subscribers achieved different
throughput at the same VLAN/sending rate. UVA has the
highest average throughput, while UWash has the lowest. The
most reasonable explanation is their different RTTs (along the
path from the publisher to each subscriber).

Second, regarding reliability, we used two FFDRs and
MPLR defined in Section III-B to evaluate the reliable capa-
bility of LDM7. Such as 100% of file-count-based FFDR and
100% of size-based FFDR indicate that reliable mechanism
worked well and all files are delivered by FMTP (data-plane
solution) without requiring the LDM6-backstop mechanism.
FMTP uses a TCP retransmission mechanism to deliver the
blocks that are not able to transmit over multicast UDP. Mul-
ticast Packet Loss Rate (MPLR) row in Table II shows the ratio
of lost multicast packets, which also presents the ratio of block
retransmissions. This retransmission would incur significant
delays in the production WAN setting. Fig. 6b shows the
impact of packet loss on LDM7. With artificially injected
packet loss. All 45702 products were delivered successfully
to the four subscribers. One interesting finding in Fig. 6b is
that, although all subscribers suffered throughput degradation,
different subscribers performed differently. For exmaple, the
throughput of UVA LDM?7 decreases from 40.37 Mbps to
17.90 Mbps (55.66%), while the of UWash LDM?7 decreases
from 24.07 Mbps to 8.67 Mbps (63.98%).

TABLE II: Experiment Set 1: Statistics for files received by the UVA, UWash, UMD, UWisc and UCSD LDM?7 receivers; ¢

is the start time of the experiment and 7 is the whole duration

Subscribers UVA UMD UWisc UWash UCSD Utah

Number of FMTP-received files 45642 45642 45642 45642 45642 45642
File-count-based FFDR F¢0un? 100% 100% 100% 100% 100% 100%

Size-based FFDR [Fj*#¢ 100% 100% 100% 100% 100% 100%

Number of files that needed FMTP retransmissions 3 3 3 6 4 64

Number of FMTP block retransmissions 21 21 21 34 24 529

Multicast Packet Loss Rate (MPLR) ILj"¢ 3.5¢-4% | 3.5¢-4% | 3.5¢-4% | 5.6e-4% | 4.0e-4% | 8.8e-3%

Average throughput of FMTP-received files (Mbps) 'H‘{ mp 20.92 21.08 20.43 13.81 18.03 19.17
Average throughput of multicast-itself-sufficient files (Mbps) T}*¢ 20.93 21.08 20.44 13.83 18.04 19.31
Average throughput of FMTP-retx-needed files (Mbps) T} ** 0.36 0.35 0.33 0.11 0.24 0.23
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Fig. 6: Experiment Set 2 Results

3) Performance of LDM7 and LDMG6 over trial deploy-
ment: The goal of this subsection were two-fold: (i) compare
the average throughput of LDM6 and LDM7 under same
VLAN/sending rates, and (ii) compare the VLAN/sending
rates for LDM6 and LDM?7 to achieve the same throughput.
The main parameters varied in this experiment (Experimental
Set 3) were the VLAN/sending rate and set of subscribers.

First, we replayed NGRID feed from UCAR to four
subcribers, UVA, UWisc, Utah, and UWash with varying
VLAN/sending rate among 50, 100, 200, 300, 400, 500 Mbps
via LDM6 and LDM?7. The Fig. 7 presents the results we
collected from the trial deployment. Generally, the throughput
of LDMB6 is less than the throughput of LDM7. And there is a
clear gap between the average throughput of LDM?7 across the
four subscribers and the average throughput of LDM6. As the
VLAN/sending rate increases, the differences between LDM7
throughput and LDM6 throughput increases. For example,
at the VLAN/sending rate of 50 Mbps, the different value
is 21.88 Mbps, while at 100 Mbps, the value increases to
31.62 Mbps. But, it stabilizes around 31 Mbps when the
VLAN/sending rate reaches 100 Mbps. Furthermore, Fig. 7
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Fig. 7: Average throughput of LDM6 and LDM7 with four
subscribers varying VLAN/sending rate at UVA
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shows that there is an around 90% bandwidth saving for LDM7
(sending at 40 Mbps), compared to LDM6 (sending at 400
Mbps), to achieve a 20 Mbps average throughput with four
subscribers. This verifies that LDM7 significantly reduces the
need for bandwidth, and it even be better when the number of
subscribers is larger.

Second, we take a close look at the VLAN/sending rate of
100 Mbps. Fig. 8a shows the throughput comparison of LDM6
and LDM7 at 100 Mbps. LDM6-FS (four subscribers) shows
throughput of LDM6 with four subscribers, while LDM6-SS
(single subscriber) means the throughput of LDM6 with single
subscriber at 100 Mbps. The first finding in Fig. 8a is LDM7
achieved a 77.6% higher average throughput than LDM6, even
there is only one subscriber (LDM6-SS). This improvement
may come from the difference between TCP and UDP. Another
observation is that the throughput of LDM6-FS has an almost
seven-fold improvement to the throughput of LDM6-SS. One
possible explanation is a larger sender-buffer queuing delay
with multiple copies in LDM6-FS. Moreover, Fig. 8b presents
the impact of number of subscribers on the performance of
LDM?7 and LDM6 at 100 Mbps. With the number of subscriber
increases, the throughput of LDM?7 varies in a small ranges,
while the throughput of LDM6 decreases a lot. Especially, at
UVA, with six subscribers, the throughput of LDM7 (40.12
Mbps) has an almost 22-fold improvement to the throughput
of LDM6 (1.79 Mbps).

VI. RELATED WORK

Section VI-A offers the reader background on dynamic
Layer-2 (L2) path service. Section VI-B reviews recent related
work.

A. Dynamic path-based service

To support dynamic L2-path service, first, control-plane
protocols have been specified and standardized. These include
Inter-Domain Controller Protocol (IDCP) [11] and the Open
Grid Forum Network Service Interface Connection Services
(NSI CS) version 2.0 [12]. Both protocols support inter-
domain signaling for advance reservation and provisioning of
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rate-guaranteed dynamic L2 paths. Second, there are many
SDN controllers [13], of which Internet2 deployed an Open
Exchange Software Suite (OESS) server as the controller for
its Advanced L2 Service (AL2S) offering. The OESS server
has both a GUI and programmatic interface for users to request
paths between Internet2 router/switch ports. The technology
used for L2 paths in the current deployment is MultiProtocol
Label Switching (MPLS). User working group identifiers are
used for access control allowing a regional REN to authorize
a remote user group to connect to particular Virtual LANs
(VLAN) on its Internet2 switch port. Rate and duration can
be specified in the request for an L2 path, and multipoint
VLAN/MPLS virtual topologies are supported.

B. Recent related work

Solutions have been proposed to leverage SDN techniques
to provide efficient and well-managed network-multicast ser-
vices. Many of these solutions [14]-[16] aim to find optimal
trees. These SDN-based multicast advances focused on the
control-plane problem of finding the best multicast topologies
but not on the data-plane aspects.

Failures can affect the quality of real-time multicasting
services. Some solutions have investigated methods to make
multicasting reliable, such as Multicast TCP (MCTCP) [17],
and ECast [18]. MCTCP is designed for small-multicast
groups, and eCast requires a sub-tree of the multicast tree to
be established to multicast retransmissions. Neither of these
solutions work in a WAN context.

More recent papers include the following. Desmouceaux et
al. [19] proposed a solution that requires all routers to imple-
ment a Bit-Indexed Explicit Replication (B.I.LE.R) shim layer,
which is an expensive modification for WAN deployment.
Multicasting solutions for SDN based data center networks
include Multicast Routing for Data Centers (MCDC) [20],
ATHENA [21], and Datacast [22], but these are not readily
extendible for WAN deployment. The DCCast solution [23] is
proposed for inter-data-center multicasts, and is only evaluated
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with synthetic traffic through simulations, i.e., practical de-
ployment considerations of addressing, routing and transport-
layer protocols are not considered.

VII. CONCLUSIONS

This work demonstrated a trial deployment of L2 path-
based network multicast solution and IP-routed service. First,
our experiments showed that file-delivery ratios and through-
put metrics achieved in this DRFSM implementation met
LDM?7 application requirements. Second, the LDM7 per-
formance dashboard with key LDM?7 performance metrics
worked well. Third, we compared LDM7 with LDM6 on the
trial deployment, which showed an almost 22-fold throughput
improvement at the VLAN/sending rate of 100 Mbps with
six subscribers and 90% bandwidth savings from path-based
network multicast solution to achieve a 20 Mbps average
throughput across four subscribers. While our current design
handled these gaps in multipoint path availability well, which
is within requirements for the LDM/IDD application that we
tested, a new design is needed to alleviate the impact of
DRFSM control-plane overheads.
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